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Abstract
Musicians outperform non-musicians in vocal emotion per-
ception, likely because of increased sensitivity to acoustic 
cues, such as fundamental frequency (F0) and timbre. Yet, 
how musicians make use of these acoustic cues to perceive 
emotions, and how they might differ from non-musicians, 
is unclear. To address these points, we created vocal stimuli 
that conveyed happiness, fear, pleasure or sadness, either in 
all acoustic cues, or selectively in either F0 or timbre only. 
We then compared vocal emotion perception performance 
between professional/semi-professional musicians (N = 39) 
and non-musicians (N = 38), all socialized in Western music 
culture. Compared to non-musicians, musicians classified 
vocal emotions more accurately. This advantage was seen in 
the full and F0-modulated conditions, but was absent in the 
timbre-modulated condition indicating that musicians excel 
at perceiving the melody (F0), but not the timbre of vocal 
emotions. Further, F0 seemed more important than timbre 
for the recognition of all emotional categories. Additional 
exploratory analyses revealed a link between time-varying 
F0 perception in music and voices that was independent of 
musical training. Together, these findings suggest that mu-
sicians are particularly tuned to the melody of vocal emo-
tions, presumably due to a natural predisposition to exploit 
melodic patterns.

K E Y W O R D S
fundamental frequency (F0), musicality, parameter-specific voice 
morphing, timbre, vocal emotion perception

BACKGROUND

High levels of musicality are linked to advantages in non-musical domains, such as speech percep-
tion and overall cognitive functioning (Elmer et al., 2018; Schellenberg, 2001, 2016). However, while 
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several decades of systematic research provide robust evidence for a relationship between musical 
abilities and relatively distant domains, such as language skills (Elmer et al., 2018; Hallam, 2017), links 
to more closely related domains such as vocal emotion perception are less well established (Martins 
et al., 2021; Nussbaum & Schweinberger, 2021). Moreover, although accumulating evidence suggests 
a vocal emotion perception advantage in musicians compared to non-musicians, the underlying mech-
anisms remain poorly understood, and therefore, are the subject of an important debate. While high-
level supramodal processes such as emotional integration and decision making presumably play a 
role (Lima & Castro, 2011; Trimmer & Cuddy, 2008), the available evidence more consistently points 
to low-level auditory sensitivity towards musical and vocal cues mediating the advantage in highly 
trained musicians (Correia et al., 2022). However, it remains unclear how musicians use different vocal 
cues to infer vocal emotions, and how this might differ from non-musicians. In the present study, we 
addressed this issue by investigating the degree to which musicians differ in their use of vocal cues 
that signal vocal emotion. To this end, we manipulated voices to constrain emotional information to 
specific acoustic cues, which we then presented in an emotion perception task. Thus, we examined 
how these cues, in isolation and in combination, inform vocal emotion perception in musicians and 
non-musicians.

What are the acoustic features of emotions and what is shared between 
music and voice?

Both music and voices convey emotions. In fact, emotional processing measures have identified re-
markable overlap between these domains. Psychological overlap has been demonstrated by priming re-
search, as emotional voice and music primes similarly modulate the semantic processing of subsequent 
positive and negative targets words (Schirmer et al., 2002; Steinbeis & Koelsch, 2011). On a neural 
level, emotional processing of musical and vocal sounds recruits shared networks (Aubé et al., 2015; 
Escoffier et al., 2013; Frühholz et al., 2016). A reasonable explanation for these processing parallels 
highlights acoustic commonalities between musical and vocal emotions: In both domains, emotions 
are characterized by similar patterns of acoustic cues such as fundamental frequency (F0), amplitude, 
timing or timbre ( Juslin & Laukka, 2003; Scherer, 1995). F0 refers to a sound's lowest harmonic con-
stituent, which we perceive as pitch. As an aside, the perceived pitch corresponds to F0 even in the 
absence of the lowest harmonic, a phenomenon called the ‘missing fundamental’ (Smith et al., 1978). 
In both voices and music, time-varying pitch contour may be more simply described as melody. Timbre 
refers to a sound's quality that is independent of F0, timing and amplitude. It enables listeners to dis-
tinguish, for example, a trumpet from a violin, or one voice from another even when F0, tempo and 
loudness are identical. Amplitude and timing relate to the loudness and temporal unfolding of sounds, 
respectively. Importantly, research suggests that the manner in which acoustic cues combine in the 
context of emotions is shared between music and voice to some degree. Anger, for example, is often 
characterized by a high pitch, a rough timbre, a large amplitude and fast speech rate, whereas the op-
posite holds for sadness (Banse & Scherer, 1996). Note, however, that despite the impressive overlap, 
certain acoustic aspects are unique to either of these channels (such as tonality and harmonic struc-
tures in music), which are also reflected in domain-specific neural responses (Escoffier et al., 2013; 
Juslin & Laukka, 2003).

Research suggests that the different acoustic cues may play different roles in the perception of dis-
tinct emotions, albeit their exact roles remain contentious. In early emotional voice perception studies, 
F0 has been considered the perceptually dominant cue, alongside with amplitude and timing parameters 
(Banse & Scherer, 1996; Juslin & Laukka, 2003). Recent work, however, suggests that timbre can play 
a central role in voice processing, and vocal emotion perception in particular (Nussbaum, Schirmer, & 
Schweinberger, 2022; Nussbaum, von Eiff, et al., 2022; Piazza et al., 2018; von Eiff et al., 2022). In fact, 
some data imply that both F0 and timbre carry unique information for different emotions (Anikin, 2020; 
Grichkovtsova et al., 2012). For example, Nussbaum, Schirmer, and Schweinberger (2022) found F0 to 
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be more important relative to timbre for the recognition of happiness, fear and sadness, whereas timbre 
seemed relatively more important for the recognition of pleasure. In music, pitch cues, timing and in-
strumentation have been highlighted as main tools for composers to convey emotional meaning ( Juslin 
& Laukka, 2003; Schutz, 2017). However, the great variety of music styles, instrumentation-dependent 
acoustic possibilities or constraints, and performers' degrees of freedom make it hard to draw universal 
conclusions (Schutz, 2017).

How does musicality benefit vocal emotion perception?

Although methodological heterogeneity and limited test power are challenges to existing stud-
ies (Martins et al., 2021; Nussbaum & Schweinberger, 2021; Thompson et al., 2004), musicality 
seems to be associated with a benefit in vocal emotion perception. To explain this benefit, some 
authors evoked the concept of auditory sensitivity. When compared with non-musicians, musi-
cians are better at perceiving the pitch, timbre and temporal aspects of musical sounds (Kraus 
& Chandrasekaran, 2010), and it has been argued that this extends to vocal sounds (Chartrand & 
Belin, 2006; Correia et al., 2022). Yet, exactly how acoustic processing differs between musicians 
and non-musicians remains elusive. One possibility is that compared to non-musicians, musicians 
use all acoustic cues more efficiently (e.g. faster, to a greater extent) leading to a general improvement 
of vocal emotion perception. Alternatively, musicality may affect the perception of individual acous-
tic cues and improve performance in a cue-specific way.

Some authors favour a cue-specific benefit and propose a special role of pitch contour (F0). For 
example, Globerson et al. (2013) identified time-varying pitch perception as a predictor for vocal 
emotion perception performance. Similarly, pitch is implicated by evidence from participants with 
amusia, a selective deficit for the processing of musical sounds, despite normal hearing and cognitive 
abilities (Ayotte et al., 2002; Stewart et al., 2006). In people with amusia, a consistent disadvantage for 
vocal emotion perception has been reported and linked to problems in pitch discrimination (Lima 
et al., 2016; Lolli et al., 2015; Pralus et al., 2019; Thompson et al., 2012). However, individuals with 
amusia represent the tail-end of the musicality spectrum. Their performance does not readily lend 
itself to inferences about what is special in highly trained musicians. Further, in most studies, amusia 
was defined based on pitch perception problems only, neglecting the potential influence of other 
vocal cues (Lagrois & Peretz, 2019). In general, a research focus on pitch may have precluded the 
potential role of other cues, such as timbre, which has recently been shown to play a significant role 
in vocal emotional processing (Nussbaum, Schirmer, & Schweinberger, 2022; Nussbaum, von Eiff, 
et al., 2022). Indeed, research that linked response patterns to different acoustic cues suggests general 
rather than cue-specific differences between musicians and non-musicians (Lima & Castro, 2011). 
Thus, a systematic investigation of how musicians and non-musicians use different vocal cues for 
emotion perception is pending.

Besides auditory sensitivity, high-level supramodal processes have been raised as relevant for ex-
plaining performance differences between musicians and non-musicians (Trimmer & Cuddy, 2008). In 
that vein, musicality has been linked to skills like empathy, emotional differentiation, mind reading and 
decision making, all of which could foster emotional processing (Clark et al., 2015; Lima & Castro, 2011; 
Trimmer & Cuddy, 2008). However, a benefit of musicality for emotional processing seems contained 
within the auditory modality, as it has not been observed for facial or lexical stimuli (Correia et al., 2022; 
Farmer et al., 2020; Twaite, 2016; Weijkamp & Sadakata, 2017). Further, a comparison of brain re-
sponses to vocal emotions between musicians and non-musicians suggests differences at early stages 
associated with acoustic analysis (Pinheiro et al., 2015; Rigoulot et al., 2015; Strait et al., 2009). Finally, 
Correia et al. (2022) found that the link between music training and vocal emotion perception was fully 
mediated by auditory perception skills. Taken together, these findings suggest that the link between 
musicality and vocal emotion perception is largely acoustic bound.
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Methodological challenges and aims of the present study

As mentioned above, some evidence is in line with the proposal that pitch sensitivity explains the superior 
performance of musicians in vocal emotion perception. However, the neglect of non-pitch cues such as 
timbre, as well as a reliance on individuals with amusia, makes this evidence inconclusive. Additionally, 
most of the reported evidence is purely correlational in nature, and therefore, fails to establish a causal 
link between acoustic cues and emotion perception performance. This situation has recently contributed 
to an explicit call for more use of voice manipulation tools (Arias et al., 2021). The present study sought 
to tackle these issues by employing parameter-specific voice morphing. This tool allows, among other 
things, a resynthesis of vocal stimuli such that they express emotional information through pitch con-
tour or timbre cues only, while rendering the respective other cue uninformative (Kawahara et al., 2008; 
Kawahara & Skuk, 2019). Here, we manipulated two types of acoustic cues, F0 and timbre, while hold-
ing amplitude and timing information constant. We specifically opted for F0 cues because they seem to 
play an important role for the link between musicality and vocal emotion perception and chose timbre 
because this cue may hold relevant information for musicians who have to distinguish multiple instru-
mental or vocal timbres as part of their profession. We were also interested in the relative role of timbre 
because it is underrepresented in the literature in comparison to F0. Accordingly, we assessed the relative 
importance of pitch (F0) and timbre for emotional judgements in musicians and non-musicians.

In the present study, we pursued two objectives: The first was a replication of the musicians' ad-
vantage for vocal emotional judgements, by recruiting a well-powered sample with highly trained mu-
sicians and non-musicians. Second, we assessed how musicians and non-musicians differed in their 
use of acoustic cues to infer vocal emotions, focusing on the relative importance of F0 versus timbre. 
Considering the prior work discussed above, we expected that musicians would outperform non-musi-
cians in a condition with full emotion modulation and also when only F0 was informative of emotion. 
Given the scarcity of data examining timbre, we were also interested in whether the timbre of vocal 
emotions would also be processed more efficiently by musicians when compared with non-musicians.

METHOD

Participants

In line with previous research comparing vocal emotion perception between musicians and non-musi-
cians (Lima & Castro, 2011), we aimed at a sample size of 40 participants per group. A power analysis 
using the R-package Superpower (Lakens & Caldwell, 2019) revealed that this sample size would allow 
the detection of a medium effect ( f = 0.25) for an interaction between group (musicians, non-musicians) 
and the stimulus morphing condition (Full, F0 and Timbre) with 80% power.

Data collection took place from June 2021 to May 2022. All participants were fluent German speak-
ers, aged between 18 and 50 years, and provided informed consent before completing the experiment. 
Data were collected pseudonymized. Participants were compensated with 25€ or with course credit. The 
experiment was in line with the ethical guidelines of the German Society of Psychology (DGPs) and 
approved by the local ethics committee of the Friedrich Schiller University Jena (Reg.-Nr. FSV 19/045).

Musicians

We recorded data from 41 (semi-)professional musicians that is individuals with either a music-re-
lated academic degree or a non-academic music qualification (details below). The data from two 
musicians had to be excluded because they omitted >5% trials in the emotion classification task. 
Thus, data from 39 musicians entered analysis (19 male, 20 female, aged 20–42 years [M = 29.6; 
SD = 5.64]). Mean onset age of musical training was 7 years (SD = 2.53, 4–17 years). Twenty-four 
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participants had a music-related academic degree, all others had a non-academic music qualification 
(i.e. they worked as musicians or won a music competition; for more details see OSF, supplemental 
tables). Thirty-five participants had studied their instrument for over 10 years, three between 6 and 
9 years and one between 4 and 5 years.1

Non-musicians

Our recruitment criteria specified that non-musicians had not learned an instrument and did not engage 
in any musical activities like choir singing during childhood. We recorded data from 40 non-musicians, 
of which two exceeded the >5% omission criterion. Thus, we analysed data from 38 non-musicians (18 
male, 20 female, aged 19–48 years [M = 30.5; SD = 6.54]). Despite specifying inclusion/exclusion criteria 
during recruitment, 11 participants later reported having pursued learning an instrument or singing for 
a short period of time (two reported 2 and three reported 4–5 years of formal musical training2; mean 
age at onset was 16 [SD = 10.44, range = 6–30 years]; for details see OSF, Table S1). These participants 
were retained for data analysis.

Stimuli

Original audio recordings

We selected original audio recordings from a database of vocal actor portrayals provided by Sascha 
Frühholz, similar to the ones used in Frühholz et al. (2015). For the present study, we used three 
pseudowords (/molen/, /loman/, /belam/) uttered by eight speakers (four male, four female) with ex-
pressions of four emotions (happiness, pleasure, fear and sadness), resulting in a total of 96 original re-
cordings used for morphing. We opted for these four emotions to include two positive and two negative 
emotions with different degrees of intensity, which was ensured through a prior rating study (reported 
on OSF).

Voice averaging

Using the Tandem-STRAIGHT software (Kawahara et al., 2008, 2013), we created emotional aver-
ages from the four emotions used in the study (see Figure 1) for each speaker and pseudoword. These 
averages, although not neutral, were assumed to be uninformative and unbiased with respect to the 
four emotions of interest. We opted for average rather than neutral stimuli because a previous study 
showed that averages are more suitable for the subsequent generation of voice morphs ensuring that 
such morphs do not differ systematically in perceived naturalness (Nussbaum et al., 2023).

Parameter-specific voice morphing

To synthesize parameter-specific emotional voice morphs, we created morphing trajectories be-
tween each emotion and the emotional average of the same speaker and pseudoword. After manual 

 1Note that the participant reporting 4–5 years of musical training works as a composer and sound engineer and holds an academic music 
degree, but answered the question about years of formal musical training with regard to formal instrumental lessons only.
 2Of the three cases of non-musicians who reported 4–5 years of training, one is a hunter who uses a special horn for warning signals, but 
usually only produces one pitch with it. The other two reported mandatory flute lessons in primary school, which in both cases was several 
decades ago. After careful consideration of each single case, we decided to keep all participants in the sample.
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mapping of time- and frequency anchors at key features of a given utterance pair (e.g. on- and offset 
of vowels), vocal samples on an emotion/average-continuum were synthesized via weighted inter-
polation of the originals; for a more detailed description see Kawahara and Skuk (2018). Crucially, 
Tandem-STRAIGHT allows independent interpolation of five different parameters: (1) F0-contour, 
(2) timing, (3) spectrum-level, (4) aperiodicity and (5) spectral frequency; the latter three are sum-
marized as timbre.

We created three types of morphed stimuli (see Figure 2). Full-Morphs were stimuli with all Tandem-
STRAIGHT parameters taken from the emotional version (corresponding to 100% from the emotion 
and 0% from average), with the exception of the timing parameter, which was taken from the average 
(corresponding to 0% emotion and 100% average). F0-Morphs were stimuli with the F0-contour taken 
from the emotional version, but timbre and timing taken from the average. Timbre-Morphs were stim-
uli with all timbre parameters taken from the emotional version, but F0 and timing from the average. 
In addition, all average stimuli were included as a further ambiguous reference category for exploratory 
purposes. Note that the timing was kept constant across all conditions to allow a pure comparison of 
F0 versus timbre. In total, this resulted in 8 (speakers) × 3 (pseudowords) × 4 (emotions) × 3 (morphing 
conditions) + 24 average (8 speakers × 3 pseudowords) = 312 stimuli. For analysis purposes, we collapsed 
data across speakers and pseudowords.

Using PRAAT (Boersma, 2018), we normalized all stimuli to a root mean square of 70 dB SPL (du-
ration M = 780 ms, range 620–967 ms, SD = 98 ms). Please refer to OSF, Tables S3 and S4, for a detailed 
summary of acoustic parameters and some examples of the sound files.

F I G U R E  1  Schematic depiction of the voice averaging process.

F I G U R E  2  Morphing matrix for stimuli with averaged voices as reference.
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Design

The study consisted of two sessions: all participants first completed an online session outside the labora-
tory and were subsequently invited to an EEG session in the laboratory. Here, we only report the results 
of the online study.

Data were collected online via PsyToolkit (Stoet, 2010, 2017). Participants were required to use a 
computer with a physical keyboard and headphones, and were asked to ensure a quiet environment 
for the duration of the study. As browser, we recommended Google Chrome, and excluded Safari for 
technical reasons. In the beginning, participants entered demographic information, including age, sex, 
native language, profession and potential hearing impairments, such as tinnitus. Next, participants had 
the opportunity to adjust their sound settings to a comfortable sound pressure level.

Emotion classification experiment

The participants' task was to classify vocal emotions as happiness, pleasure, fear, or sadness. Each trial 
started with a green fixation cross presented for 500 ms. Subsequently, a loudspeaker symbol appeared, 
and the sound was played. After voice offset, a response screen showed the emotion labels and partici-
pants could enter their response within a 5000 ms time window starting from voice offset. Participants 
responded with their left and right index and middle fingers. The mapping of response keys to emotion 
categories was randomly assigned for each participant, out of four possible key mappings. Emotions of 
the same valence were always assigned to the same hand and emotions with similar intensity (fear–hap-
piness and sadness–pleasure) were always assigned to the corresponding fingers of both hands (for 
details, see OSF, Tables S5 and S6). In case of no response (omission error), the final trial slide (500 ms) 
provided feedback prompting participants to respond faster; otherwise, the screen turned black. Then 
the next trial started.

At the beginning of the experiment, participants completed eight practice trials with stimuli not used 
during the actual task. Subsequently, all 312 experimental stimuli were presented once in randomized 
order across six blocks of 52 trials each. Between blocks, participants could take self-paced breaks. The 
total duration of the experiment was about 25 min.

Profile of Music Perception Skills (PROMS)

To measure music perception skills beyond self-reports, we adopted the modular version of the Profile 
of Music Perception Skills (Law & Zentner, 2012; Zentner & Strauss, 2017). We selected the four sub-
tests ‘Melody’, ‘Pitch’, ‘Timbre’ and ‘Rhythm’, which we considered most informative for the present 
research. For each subtest, participants completed 18 items, preceded by one practice trial. During each 
trial, participants heard a reference stimulus twice, followed by a target stimulus. Then, they indicated 
whether reference and target were the same or different. Although this was a binary decision, the test 
employs a 5-point Likert scale with the labels ‘definitely same’, ‘maybe same’, ‘do not know’, ‘maybe dif-
ferent’ and ‘definitely different’, which we also adopted here. Participants completed the test in about 
20 min. One participant encountered technical problems in the ‘Melody’ subtest, which was therefore 
repeated several months later to be included in data analysis.

Questionnaires

After the PROMS, participants completed several questionnaires: the German Version of the Autism 
Quotient Questionnaire, AQ, (Baron-Cohen et al., 2001; Freitag et al., 2007), a 30-item Personality 
Inventory measuring the Big-Five domains (Rammstedt et al., 2018), the Goldsmiths Musical 
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Sophistication Index and the Gold-MSI, (Müllensiefen et al., 2014) to assess participants' degree of self-
reported musical skills, experiences and engagement. Subsequently, participants reported their socio-
economic background and completed the 20-item version of the Positive-Affect-Negative-Affect-Scale, 
PANAS (Breyer & Bluemke, 2016; Watson et al., 1988). Mean duration of the whole online experiment 
was about 75 min.

Data analysis

Data were analysed using R Version 4.1.0 (R Core Team, 2020). Response omissions (~1%) were treated 
as errors and participants with more than 5% of such omissions were excluded from data analysis 
(see Participants section). Analyses of Variance (ANOVAs) and correlational analyses were performed 
on data averaged across speaker and pseudoword. Post-hoc tests were Benjamini–Hochberg corrected 
where appropriate (Benjamini & Hochberg, 1995). We also conducted supplementary trial-level mixed 
effects modelling and logistic regressions (reported on OSF – supplemental analysis scripts), which 
largely replicated the results we report below. For important mean values and effect sizes, we pro-
vide confidence intervals. The 95% confidence intervals around mean values were calculated based 
on the standard error and the sample sizes. The 95% confidence intervals around effect sizes (ω2 and 
Cohens d ) were calculated using the R-package ‘effectsize’ (version 0.4.5.), based on F- and t-statistics. 
Concerning the PROMS, we computed a measure that we thought reflected a combination of classifica-
tion accuracy and certainty. We coded responses from 0 to 1 in 0.25 steps starting with the ‘definitely’ 
correct option down two the ‘definitely’ incorrect option (thus, ‘do not know’ was always coded with 
0.5) and subtracted 0.5 from the final measure. Thus, a positive score indicates that participants were 
more correct/confident, whereas a negative score indicates more incorrect/uncertain ratings. We then 
averaged performance across trials for each subtest. Originally, the test authors recommend a d-prime 
measure which weighs hits and false alarms for response certainty. The results of for such a d-prime 
measure converge with our own scoring reported here (see OSF, supplemental analyses).

Transparency and openness

We report how we determined our sample size, all data exclusions, all manipulations and all measures 
in the study. Pre-processed data, analysis scripts (including documentation of R-package versions) and 
supplemental materials can be found in the associated OSF repository (https:// doi. org/ 10. 17605/  OSF. 
IO/ 3JKCQ ).

Stimulus examples are also provided, but the whole stimulus set cannot be made available for copy-
right reasons. This study was not preregistered.

R ESULTS

Demographic, musicality and personality characteristics of participants

Musicians and non-musicians did not differ in the socioeconomic status assessed via educational 
level, X2(2, N = 77) = 5.21, p = .074, highest academic degree, X2(8, N = 77) = 6.40, p = .603 and 
household income, X2(4, N = 77) = 5.66, p = .226 (details on OSF, Table S2). Further, they were 
comparable in age as well as positive and negative affect (see Table 1 for a summary of participant 
characteristics assessed via self-report and music performance in the PROMS). For the Big-Five, 
slightly higher levels of openness and neuroticism were observed in musicians compared to non-
musicians. With respect to autistic traits, musicians and non-musicians did not differ in their overall 
score. However, there were differences in the two subscales proposed by Hoekstra et al. (2008): 

https://doi.org/10.17605/OSF.IO/3JKCQ
https://doi.org/10.17605/OSF.IO/3JKCQ
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Musicians scored higher than non-musicians on the Attention to Detail subscale, but lower on the 
Social Communication subscale. Splitting the Social Communication subscale into the four sub-
scales originally proposed by Baron-Cohen et al. (2001), group differences were due to self-reported 
Social Skills and, although to a lesser degree, to Imagination rather than to Communication or 
Attention Switching. In the Gold-MSI, musicians scored considerably higher than non-musicians 
on all subfactors as well as the general musicality score. Further, musicians outperformed non-
musicians in all four subtests of the PROMS.

T A B L E  1  Characteristics of participants – demography, personality and musicality.

Musicians Non-musicians

t df a p Cohens d [95%-CI]M (SD) M (SD)

Age 29.7 (5.6) 30.5 (6.5) −0.63 72.82 .528 −0.15 [− 0.61, 0.31]

PANAS

Positive affect 3.33 (0.66) 3.10 (0.67) 1.51 74.83 .136 0.35 [−0.11, 0.80]

Negative affect 1.68 (0.47) 1.49 (0.69) 1.39 65.37 .17 0.34 [−0.15, 0.83]

Big Five

Openness 4.11 (0.50) 3.81 (0.80) 1.99 61.77 .050 0.51 [0.00, 1.01] *

Conscientiousness 3.49 (0.72) 3.76 (0.72) −1.63 74.96 .108 −0.38 [−0.83, 0.08]

Extraversion 3.48 (0.66) 3.38 (0.79) 0.61 72.31 .543 0.14 [−0.32, 0.60]

Agreeableness 3.91 (0.57) 3.75 (0.66) 1.20 72.93 .236 0.28 [−0.18, 0.74]

Neuroticism 2.94 (0.66) 2.58 (0.82) 2.10 70.77 .039 0.50 [0.02, 0.97] *

AQ

Total 15.64 (5.03) 17.58 (6.41) −1.47 70.15 .145 −0.35 [−0.82, 0.12]

Attention to Detail 5.46 (2.05) 4.32 (2.01) 2.47 74.99 .016 0.57 [0.11, 1.03] *

Social Communication 10.18 (4.72) 13.26 (6.51) 2.38 67.38 .020 −0.58 [−1.06, −0.09] *

Social Skills 1.44 (1.68) 2.61 (2.63) −2.32 62.75 .024 −0.59 [−1.09, −0.08] *

Communication 1.87 (1.63) 2.39 (1.73) −1.37 74.39 .176 −0.32 [−0.77, 0.14]

Imagination 2.13 (1.51) 2.87 (1.95) −1.86 69.69 .067 −0.45 [−0.92, 0.03] t

Attention Switching 4.74 (1.93) 5.39 (1.92) −1.48 74.96 .142 −0.34 [−0.80, 0.11]

Gold-MSI

General Sophistication 5.68 (0.50) 2.74 (1.07) 15.38 52.28 <.001 4.25 [3.27, 5.23] ***

Active Engagement 4.94 (0.82) 2.95 (1.19) 8.50 65.23 <.001 2.11 [1.50, 2.70] ***

Musical Training 5.94 (0.56) 1.71 (0.68) 29.79 71.75 <.001 7.03 [5.79, 8.27] ***

Emotions 5.88 (0.74) 4.95 (1.32) 3.79 57.60 <.001 1.00 [0.45, 1.54] ***

Singing Abilities 5.33 (0.84) 2.84 (1.26) 10.21 64.23 <.001 2.55 [1.89, 3.20] ***

Perceptual Abilities 6.33 (0.5) 4.22 (1.49) 8.25 45.16 <.001 2.45 [1.68, 3.22] ***

PROMS

Pitch 0.27 (0.06) 0.18 (0.06) 6.23 74.97 <.001 0.78 [0.31, 1.25] ***

Melody 0.23 (0.10) 0.07 (0.08) 9.68 74.95 <.001 −1.96 [1.40, 2.51] ***

Timbre 0.32 (0.08) 0.26 (0.09) 2.91 73.47 .004 0.44 [−0.02, 0.90] **

Rhythm 0.32 (0.08) 0.27 (0.08) 3.35 74.99 .001 0.61 [0.13, 1.08] **

Note: Descriptive values show mean ratings for the PANAS (Breyer & Bluemke, 2016), the Big-Five Domains (Rammstedt et al., 2018), and 
the Gold-MSI (Müllensiefen et al., 2014). AQ scores were calculated based on Hoekstra et al. (2008) and Baron-Cohen et al. (2001). * p < .05, 
** p < .01, *** p < .001, t .05, p < 0.1. Significance values are provided in each cell in parenthesis.
aNote that original degrees of freedom were 75 but were corrected due to unequal variance.
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Emotion classification performance

Proportion of correct classifications

The mean proportion of correct responses was submitted to an ANOVA with Emotion (Happiness, 
Pleasure, Fear and Sadness) and Morph Type (Full, F0 and Timbre) as repeated measures factors and 
Group (musicians and non-musicians) as a between subject factor. Reference stimuli (emotional aver-
ages) were excluded from this analysis. In addition to examining the proportion of correct responses, 
we also examined unbiased hit rates Hu as outcome measure, as proposed by Wagner (1993). As both 
approaches yielded identical results with only one exception (reported below), we decided to report the 
simpler accuracy data here.

Our results included main effects of Group, F(1, 75) = 5.937, p = .017, ω2 = .06, 95%-CI [0.00, 
0.19], Emotion, F(3, 225) = 74.18, p < .001, ω2 = .49, 95%-CI [0.40, 0.56], and Morph Type, 
F(2, 150) = 905.25, p < .001, ω2 = .92, 95%-CI [0.90, 0.94], εHF = .902. These were qualified by an in-
teraction of Group × Morph Type, F(2, 150) = 6.10, p = .005, ω2 = .06, 95%-CI [0.00, 0.14], εHF = .902 
as well as an interaction of Emotion × Morph Type, F(6, 450) = 26.44, p < .001, ω2 = .25, 95%-CI 
[0.18, 0.31], εHF = .904. The three-way interaction did not reach significance, F(6, 450) = 0.665, 
p = .663.3

Post-hoc tests revealed that musicians outperformed non-musicians in Full- and F0-morph con-
ditions, whereas there was no difference in the Timbre-morph condition, Full: |t(69.15)| = 3.35, 
p = .001, musicians: 77% [75, 79], non-musicians: 72% [69, 74], d = 0.81 [0.31, 1.29]; F0: 
|t(67.97)| = 2.31, p = .023, musicians: 63% [61, 65], non-musicians: 60% [57, 62], d = 0.56 [0.07, 1.04]; 
Timbre: |t(74.95)| = 0.30, p = .769, musicians: 41% [39, 43], non-musicians: 41% [39, 43], d = 0.07 
[−0.38, 0.52], see Figure 3.

Follow-up analyses of the Morph Type effect revealed that performance was best in the Full condi-
tion, followed by the F0 and then the Timbre condition (Full: 74% [73, 76], F0: 61% [60, 63], Timbre: 

 3Note that mixed modelling revealed an additional interaction of Emotion and Group, which we treated with caution, as we could not model 
random slopes without failure of convergence, potentially resulting in an overestimation of effects (details in the supplemental R scripts on 
OSF).

F I G U R E  3  Mean proportion of correct responses per Morph Type separately for musicians and non-musicians. 
Whiskers represent 95% confidence intervals. Violin plots represent variation of individual participants. The dotted line 
represents guessing rate at .25.



216 |   NUSSBAUM et al.

41% [40, 42]; Full vs. F0: |t(76)| = 20.12, p < .001, d = 2.31 [1.88, 2.74], F0 vs. Timbre: |t(76)| = 22.34, 
p < .001, d = 2.56 [2.10, 3.03], Full vs. Timbre: |t(76)| = 38.50, p < .001, d = 4.43 [3.69, 5.15]). This Morph 
Type main effect was also found for all emotions separately, all Fs(2, 152) > 116.05, p < .001, although it 
differed slightly between emotions, as suggested by the interaction (see Figure 4, for all post-hoc tests, 
refer to OSF, supplemental analyses).

To address our specific interest in the relative importance of F0 and Timbre for the different emo-
tions, we calculated the performance differenceF0-Tbr for each emotion separately. Performance dif-
ference was largest for Happiness (33% [28, 37]), followed by Fear (23% [19, 26]), Sadness (17% [14, 
20]) and Pleasure (9% [6, 12]; all pairwise comparisons |ts(76)| ≥ 2.79, pscorrected ≤ .006, ds ≥ 0.32 [0.09, 
0.55]). Using unbiased hit rates Hu, the performance difference between Sadness and Pleasure was com-
parable (|t(76)| = 1.34, p = .184, d = 0.15 [−0.07, 0.38]).

Classification of averaged stimuli and confusion data

In addition to the proportion of correct responses, we calculated confusion data for each Emotion and 
Morph Type, this time including the averaged stimuli. The response matrices are displayed in Figure 5. A 
planned analysis of the averaged stimuli revealed that they were most often classified as expressing sadness, 
followed by pleasure, happiness and fear (sadness vs. pleasure: |t(76)| = 3.56, p < .001, d = 0.41 [0.17, 0.64]; 

F I G U R E  4  Mean proportion of correct responses per Emotion and Morph Type. Whiskers represent 95% confidence 
intervals. Violin plots represent variation of individual participants. The dotted line represents guessing rate at .25.

F I G U R E  5  Confusion data for each Emotion for the three Morph Types. Numbers represent the proportion 
of classification responses per Emotion and Morph Type. Hap = happiness, Ple = pleasure, Fea = fear, Sad = sadness, 
Avg = average.
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pleasure vs. happiness: |t(76)| = 3.40, p = .001, d = 0.39 [0.16, 0.63]; happiness vs. fear: |t(76)| = 0.17, p = .867, 
d = 0.02 [−0.21, 0.24], p-values corrected). There was no significant effect of group. Please refer to our OSF 
repository, Figures S1 and S2, for a presentation of confusion data separated by group.

Links between musical skills and vocal emotion perception

In a subsequent exploratory analysis, we calculated Spearman correlations between vocal emotion per-
ception performance and both the PROMS music perception performance and the Gold-MSI self-rated 
musicality. The results are shown in Tables 2 and 3.

Correlations between the PROMS and vocal emotion perception

Of particular interest, we obtained a strong correlation between the overall vocal emotion recognition 
performance and average PROMS performance. This correlation also emerged in a separate analysis 
of the control group, ps(36) = .48, p = .002, but was non-significant in musicians, ps(37) = .22, p = .117, 
possibly due to reduced variance. Performance in the Full-morph condition correlated with all subtests 
of the PROMS. Interestingly, there was also a more specific link between the F0 morph condition and 
the melody subtest, suggesting that both tasks tap into similar abilities. There was no link between the 
Timbre morph condition and the timbre subtest.

In the next step, we explored these above correlations in more detail to examine a potential role 
of musical training. Specifically, we calculated partial correlations to control for musical training 
(Kim, 2015). The correlations between VERAvg and PROMSAvg, ps(75) = .41, p < .001, Full-Morphs 
and Melody, ps(75) = .35, p = .002, Full Morphs and Timbre, ps(75) = .24, p = .036, and F0-Morphs and 
Melody, ps(75) = .31, p = .006 remained significant. Correlations of Full-morph performance with Pitch 
and Rhythm turned non-significant when controlling for musical training, ps(75) ≤ .22, p ≥ .055.

T A B L E  2  Correlations between the PROMS and vocal emotion perception.

PROMSAvg Pitch Melody Timbre Rhythm

VERAvg 0.44 (<0.001) 0.22 (0.090) 0.39 (0.002) 0.22 (0.084) 0.35 (0.005)

Full-Morphs 0.47 (<0.001) 0.28 (0.028) 0.44 (<0.001) 0.29 (0.023) 0.27 (0.028)

F0-Morphs 0.35 (0.005) 0.10 (0.434) 0.32 (0.011) 0.15 (0.278) 0.35 (0.005)

Timbre-Morphs 0.13 (0.322) 0.11 (0.424) 0.08 (0.523) 0.07 (0.542) 0.13 (0.322)

Note: p-Values (in parenthesis) were adjusted for multiple comparisons using the Benjamini-Hochberg correction (Benjamini & Hochberg, 1995). 
Significance values are provided in each cell in parenthesis.
Abbreviation: VER, Vocal Emotion Recognition performance.

T A B L E  3  Correlations between the Gold-MSI and vocal emotion perception.

General 
sophistication

Active 
engagement

Musical 
training Emotions

Singing 
abilities

Perceptual 
abilities

VERAvg 0.30 (0.035) 0.21 (0.147) 0.21 (0.147) 0.02 (0.865) 0.31 (0.035) 0.28 (0.041)

Full-Morphs 0.40 (0.004) 0.28 (0.041) 0.28 (0.041) 0.10 (0.555) 0.41 (0.004) 0.34 (0.021)

F0-Morphs 0.21 (0.147) 0.11 (0.555) 0.12 (0.508) −0.04 (0.788) 0.23 (0.120) 0.19 (0.168)

Timbre-Morphs 0.08 (0.677) 0.06 (0.741) 0.05 (0.748) −0.02 (0.865) 0.06 (0.748) 0.09 (0.621)

Note: p-Values (in parenthesis) were adjusted for multiple comparisons using the Benjamini–Hochberg correction (Benjamini & Hochberg, 1995). 
Significance values are provided in each cell in parenthesis.
Abbreviation: VER, Vocal Emotion Recognition performance.
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Correlations between the gold-MSI and vocal emotion perception

There was a correlation between vocal emotion perception performance and self-rated general musi-
cal sophistication, with a trend when controlled for musical training, ps(75) = .28, p = .093. Further, 
self-rated singing abilities were linked to increased sensitivity towards vocal emotions, but not when 
controlled for musical training: ps(75) = .23, p = .206. All partial correlations as well as exploratory cor-
relations between the MSI and the PROMS can be found on OSF (Tables S7–S15).

Correlations between personality traits and vocal emotion perception

To rule out that the performance difference between musicians and non-musicians could be attrib-
uted to one of the personality traits that differed between groups, we correlated them with averaged 
vocal emotion performance. The results were non-significant for openness, ps(75) = .13, p = .269 but en-
tailed a marginally positive association between neuroticism and vocal emotion perception, ps(75) = .22, 
p = .051. None of the AQ scales correlated significantly with vocal emotion perception performance (all 
ps ≥ .078).

DISCUSSION

In this study, we replicated earlier works showing that musicians outperform non-musicians in vocal 
emotion perception. Further, we investigated the role of different acoustic cues underpinning vocal 
emotion perception across listener groups and emotional categories. Our findings highlight the special 
role of pitch contour (F0), that is, the melody of vocal emotions. On the one hand, musicians displayed 
a specific advantage for this cue. On the other hand, pitch contour seemed to be the perceptually domi-
nant parameter across all emotional categories. In what follows, we will discuss these findings in more 
detail.

The musicality benefit for vocal emotion perception – a matter of auditory 
sensitivity?

While the association between high levels of musicality and a benefit in vocal emotion perception has 
been reported before (Martins et al., 2021; Nussbaum & Schweinberger, 2021), the present study of-
fers an important contribution to this literature. This is because we considered in detail a number of 
methodological limitations to previous work, including a clear specification of ‘musicality’, appropri-
ately powered sample sizes, and ensuring comparability with respect to confounding variables such as 
educational level (Lima & Castro, 2011; Thompson et al., 2004; Trimmer & Cuddy, 2008). In addressing 
these limitations, the present data offer original and strong evidence for a link between musicality and 
vocal emotion perception.

Most importantly, our study reveals novel insights into the role of acoustic cues underpinning these 
benefits. We found that musicians were specifically tuned to the melody of vocal emotions, in that they 
displayed a small, but reliable cue-specific advantage for pitch contour (F0), but not for timbre. While 
previous studies reported correlational links between pitch sensitivity and vocal emotion perception 
(Globerson et al., 2013; Lima & Castro, 2011), we present the first causal evidence for the importance of 
pitch cues that is based on voice stimuli which were directly acoustically manipulated (Arias et al., 2021).

In line with the general tenor in the literature, our findings suggest that the link between musicality 
and vocal emotion perception is mediated by low-level auditory sensitivity (Correia et al., 2022; Lima 
& Castro, 2011; Lolli et al., 2015; Martins et al., 2021) and pitch sensitivity in particular (Globerson 
et al., 2013). In fact, the link between auditory sensitivity in music and voice perception even holds in the 
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absence of formal musical education and when correlations are controlled for musical training. These 
findings converge with data from Correia et al. (2022) who found that the association between music 
training and vocal emotion perception is fully mediated by auditory and music perception skills. It also 
fits well with data from individuals with congenital amusia, whose pitch perception deficits predict emo-
tion perception problems (Lima et al., 2016; Lolli et al., 2015; Thompson et al., 2012). Although ours 
and this latter work do not rule out potential music training effects (Fuller et al., 2018; Good et al., 2017; 
Thompson et al., 2004), they suggest that differences in auditory sensitivity might prepare some indi-
viduals to excel in and enjoy musical activities while also enhancing their vocal socio-affective skills. 
Nevertheless, one may speculate that if individuals could learn to pay attention to the most informative 
vocal cues, this could substantially improve their emotion recognition abilities.

Looking at the different subtests of the PROMS allowed us to assess the relevance of specific musi-
cal skills for vocal-emotional processing in more detail. Both ‘Pitch’ and ‘Melody’ subtests target pitch 
perception, but ‘Pitch’ measures pitch discrimination of two static tones, whereas ‘Melody’ requires the 
tracking of changes in pitch contour over time (Law & Zentner, 2012; Zentner & Strauss, 2017). Similar 
to the PROMS ‘Pitch’ task, the PROMS ‘Timbre’ task measures the ability to discriminate the timbre of 
two static tones. However, the PROMS ‘Melody’ task lacks a timbre equivalent, requiring the tracking 
of dynamic timbre cues. The ‘Rhythm’ subtest, by contrast, again requires sensitivity to how acoustic 
events evolve over time.

In our data, vocal emotion perception was consistently linked to performance in tests that examined 
time-varying rather than static acoustic processing. Specifically, both the ‘Melody’ and ‘Rhythm’ sub-
tests, but not the ‘Pitch’ and ‘Timbre’ subtests correlated significantly with overall vocal emotion per-
ception. Thus, for predicting emotion recognition success, tracking acoustic changes over time seems 
more relevant than representing temporally isolated acoustic features ( Juslin & Laukka, 2003). This 
seems intuitive, as vocal cues are also dynamically evolving over time. Accordingly, we found that the 
vocal F0 condition correlated with ‘Melody’, as these tasks share similar demands on the perceptual 
system, but not with ‘Pitch’. Similarly, Globerson et al. (2013) found that vocal prosody recognition 
could be predicted by the ability to detect dynamic pitch changes, but not by static pitch discrimination. 
For timbre, the static music task failed to correlate with the vocal timbre condition. Maybe with a music 
test requiring tracking of timbre features over time a link to vocal timbre perception would become 
apparent.

Emotional communication in music and voice – same code, same task?

It has been long established that emotions have similar acoustic signatures in voices and music ( Juslin 
& Laukka, 2003). Further, they are perceived in similar ways (Schirmer et al., 2002; Steinbeis & 
Koelsch, 2011), and processed by shared neural networks (Escoffier et al., 2013; Frühholz et al., 2016; 
Peretz et al., 2015). The current investigation further strengthens the notion that auditory sensitivity in 
both domains is linked in listeners. Can we therefore conclude that emotions share the same characteris-
tics and functions in these domains? In traditional models of non-verbal behaviour, emotional prosody 
has been understood in the context of a sender–receiver perspective, where an emotional message is 
coded into a signal and the signal is sent with the, perhaps implicit, intent/expectation of being decoded 
by the receiver (Bänziger et al., 2015; Shariff & Tracy, 2011). Yet, more recently, non-verbal behav-
iours have been conceptualized more broadly. Accordingly, emotions in voices may not necessarily be 
a ‘message’ to another person, but may serve as tool to navigate or influence one's social environment 
(Schirmer et al., 2022). A fear scream, for example, by sounding unpleasant might serve as a defence 
mechanism that effectively deters an assailant (Bachorowski & Owren, 1995; Schirmer et al., 2022). 
These viewpoints do not necessarily exclude each other – auditory emotions are presumably both sig-
nals and tools. However, the degree to which different auditory channels serve these functions could 
differ between music and voices: While vocal emotions result from an agent's current emotional state, 
musical emotions result perhaps from a more deliberate/explicit communication process. Composers 
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purposefully translate feelings, states, or intentions into sounds so as to reach an audience. Moreover, 
music interpreters and performers explicitly reflect on what might be a composer's emotional message 
as part of their rehearsal work and training. Further, music consumption in Western cultures is pre-
dominated by settings with a clear sender/receiver distinction. By contrast, vocal emotions can be found 
in interactions in which individuals take on more reciprocal roles when behaving non-verbally. Taken 
together, although vocal and musical emotions share intriguing similarities, they may serve somewhat 
different functions with the latter being perhaps more intentional in nature.

On a side note, conceptualizing vocal emotions as tools may challenge the ecological validity of ex-
plicit emotion categorization tasks, since they do not entirely capture the way vocal emotions are ‘used’ 
in daily life (Schirmer et al., 2022). However, it may be expected that musicians can cope better with 
such an explicit categorizing of emotions, because this approximates their analytic work with music. In 
the course of practicing a musical piece, emotion categories are often specifically identified, and their 
expression is expressly pursued. Therefore, future research should probe musicality benefits for vocal 
emotion perception using implicit measures and brain responses, so as to ascertain that these benefits 
are not strictly measure dependent (Martins et al., 2022).

The relative importance of pitch contour (F0) and timbre for different 
emotional categories

In the present data, we found pitch contour (F0) to be more important relative to timbre for success-
ful recognition across all emotional categories. This finding is in line with early work highlighting the 
importance of pitch cues in vocal emotions (Banse & Scherer, 1996; Juslin & Laukka, 2003). However, 
performance in the F0 condition, with timbre rendered uninformative, was still worse than in the 
Full condition, suggesting that timbre carries unique emotional information as well (Grichkovtsova 
et al., 2012; Nussbaum, Schirmer, & Schweinberger, 2022). This is also reflected in the emotion-specific 
importance of F0 relative to timbre, which was calculated as the performance differenceF0-Tbr for each 
emotion separately: The biggest difference between the importance of F0 versus timbre cues was found 
for happiness, whereas the smallest difference emerged for pleasure and sadness. This finding could be 
related to studies that highlight the importance of timbre for the perception of sadness (Grichkovtsova 
et al., 2012) and pleasure (Nussbaum, Schirmer, & Schweinberger, 2022). Minor differences between 
studies in the relative importance of both acoustic cues for these emotions may be due to their use of 
different emotional voice databases and the fact that voices can vary substantially in how they are af-
fected by, and communicate, emotions (Spackman et al., 2009). Note that the present work focused on 
four emotions only. For the future, it would be valuable to expand the present insight to other emotions 
important to vocal communication, including anger, disgust, surprise and potentially more subtle emo-
tions such as relief, awe or interest (Sauter, 2017).

Constraints on generality and future directions

Although the present study has a number of methodological strengths, including a variety of different 
speakers and utterances, certain choices in sample and design pose limitations and set directions for 
further research. One aspect that should be kept in mind is that the present study investigated vocal 
emotion perception from brief pseudoword stimuli, such that further studies with longer utterances 
of emotional voices (e.g. sentences or pseudosentences) will be needed to reveal the generality of the 
present findings. Further, insights gained from the manipulation of acoustic cues by means of voice 
morphing arguably depend on the degree to which this technology produces ecologically valid stimuli. 
On the one hand, attention should be dedicated to the naturalness (i.e. human-likeness) of the result-
ing vocal material (Nussbaum et al., 2023). On the other hand, acoustic features of the emotional 
averages used to create the parameter-specific voice morphs could introduce uncontrolled emotional 
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information. Although we assumed that the emotional averages would be ambiguous with respect to the 
four emotional categories, classification data suggested that they were more often classified as sadness 
(38%) compared to the other three emotions (18%–27%). While this could be the results of a general 
sadness-response bias observed in our data (see Figure 5), it bears the risk that averages contained emo-
tionally relevant information. However, we consider it very unlikely that the large performance differ-
ence between F0 and timbre conditions would be much affected by the acoustic features of the averaged 
emotions, because similar results were obtained in a previous study using neutral voices rather than 
averaged emotions as morphing references (Nussbaum, Schirmer, & Schweinberger, 2022). Finally, we 
limited our design to the contrast between F0 and timbre only, and therefore did not assess the relative 
contribution of amplitude and timing.

Regarding the sample, we targeted a population socialized in Western music culture. Additionally, 
participants were native or fluent German speakers to ensure that the pseudowords used in the study 
were not perceived as semantically meaningful. Therefore, our findings may not generalize to individu-
als with a different musical culture or language background (Morrison & Demorest, 2009). Indeed, one 
would wish to see similar studies conducted with other, more diverse samples.

Further concerning the sample, we note that, despite our best efforts to ensure group comparability, 
musicians and non-musicians differed in terms of neuroticism and autistic traits. Because these traits did 
not correlate with vocal emotion perception in the present study, they are unlikely to explain the benefit 
of musicality. Nevertheless, the differential link between musicality and autistic traits seems worth ex-
ploring in more detail, as other studies reported relationships between autistic traits and voice identity 
perception (Skuk et al., 2019) as well as emotional processing (Yang et al., 2022). While not differing on 
the total AQ score, musicians seem to score lower on the social communication domain, but higher on 
the attention to detail domain, when compared with non-musicians. The idea of insular talents includ-
ing musical aptitude in people with clinical levels of autism is not new (Heaton et al., 1998). Further, au-
tistic traits appear to correlate with pitch perception and absolute pitch in particular (Bonnel et al., 2003; 
Wenhart et al., 2019). In non-clinical populations, musical skills have been linked to detail-oriented 
processing (Wenhart & Altenmüller, 2019). However, to date, it is not fully understood how different 
aspects of autistic traits affect musical aptitude and musical experiences (Sivathasan et al., 2022), which 
could be worth exploring in the future.

Finally, a particularly interesting comparison for future research would be that between singers and 
instrumentalists. Our sample was too dominated by instrumentalists to allow for a meaningful analysis 
of subgroups. Nevertheless, we observed a correlation between self-rated singing abilities and emotion 
recognition performance. This seems intuitive, since singing provides the form of musical expression 
that is most closely related to vocal emotions. However, it should be noted that the only study that has 
compared instrumental versus singing classes suggested that singing could actually interfere with vocal 
emotion perception (Thompson et al., 2004). This was unexpected, even for the authors, and the degree 
to which this finding is generated by methodological constraints has been intensely debated (Lima & 
Castro, 2011; Lolli et al., 2015; Nussbaum & Schweinberger, 2021; Thompson et al., 2004). Of interest 
in this context, a recent study observed similar brain responses to emotional sounds in singers and in-
strumentalists (Martins et al., 2022). On balance, at this point, the available literature does not paint a 
consistent picture concerning the comparison of singers versus instrumentalists, and this issue deserves 
more systematic investigation.

SUMM A RY A ND CONCLUSION

Here, we report an advantage for musicians when compared with non-musicians in vocal emotion per-
ception. Moreover, we show, using a novel voice manipulation approach that pitch contour (F0) in-
formation plays a more important role than timbre across emotions and listeners and explains the 
musicality advantage. Further exploratory analyses revealed a link between auditory sensitivity in voices 
and music, especially for dynamic pitch cues. This link persists in the absence of formal musical training, 
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suggesting that natural auditory sensitivity, rather than formal music training, drives the benefits of 
musicality in the context of vocal emotion perception. Future research should expand these findings 
by comparing different listener subgroups such as singers versus instrumentalists. The possible role of 
individual differences in personality and autistic traits for the complex interplay between musicality and 
vocal emotion perception might be another promising path for future exploration.
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