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A B S T R A C T   

We investigate the fluid flow field in a fractured granite core sample. Sequential imaging with Positron-Emission- 
Tomography (PET) allows direct reconstruction of flow streamlines, thus providing a unique insight into the fluid 
dynamics of complex fractured crystalline materials. Pulse migration experiments using the positron-emitting 
radionuclide 18F− as tracer were conducted on a fractured granitic drill core, originating from a depth of 
1958 m of the Enhanced Geothermal System (EGS) reference site at Soultz-sous-Forêts, France. The flow field was 
analyzed as a function of in- and outlet positions across the fracture, as well as applied flow rates. Different flow 
path characteristics were identified. Both the fracture aperture variation and the topography of the fracture 
surface affect the flow field with consequences on flow channeling and preferential flow paths. Furthermore, 
pulse migration experiments were also numerically simulated with a 2.5D model using COMSOL Multiphysics®. 

While the higher flow rate experiments show wider and higher dispersion of the flow path, lower velocity 
results in more localized flow and channeling behavior. This type of study thus yields enhanced experimental 
insights into the hydrodynamics of fracture flow and its relation to the rough structure of a single fracture, 
compared to input-output experiments. It can help to validate model simulations and experimentally determine 
hydrodynamic parameters needed for reactive transport modeling that are otherwise estimated with a high 
degree of uncertainty.   

1. Introduction 

Geologic materials tend to be heterogeneous with respect to porosity, 
permeability, and their mineralogical composition. Hence, it is a chal-
lenging task to study transport processes at the pore scale in laboratories 
or in the field. The material is usually considered a “black-box” as typical 
input-output experiments miss heterogeneous effects like preferential 
transport (Kulenkampff et al., 2016). Thus, detailed structural analyses 
are necessary to tackle fluid hydraulics in fractured rocks, due to their 
natural anisotropy. Thereby, transport paths depend on the surface 
topography (i.e. aperture, curvature, surface roughness). Information on 
the evolution of flow patterns and a possible flow channeling behavior at 
the flow-wetted fracture surfaces are later used for retention properties 
(i.e. local residence time, local flow pattern, local hydro-geochemistry). 

For the direct investigation of flow path evolution, a variety of tools 
are available. Besides methods like Positron-Emission-Tomography, 
other techniques like Magnetic Resonance Tomography have in the 

past been used to quantify the heterogeneity of flow fields as demon-
strated by e.g. (Baumann et al., 2000). In combination with imaging 
techniques like micro Computer Tomography (µ-CT), Scanning Electron 
Microscopy, or Transmission Electron Microscopy, it is possible to 
characterize three-dimensional structures with a high level of detail. For 
investigating in-situ flow paths and mass transport behavior, we use the 
PET-method, which has yet been rarely applied for geoscientific appli-
cations. The PET-method is based on the works of Ter-Pogossian and 
Phelps in the 1970s (Ter-Pogossian et al., 1975) and was introduced as a 
nuclear imaging technique for medical, clinical, and pharmaceutical 
issues. Subsequently, it was widely used as an early detection and 
staging method for many diseases such as cancer (Alauddin, 2011). To 
study the issues of flow and transport behavior within sealed materials 
such as enclosed drill cores, the PET-method was first adapted for geo-
scientific purposes in the late 1980s and is here referred to as GeoPET 
(van den Bergen et al., 1989; Benton and Parker, 1996). It has been 
continuously developed by different research groups i.e. (Kulenkampff 
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et al., 2013; Kulenkampff et al., 2008), who applied the method for 
quantitative spatiotemporal process monitoring in dense material, as 
well as (Fernø et al., 2015), who quantified fluid flow in sedimentary 
rocks by combining PET and computed tomography. Proving to be a 
valuable tool for quantitative in-situ investigations of fluid transport in 
porous and/or fractured geological materials, (Zahasky et al., 2019) 
further applied the method with respect to water resource and subsur-
face energy resource engineering research. µ-CT thereby allows a 
non-destructive detailed reconstruction of a rock sample and thus a 
structural characterization of its interior. Segmented µ-CT images, 
therefore, provide realistic boundary conditions for analyzing and 
interpreting PET images (Stoll et al., 2019; Huber et al., 2012). As they 
show the structural geometry in a high level of detail, they are also 
suited for setting up models for simulations on the pore scale. However, 
as structural models are ultimately limited by their resolution, they 
might miss significant features of the transport process below their 
detection limit. Specifically, details such as sub-resolution micro--
fractures, sub-micron-sized pore-filling minerals as well as fracture 
surface asperities are usually not available in µ-CT datasets. Even though 
PET lags the level of visual detail provide by e.g. µ-CT, it shows transport 
with a higher degree of detail, limited only by a minimum detection 
amount of emitted positrons per frame (Kulenkampff et al., 2016). 

The Soultz-sous-Forêts fracture sample stems from a medium where 
operating conditions (i.e. high flow rates) could establish turbulent 
flows (Kohl et al., 1997; Schill et al., 2017). Therefore inertial forces 
cannot be neglected and classical laminar flow fracture mathematical 
approaches should be reconsidered (Kolditz, 2001). Nevertheless, 
granitic fracture systems are also of interest for low-flow rate geo-
engineering applications (Geckeis et al., 2004). Different mathematical 
formulations and conceptual models might be postulated for single 
fracture and fracture networks, but in general, they are based on the 
Navier-Stokes equations or simplifications such as the local cubic law 
(Brush and Thomson, 2003; Huang et al., 2021). Due to its complexity, 
the equations are usually resolved by numerical methods rather than 
analytical solutions such as finite elements (Huyakorn et al., 1983), 
lattice Boltzmann (Eker and Akin, 2006), or smoothed particle hydro-
dynamics (Tartakovsky and Meakin, 2005). 

Understanding the issues of deep geothermal resources, which are 
often related to reactive transport processes, requires intimate knowl-
edge of the fluid migration field in complex porous and fractured ma-
terial, which is an outcome of inter alia GeoPET measurements. One of 
the main challenges of EGS is a detailed understanding of the physical 
and chemical processes at the heat-exchanging surface (i.e. the fracture 
surface). This area must be large enough to enable a sufficient heat 
transfer, but should not exceed a certain size in order to avoid hydro-
thermal alteration processes (Li et al., 2016). Similar requirements have 
to be matched in many applications of reservoir engineering; a possibly 
harmful alteration is frequently to be avoided or controlled for the 
contact area between the flowing water and the flow-wetted surfaces. 
Issues related to reactive transport, material-related influences, sus-
tainability and upscaling, the larger geological background information, 
and the conjunction of all, can be solved with reactive transport labo-
ratory studies in combination with model simulations of such systems. 

We examined a naturally fractured granite core that has previously 
been investigated for input-output and modeling studies (Stoll et al., 
2019). Beyond their model simulations focusing on the effects of frac-
ture geometry on tracer breakthrough long-term tailing behavior, our 
experiments provide detailed experimental information on the first 
arrival times of the tracer (fastest flow paths) and the real internal fluid 
migration within the fracture for different hydrodynamic dipole condi-
tions. Furthermore, we adapt a previous numerical model (Stoll et al., 
2019), considering the decay and new boundary conditions in order to 
compare quantitative and qualitative experimental and numerical 
results. 

2. Materials, methods, and numerical formulation 

2.1. µ-CT and GeoPET 

An overview µ-CT image of the complete core, including in- and 
outlets, and a fiducial marker for PET-CT co-registration was acquired 
with a Nikon XT H 225 scanner. The source parameters were 190 kV, 
and 175 µA, with a 2.5 mm Cu-filter for homogenization of the energy 
spectrum. The tomogram was reconstructed with the Nikon-OEM pro-
cedure, including beam-hardening correction, resulting in an image size 
of 1968×2079×2160 pixels with a voxel size of 72.6 µm. 

For the GeoPET experiments, a ClearPET™-scanner (Elysia-Raytest) 
was used. It is a high-resolution scanner with a rotating gantry, designed 
for pre-clinical biomedical purposes. Inspired by the “ClearPET Neuro” 
at the Research Center Jülich (Ziemons et al., 2004), the scanner was 
tilted into a horizontal orientation (90◦), enabling a vertical orientation 
of the drill core for fluid flow from bottom to top. This was set up to 
prevent gravitational influences and water breaks. Instead of an exten-
sive device for horizontal gantry rotation, a lightweight rotation table 
was installed, turning the sample around its z-axis. The scanner features 
a standard voxel size of 1.15 mm, a cylindrical field of view with a 
diameter of 160 mm, and a length of 110 mm. Its gantry consists of 20 
cassettes in a circular layout, with each having 10,240 scintillation 
crystals. A photomultiplier-crystal-combination of LuYAP 
(Lu0.7Y0.3AlO3:Ce) and LYSO ((Lu0.9Y0.1)2SiO5:Ce) crystals in a double 
layer structure with a size of 2 × 2 × 10 mm3 serves for detection 
enhancement by directional filtering of the incoming photons. Initially, 
all detected events in the energy range from 250-750 keV are stored as 
single event files for later sorting into coincidence list-mode-files (LMF). 
The PET scanner thereby detects coincidences of pairs of annihilation 
photons, which occur when a slowed-down positron interacts with an 
electron (Kulenkampff et al., 2016). Its fundamental resolution limit is a 
function of the free path length of positrons in the matter, which is 
determined by the initial kinetic energy of the positron and the density 
(resp. scatter cross-section) of the medium (Levin and Hoffman, 1999). 
In water, this length is in the order of 1 mm but decreases with an in-
crease in electron density (Berger et al., 2010). In a granite sample with 
more than 2.5 times higher density, this resolution limit is considerably 
smaller, as a Compton attenuation of 30 to 80% must be assumed 
(Kulenkampff et al., 2016). Thus, the image resolution is mainly deter-
mined by the properties of the detectors. PET yields a 3D data set of the 
tracer activity (concentration) with a high sensitivity and dynamic 
range. Reconstruction of one point of the tomogram requires the order of 
10 events out of 107 that are typically recorded per frame (Kulenkampff 
et al., 2016). Based on the activity and half-life of the radio-tracer 
applied, the sensitivity of PET measurements can be as high as a pico-
mole (10−12) per microliter. Sequential imaging produces a spatiotem-
poral quantitative image of the concentration distribution, which is the 
most significant variable of reactive transport. Such sequences are uti-
lized to calculate the flow vectors. Kulenkampff et al. (Kulenkampff 
et al., 2016) describe the statistical error in the order of ± 10%, based on 
the number of counts per voxel for the experiments and the radiotracer 
concentration used in this study. 

As radiotracer, 18F−was used for its favorable positron-emitting 
properties and a convenient half-life of 109.77 min (Kulenkampff 
et al., 2016). As Fluorine is an electronegative element, interaction such 
as electrostatic sorption with the generally negatively charged internal 
surface of the fracture is unlikely during the experiments. However, 
electro-repulsion effects between the surface and 18F− could occur. 

2.2. Sample and fracture geometry 

The porphyritic granite drill core was recovered from a depth of 
1958 m of exploration well EPS-1 of the geothermal reference site in 
Soultz-sous-Forêts, France (Stoll et al., 2019). It is further described as 
minorly altered but having a single axial fracture separating the sample 
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in two halves. Furthermore, the sample length is 92.9 ± 0.3 mm with a 
diameter of 78.0 ± 0.4 mm. 

After cutting and removing all loose parts with compressed air, the 
drill core was cast with epoxy resin into an acrylic glass casing (Fig. 1). A 
wedge-shaped widening of the fracture along the core boundary was 
sealed with two-component epoxy adhesive, in order to close this arti-
ficial major flow path. To minimize the artificial dispersion inside the 
cell, two endcaps each having three discrete outlets, situated alongside 
the fracture, were attached, with rectangular rubber lips as sealing on 
both ends. (Stoll et al., 2019) 

The fracture geometry was analyzed using µ-CT imaging. The 
segmented model shows a nearly continuous aperture with an average 
value of 0.619 mm and a resolution of 72.6 µm (Fig. 2). The average 
aperture value differences between (Stoll et al., 2019) µ-CT results 
(0.357 mm) and our results probably steam from three sources: (i) 
different µ-CT machines and thus the resolutions obtained (72.6 > 60 
µm), (ii) differences in the applied post-processing algorithms and (iii) 
different segmentation (threshold) judgments applied by the users. 
Contact areas (aperture = 0, or below µ-CT resolution) are uncommon 
throughout the fracture, though. Moreover, the aperture shows larger 
variations towards the middle and on the right-hand side, as well as 
narrower structures throughout the rest of the fracture. Besides a slight 
bending towards the edges of the fracture, the model further shows a 
complex and heterogeneous geometry and aperture distribution, 
revealing major steps within the topography. Furthermore, plateau-like 
structures of major aperture (> 0.8 mm) are observed in the central part. 
There are also significant topographic differences and variations within 
the fracture geometry, partly correlating with the already observed 
bending. Indicated by a topographic “depression”, correlating with a 
major step located right next to the third inlet. A chain of higher 
topography on the other hand is located diagonally from the central left 
towards the upper-central area. Interestingly though, these topographic 
features do not always correlate with higher or lower aperture values. 

2.3. Flow experiments 

The spatial distribution of multiple fluid inlets and outlets provides 
different combinations of input-output dipoles. In accordance to the 
synthetic equilibrium water used by (Stoll et al., 2019), the injection 
fluid was set up with pH 5.6, NaCl 3.04 10−4 mol/l, KCl 5.43 10−4 mol/l, 
and NaF 1.3 10−4 mol/l (i.e. total dissolved salt: 0.0638 g/L). This 
hydro-chemical composition however is different to the reservoir fluid 
circulating in the Soultz-sous-Forêts EGS (e.g. (Sanjuan et al., 2016)). A 
pulse of 1 mL was labeled with values between 62 and 89 MBq 18F−and 
injected from the bottom into the fracture. Continuous flow rates of 12 
mL/h were applied for three experiments (cases 2 to 4), similar to those 
conducted by (Stoll et al., 2019). In addition, one experiment was con-
ducted at a reduced flow rate of 6 mL/h (case 1), in order to achieve a 

higher resolution of the propagating tracer front. The activity at the 
outlet was constantly monitored with a gamma flow-through counter 
(Elysia-Raytest©, GABI, radioactivity-HPLC-flow-monitor). Unfortu-
nately, the maximum count rate of the gamma log is limited to 5 105 

counts, which was exceeded at some point in the experiment. A sum-
mary of the experimental settings is given in Table 1. 

2.4. Data processing 

The µ-CT images were post-processed with the Avizo-Software, 
covering co-registration with PET, segmentation of the fracture, 
computation of the thickness map (aperture), and the central fracture 
topography. Additionally, the µ-CT image was downscaled to PET- 
resolution serving as geometry database for attenuation and scatter 
correction (Zakhnini et al., 2013). By downscaling the segmented µ-CT 
image to PET-resolution with box-filtering, we computed a porosity 
image corresponding to the coarser resolution of the PET. 

It should be noted that the µ-CT-resolution of 72.6 µm is coarse with 
respect to the size of micro-fissures (< 72 µm) and hence these can 
remain undetected. Micro fissures were therefore excluded from the 
porosity determination, although these structures could possibly pro-
vide additional advective transport pathways. 

The ClearPET images were calculated from the coincidence-LMFs 
with the help of the OEM software. This was considerably improved 
with respect to the requirements of dense media with functionality from 
the open-source STIR-library (Kulenkampff et al., 2016; Jacobson et al., 
2000; Thielemans et al., 2012; Weber et al., 2006). Dependent on the 
total record length of an individual experiment, multiple LMFs with a 
frame length of 20 min each were recorded for every approach. In order 
to achieve a more suitable temporal resolution, those were then 
reframed to 1 min. The PET-data was then corrected with respect to 
random events, dead-time, sensitivity (“normalization”), decay, atten-
uation, and Compton scatter (Kulenkampff et al., 2016). Attenuation 
and scatter correction were conducted with the µ-CT-image, scaled to 
PET resolution (1.15 mm), and calibrated in mass-attenuation units at 
the energy of the annihilation photons (511 keV). Finally, the images 
were calibrated with respect to the injected activity. 

Shortening of the frames causes fewer events per frame, and thus a 
higher background noise. This becomes more significant in later frames 
when the amplitude is amplified by decay correction. Therefore, the 
data eventually contains higher errors towards later times of the 
experiments. 

The suite of PET-frames corresponds to a process tomogram of the 
fluid propagation. These tomograms could be directly compared to the 
fluid propagation from µ-CT-based model simulations. However, they 
also provide direct insights into flow variables, like local effective 
porosity, flow path geometry, and local flow rates or velocities (Kulen-
kampff et al., 2008; Kulenkampff et al., 2018). This data is derived by a 

Fig. 1. Sketch of the drill core cell used during the experiments. Images of the core are provided in the supporting information (see SI-1 and SI-2).  
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special tracking algorithm based on the concept of optical flow, which 
acts on these 4D data sets and takes particular issues of the PET-data into 
consideration. Such issues are background noise and gaps in the prop-
agation patterns that are due to an underrun of the detection threshold 
(e.g. 10 events/image point) where the tracer becomes widely distrib-
uted over a large volume or where the local velocity is very high. This 
GeoPET Flow software was developed by (Eichelbaum et al., 2015). 

Intended as a special type of segmentation procedure, the algorithm 
considers only the 4D-PET-data, without provisions for physical prin-
ciples or models, like causality, dispersion, and mass conservation. The 
most significant variable reconstructed by this program is the local flow 
rate. Computation of local velocities requires the porosity per voxel. 
Local effective porosity can be principally estimated from the maximum 
activity per voxel, but these are erroneous and distorted by dispersion 
effects. This is why we apply the porosity that is derived from the µ-CT 
image in order to calculate the velocity direction and magnitude. 

2.5. Numerical formulation: Governing equations, boundary, and initial 
conditions 

The numerical 2.5D model of Stoll et al., 2019 (Stoll et al., 2019) is 
slightly modified to account for the decay reaction of 18F− and the 
boundary conditions of our experimental set-up experiment. Thus, the 
governing equations that determine the flow field are the continuity 

Fig. 2. Segmented fracture model with a resolution of 72.6 
µm, shown as (a) a nearly continuous isosurface and computed 
from that, (b) a volume-projection of the aperture distribu-
tion. The numbers 1 to 3 represent the in- and outlets at the 
bottom and top of the sample used during the experiments. In 
(a) topographic highlights like bending at the left edge of the 
fracture (i), a topographic plateau within the central part of 
the fracture (ii), and a major topographic step just above the 
third inlet at the lower right-hand side (iii) are indicated by 
red arrows. (c) shows the aperture distribution as a histogram, 
excluding the in- and outlets, as well as the sealed border 
regions of the fracture.   

Table 1 
Summary of the experimental settings of the PET flow-through experiments.  

Case Flow rate (mL/ 
h) 

Dipole 
input 

Dipole 
output 

Injected activity 
(MBq) 

1 6 1 1 61.7 
2 12 1 1 71.208 
3 12 1 3 74.083 
4 12 3 3 88.823  
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equation and the momentum balance equation for an incompressible 
flow (i.e. Navier-Stokes): 

ρ∇⋅u = 0 (1)  

ρ(u⋅∇)u = ∇⋅
[

− pI + μ
(
∇u + (∇u)

T )]
+ f SCA (2)  

where ρ [kg/m3] is the fluid density, u [m/s] the fluid velocity vector, p 
[Pa] the fluid pressure, μ [kg/(ms)] the fluid dynamic viscosity, I the 
identity matrix, and f SCA [kg/(m2s2)] is an added resistance force term 
to the momentum balance equation that takes into account the influence 
of the aperture, the so-called shallow channel approximation: 

f SCA = −12
μu
a2 (3) 

The equations are formulated as stationary since boundary condi-
tions do not change during the simulation and the experiment is 
assumed to start from an equilibrated flow field. At the dipole input, a 
normal inflow constant velocity boundary condition is applied 3.8 10-3 

m/s (i.e. a flow rate of 6 mL/h) and 7.5 10-3 m/s (i.e. a flow rate of 12 
mL/h). At the output dipole, a constant gage pressure boundary condi-
tion with a value of 0 Pa (i.e. an absolute pressure of 1 atm) and with a 
suppress backflow constraint is imposed. 

The concentration profile through time and space is determined by 
the advection-convection-reaction equation (Williams, 1996): 

∂c
∂t

= ∇⋅D∇c − u⋅∇c − λc (4)  

where c [mol/m3] is the concentration in space and time, D [m2/s] is the 
diffusion tensor and λ [s-1] is the decay constant with a value of 0.0001 s- 

1 (i.e. half-life 109.771 min). The diffusion tensor is considered to be 
isotropic, hence Dxy = Dyx = 0 m2/s and Dxx = Dyy = 1.372 10−9 m2/s 
(Ribeiro et al., 2010). At the input dipole (∂Ωinput dipole), a variable con-
centration is given: 

c
(
∂Ωinput dipole, t

)
=

{
c0e−λt 0 < t < tstop

0 tstop < t (5) 

c0 [mol/m3] is the corrected injected concentration (i.e. residence 
time corrected for the dead volume). c0 is obtained by transforming the 
injected activity (Table 1) into mols through the use of the specific ac-
tivity of 18F- (i.e. 6.337 1010 GBq/mol), and considering the decay from 
the injection point until the dipole input of the model. The “dead” vol-
ume between the injection point and the dipole input was estimated to 
be approx. 0.5 mL. Therefore, a radioactive decay time of 300 s for the 
flow rate of 6 mL/h and 150 s for 12 mL/h on the injected concentration 
was considered. The parameter tstop is related to the 1 mL injected pulse. 
Hence, tstop= 10 min if the flow rate is 6 mL/h and tstop= 5 min if the flow 
rate is 12 mL/h. The Dirichlet boundary condition, Eq. (5), is multiplied 
by a sigmoid function in order to decrease possible numerical oscilla-
tions, smoothing the sharp transition. At the output dipole, an outflow 
boundary condition is specified. 

The initial conditions for the unknown variables (u, p and c) are set 
to 0 in the whole domain. 

3. Results 

3.1. Visualization of temporal flow pattern 

We investigate four cases (1–4) of fracture flow with varying dipole 
setups ((1–1), (1-3), (3–3)) and flow rates of either 12 mL/h or 6 mL/h, 
respectively. The mean velocity, Peclet number and Reynolds numbers 
obtained from the numerical simulations can be seen in Table 2. As an 
example, Fig. 3 shows the development of the tracer pattern of case 1 
(1–1) inlet-outlet configuration with a flow rate of 6 mL/h. Compared to 
the other experiments with higher flow rate, this setup shows the 
propagating tracer with the highest amount of detail, because the 

temporal resolution is higher and the noise level lower than with the 
higher flow rates. Furthermore, the calculated layer-wise (z-direction) 
activity over time shows that the similarity between adjacent trans-axial 
slices is higher and provides a smoother database for the reconstruction 
of flow paths. Considering a delay of 300 seconds due to the dead vol-
ume before the inlet; in the first 100 s (i.e. 420 s) we observe the evo-
lution of marked flow paths with high tracer concentration. In the later 
phase, propagating towards the outlet, the tracer pattern disperses over 
the whole width of the fracture, still showing distinct connected zones 
with high tracer concentration. 

Highlighted by this example, the alignment of Fig. 3 indicates the 
propagation of the tracer during the experiment. In the beginning, the 
tracer front develops a fan-like flow pattern with a splitting flow path 
towards the central parts of the fracture. Proceeding, the labeled fluid 
develops a more distinct tracer front and channeling behavior, propa-
gating towards the open fracture and ultimately towards the outlet in the 
upper left corner of the cell. Noticeably, some areas of minor or no ac-
tivity develop within the open fracture, creating localized but persistent 
shadow zones that can be observed for all experiments conducted, no 
matter what setup or flow rate was applied (compare Fig. 5). Two main 
discrepancies can be observed between the experimental and numerical 
results: a) the numerical results show a more extended zone of the 
radiotracer plume, and b) the results of the GeoPET show "preferential" 
paths which are not well captured by the numerical model. 

3.2. Calculated streamlines 

Pattern recognition in these spatio-temporal concentration distri-
butions is an intricate task. Instead, we derived the most likely flow path 
distribution with the GeoPET Flow software, computing the effective 
porosity for the particular process conditions, and the vector field of the 
flow rate; both with direction and magnitude. 

Fig. 4 shows the calculated streamlines projected onto the fracture 
aperture model (color-coded) for all experiments conducted. As some 
preferential flow paths are leading directly from the individual inlets 
towards the outlets, other streamlines indicate wider spreading and 
diverging flow features throughout the fracture for the most part. While 
especially the experiments with the higher flow rates (12 mL/h) tend to 
have a wider and more fan-like flow pattern developing from their inlets 
towards the open fracture, the setup for case 1 shows a more distinct 
flow towards the outlet. The setup of case 4 shows a particular stream-
line pattern, initially evolving a small fan-like structure near the inlet, 
then showing a bimodal propagation over the whole breadth, and finally 
following the preferential flow paths of the other inlet-outlet 
configurations. 

The streamlines also indicate obstacles like a bean-shaped shadow 
zone (see e.g. arrow Fig. 4, d), which are persistent in all experiments. 

The streamlines develop a channeling behavior and flow most likely 
through the areas of least resistance, depending on multiple parameters 
like the aperture value, topographic tortuosity, or other geometry- 
related structures; obviously not controlled by a single parameter. A 
common feature like preferential flow behavior can be observed for 
areas like the direct path between the left in- and outlet (1), whereas 
other areas, e.g. the topographic step in the lower right corner (near inlet 

Table 2 
Mean velocity, mean Peclet number, and mean Reynolds number for all 
numerically simulated cases. Diffusion: 1.372 10−9 m2/s; characteristic length 
(i.e. mean aperture): 4.95 10−4 m; kinematic viscosity of water: 10−6 m2/s.  

Case mean velocity [m/ 
s] 

mean Peclet 
number 

mean Reynolds 
number 

1 4.97 10−5 17.93 2.46 10−2 

2 9.81 10−5 35.39 4.86 10−2 

3 1.01 10−4 36.58 5.03 10−2 

4 9.2 10−5 33.26 4.56 10−2  
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3), or the bean-shaped structures in the lower central and upper central- 
right are mostly flown around (shadow zones), even though they would 
correlate with wider aperture values. 

3.3. Flow rate and aperture correlation 

To investigate potential flow rate and aperture correlations, ortho-
graphic projections of the individual GeoPET flow rates were projected 
onto the aperture or porosity distribution, respectively. Revealing no 
major correlations, the calculated flow rates do not always match with a 
corresponding porosity, expecting higher flow rates for wider aperture 
values and vice versa, under the same boundary conditions. 

For a quantitative correlation of the local flow rate and its aperture 
dependency, the flow rate value Q must be divided by the local porosity 
φ derived from µ-CT. Derived from the orthographic flow rate pro-
jections onto the aperture width, we were able to compute a correlation 
histogram of the flow rate, with respect to its aperture distribution. 

Illustrated in Fig. 5, no clear linear in- or decreasing correlation between 
the aperture width and a corresponding rise or decrease of the flow rate 
values can be observed. However, there is a distinct clustering trend of 
flow rate values for all experiments. Although with slight variations, the 
bulk of data ranges around 0.02 to 0.05 mm2. Showing unconformities 
with the measured average aperture distribution of our CT-model, the 
correlation plot does show agreement with both the statistical values 
reported by (Stoll et al., 2019), as well as the median and mode values of 
our CT-model. Subsequently, this leads to the presumption of having a 
flow path evolution dependency, which is affected by more additional 
parameters (e.g. geometry, topography, etc.). Shown PET results (Fig. 5) 
are limited to the significant value range of the measurements, in order 
to be reliably reconstructed (e.g. a jump over many voxels from one 
frame to frame, i.e. high velocity). 

Fig. 3. Alignment of different stages during the GeoPET (isosurface 
projections) and the numerical analog experiment (COMSOL) with the 
connection setup of case 1. Starting at an early stage of the experiment, 
(a) shows the very beginning of the radiotracer being injected into the 
fracture at t = 420 [s]. (b) to (d) illustrate the splitting of the tracer front 
(channeling) within the sample, with (e) being the time when the tracer 
reaches outlet 1 in the upper left corner of the cell. The white arrows 
highlight some of the more important flow paths (e.g. channeling 
behavior or shadow zones) that can be observed for all experiments.   
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3.4. Breakthrough curves 

Fig. 6 shows the comparison of the first arrival time of the break-
through curves between the experiment and numerical results. The 
experimental first arrival time of the breakthrough curves was obtained 
from the gamma counter. The numerical first arrival time of break-
through curves are calculated at the output dipole. The numerically 
calculated values are modified in order to account for the “dead” volume 
(i.e. 0.5 mL) between the output dipole and the gamma counter, similar 
to the corrected injected concentration (c0). 

The best agreement between experimental and numerical results is 
obtained in case 1 (flow rate 6 mL/h), while a time shift disagreement 
occurs for cases 2, 3, and 4 (flow rate 12 mL/h). The distance between 
cases 2, 3, and 4 for the numerical cases is larger than the one between 
the experimental cases (i.e. distance between dash-dotted lines and the 
distance between dots). This seems to indicate that the first arrival 
concentration of the model is more sensitive to the dipole configuration 
than the experimental case. 

Since the activity was measured at the injection point and not at the 
dipole of the fracture. We do analyses the sensitivity of small changes in 
the corrected injected concentration (c0) regarding the first-arrival time 
of the breakthrough curve. Fig. 7 shows that small changes on c0 do not 
affect the first arrival of the breakthrough curve for cases 1 and 4, but in 

case 2 and specifically in case 3 it is possible to observe how variations of 
c0 and therefore variations on the "dead" volume might have an impact 
on the model results. Case 4 has the highest discrepancy between the 
model and experimental results regarding the first arrival of the con-
centration. The numerical first arrival of case 4 is indeed faster (before 
200 s) than the other cases (after 200 s). Since Case 3 has a larger path 
than the other cases, it will have in principle more heterogeneity, which 
could explain how the different c0 affects the breakthrough curve. 

4. Discussion 

As our experiments reveal different flow path behaviors for different 
dipole and flow rate configurations, both the flow pattern and corre-
lating flow rates show distinct dependencies on multiple parameters. 
While the development of flow channeling and similar preferential flow 
pattern can be observed for all experiments that were conducted, higher 
flow rates generally cause dispersion or diversification, respectively. 
Lower flow rates on the other hand result in a more localized flow 
pattern. Furthermore, an influence of the fracture aperture and the 
topographic features on the flow field can be perceived. Inactive areas 
(< 10 events/min), or shadow zones, could be observed for all experi-
ments at similar locations. As the evolving flow paths can be determined 
to a preferential path of least resistance, preferential flow rates indicate 

Fig. 4. Projected onto the aperture distribution of the 
fracture (comp. Fig. 2, b) and illustrated from the data of 
the dissected timesteps, the image shows the calculated 
most probable flow paths (black lines) for all experiments 
conducted. The data shows a mostly distinct channeled 
distribution from the in- towards the outlets for all exper-
iments. Indicated by some preferential flow paths, the data 
highlights paths of lower resistance, following certain 
topographic and/or aperture-related features. Used inlets 
(bottom) and outlets (top) are highlighted in red. Note, 
however, that there was a computational issue with the 
calculation of the streamlines for case 4, which lead to a 
data loss in the upper part of the fracture. The red arrows 
mark a common area with minor flow for cases 1-4.   
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some clustering for a certain aperture range. More comprehensive pa-
rameters like the surface roughness and PET isotope-mineral surface 
interactions might have a subordinated impact but were not part of the 
scope. 

4.1. Influences on the flow pattern 

While the aperture distribution and its consistency crucially affect 
the flow pattern for all experiments in a similar way, some areas are 
likely influenced by additional parameters. Furthermore, some features 
of the major flow paths appear to be invariable with respect to the input- 
output conditions, which are partly controlled by the aperture distri-
bution, and partly by the surface topography (i.e. roughness and 
curvature). 

A common feature are zones of minor activity (below detection limit) 

or no flow (shadow zones) at fixed locations for all experiments con-
ducted. These shadow zones appear e.g. near the inlets 1 and 3, as well 
as towards the central and upper-central right area of the fracture (see 
Fig. 4). Again, the shadow zones appear to correlate with variations of 
the aperture and topographical features, like steep steps, correlating 
with “touching areas” described by (Stoll et al., 2019). 

Assuming a low-stress laminar flow (Reynolds number: ~ 10−2, see 
Table 2), due to the generally low flow rates applied, the flow pattern is 
likely controlled by the aperture distribution, then by geometrical ef-
fects (Cook, 1992). Our experimental observations of the flow evolution 
however do not confirm this simple assumption, but rather indicate a 
stronger influence of additional parameters, like the surface topography 
and dispersion in porous media (Yang et al., 2021). 

Moreover, the transport of solutes in fractured rocks is affected by 
advective-dispersive transport, which is dominant in the fracture, as 
well as diffusive transport, which is dominant in the unfractured matrix. 
In the case of our numerical simulations, the mean Peclet number is 
around 35 ± 2 in cases 2 to 4 and 18 in case 1 (see Table 2). Since the 
matrix diffusion length of our fracture is short (x ≈ 1.2 mm; below the 
resolution of the GeoPET), matrix diffusion was not investigated. 
However, it plays a role as it has retention effects in crystalline rocks 
(Grisak and Pickens, 1980; Eichinger et al., 2020). It nevertheless may 
be relevant, as a diffusive transport can be expected at higher concen-
trations in close surface proximity for crystalline rock, though (Ohlsson, 
2000). 

4.2. Fracture surface impacts 

The effective surface that is exposed to flow (flow-wetted surface) is 
a main controlling factor for the matrix diffusion and sorption of dis-
solved elements in the transport fluid within fractures (Larsson et al., 
2012). Highly sensitive to the smallest variations, the flow pattern can 
be influenced anywhere in the cross-section. Due to its high sensitivity 
though, the PET-method allows an investigation of migration-relevant 
flow path evolution (flow-wetted surfaces). 

As Fig. 5 indicates, no direct correlation was observed between the 
aperture and flow velocities plotted. This however might for once be 
given by measurement uncertainties, but also the application of the µ-CT 
provides the so-called mechanical aperture (Chen et al., 2000) instead of 
the hydraulic aperture. This on the other hand indicates the defective 
application of the cubic law approach for rough fracture surfaces, with 

Fig. 5. Quantitative correlation histograms of the flow rate values derived from the Poiseuille law with respect to their spatial aperture distribution exemplified on 
the setup of case 1. Shown as point cloud denoting the velocity [mm/s] and the quadratic relation to the aperture width [mm2]. The color-bar represents the 
normalized frequency density. 

Fig. 6. Comparison between numerical and experimental breakthrough curves. 
Numerical results are given by dash-dotted lines, while experimental results are 
depicted by squared dots. Cases 1 to 4 are defined in Table 1. 
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such discrepancies already described by e.g. (Zimmerman and Bod-
varsson, 1996). Moreover, (Hakami and Larsson, 1996) state deviation 
ratios between calculated and measured flow, further illuminate the 
observed discrepancies for our 3D data set. 

Another factor to consider is the mineral surface roughness of the 
fracture. Surface roughness can be described as fluctuation around a 
specific surface solid, larger than the interatomic distance (Rahimi et al., 
2012). While the mineral habitus, grain size, and cleavage can highly 
attribute to the individual surface roughness of a mineral, the different 
surface roughness may influence the flow path evolution within the flow 
cell. In the case of the granite sample from Soultz-sous-Forêts, potential 
alteration processes can be caused by natural fluid interactions (Pau-
wels et al., 1993), as well as hydrothermal alteration, dissolving sig-
nificant amounts of biotite, plagioclases, and Alkali-feldspars (Eggeling 
et al., 2013). Formed by secondary phase formation on fracture surfaces, 
a hydrothermal alteration can be observed due to natural fluid circula-
tion within the EGS reservoir, resulting in the deposition of altered 
minerals such as illite, calcite, or secondary (Genter et al., 2003; Genter 
and Cuenot, 2009). Depending on the grain size and alteration, smaller 
and non-altered feldspars are described to have a generally smoother 
surface than larger and altered ones (Anbeek, 1992). Similar for quartz, 
the surface roughness decreases with a decrease in grain size, while the 
surface area successively increases (Rahimi et al., 2012; Anbeek, 1992). 
Due to the high alteration potential of mica, it might lose its solidity and 
subsequently its smooth surface, which can in turn result in a much more 
restraining impact on the flow path evolution. Furthermore, mica is 
likely to alter under the hydrothermal conditions of an EGS and the 
generation of pyrite (FeS2) as a typical alteration product of mica is 
supported. As sulfur is naturally hydrophobic due to its low critical 
surface tension (~ 26–33 dyn/cm), it acts less retaining, though (Ozcan, 
1992). 

Another factor to consider is the heterogeneity of crystalline rock as 

is e.g. shown by a one-dimensional analytical solution for the mean 
value of temporal moments of residence time probability (Xu et al., 
2001). As the impact of solute transport of heterogeneous mass transfer 
with the crystalline rock matrix alongside the flow paths is being dis-
cussed, it is said to have a significantly more pronounced effect than the 
macro-dispersion caused by the differentiation of flow paths. As our 
specimen is a fractured porphyritic granite with potential micro fissures, 
an impact of matrix diffusion should be considered. However, as the 
sample is described to have minor alteration and no pore-clogging 
minerals (e.g. clays) are expected within the fracture after an initial 
cleaning (Stoll et al., 2019), the fluid flow is most likely dominated by an 
advective-dispersive transport through the main fracture. This also 
matches with our GeoPET observations, as no direct evidence for micro 
fissure-related flow or matrix diffusion was observed. 

Eventually, the dissection of data in one-minute-long frames is too 
short. Ideally, one frame per voxel of progress (= 1 mm per frame) must 
be applied. However, as the dissected frames show a progression of 5 
mm per frame, we were not able to achieve this. Subsequently, the re-
sults show a statistical projection of the measured data, which is still 
reliable though. 

Concerning THMC processes which couple physico-chemical in-
teractions in reservoirs, thermal and chemical parameters are suscepti-
ble to change in the numerical model. However, PET only allows for 
limited thermal changes due to technical reasons, while mechanical 
changes are scale-dependent. 

4.3. Experimental and numerical discrepancies 

The disagreement between the experimental and numerical results 
(Figs. 6and 7) might be given by several sources of uncertainty such as 
the instrumentation accuracy, and sensitivity of the measured activity 
before injection and at the measured gamma counter. In addition, the 

Fig. 7. Breakthrough curves for cases 1–4 assuming different decay times between injected concentration and dipole input, and therefore different corrected injected 
concentrations (c0). A t= 0 s indicates that no decay correction has been used, namely, the injected concentration is c0. A t= 300 s correspond to the corrected 
injection of Figs. 5 and 6 were the “dead” volume before the injection is 0.5 mL for a 6 mL/h flow rate. 
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µ-CT segmentation of the fracture might provide different results based 
on the applied segmentation algorithm and user judgment (Reinhardt 
et al., 2022), turning out in different aperture values. Moreover, the 
numerical model does not account for the surface roughness which adds 
a source of dispersion (Bodin et al., 2003), and the surface curvature. 
The aperture values used on the added resistance force term (i.e. Eq. (3)) 
were provided by the µ-CT segmentation. The use of a hydraulic aperture 
can be more convenient and may take into account surface roughness 
(Barton et al., 1985). The numerical model might also be sensitive to 
small changes in corrected injected concentration (c0) regarding the first 
arrival time of the breakthrough curve especially case 3. Besides, the 
injection function of the experiment and the one used in the numerical 
simulation (i.e. Eq. (5)) might differ. 

The observed larger plume of the model in comparison to the 
experimental results (Fig. 3) might be explained by an overestimation of 
the concentration of the model. Stoll, Huber (Stoll et al., 2019) did 
already find disagreements between the experimental and modeled 
breakthrough curves for the unaltered fracture where the modeled 
breakthrough curves had a higher amount of concentration and longer 
residence time. Although we only have the first arrival time of the 
breakthrough curves for the experimental case, since the gamma flow 
counter is limited to 5 105 counts, we can extrapolate from Fig. 3 that a 
larger plume in the model implies a higher concentration on the 
breakthrough curve and longer residence time. The preferential paths 
observed in Figs. 3 and 4 cannot be captured with the current model. 
Modifications of the aperture field, such as forcing zones with zero 
aperture, could help to capture such behaviors. 

5. Summary and conclusions 

Our experimental flow field analysis in fractured granite, using the 
GeoPET technique, enabled the visualization of the flow paths and hy-
drodynamic behavior within a fracture in granitic rock of a geothermal 
reservoir. We were thus able to demonstrate the advantages and op-
portunities of GeoPET for observing in-situ flow processes under labo-
ratory conditions. 

The relationship between the aperture distribution and the flow path 
evolution was investigated. We conclude that the flow paths and their 
characteristics are qualitatively and quantitatively controlled by (i) 
fracture geometry, (ii) surface roughness, and (iii) topographic 
tortuosity. 

The results show that the flow paths depend mainly on the fracture 
geometry and the applied flow rates, in addition to the localization of 
inflows and outflows. Generally, the flow pattern and the correlated 
flow rate distribution show varying degrees of dependence on several 
parameters, as conceptually illustrated in Fig. 8. The correlation of 
aperture size and flow shows no clear global increasing or decreasing 
dependence but rather a local dependence on aperture size. Therefore, 
we conclude a quantitatively important influence of the topographic 
curvature of the fracture. As curvature increases, the flow velocity dis-
tribution decreases. Therefore, the developing flow paths are most likely 
driven by preferring the path of least resistance and thus subsequently 
flowing around unfavorable aperture and local wall geometries, 
including surface steps, narrow bends, rough surfaces, etc. 

Transferring the experimental flow data concerns a major challenge 
with respect to upscaled conditions of an EGS. When comparing tracer 
test flow velocities performed at Soults-sous-Forêts of e.g. (Sanjuan 
et al., 2006), natural flow conditions reveal turbulent flow velocities 
four orders of magnitude higher (m/s) than the laboratory GeoPET ex-
periments laminar flow (mm/h) (comp. Table 2). While micro-scale 
preferential flow was observed for our PET experiments, increasing 
permeability is expected when upscaling to macro-scale of a natural 
fracture system, as paths of lesser resistance become more abundant. 

Furthermore, our results show that some specific flow features, such 
as shadow zones or preferential flow paths, develop in a similarly stable 
manner in certain regions for all experiments, but they are not related to 

the applied process conditions, as they are not influenced by different 
inlet and outlet arrangements nor by the flow rates applied. 

Discrepancies between the experimental and numerical models 
might arise due to different sources such as instrumental uncertainties or 
the limitations of the 2.5D model in including 3D parameters, e.g. 
topographic curvature, and roughness. The numerical model is able to 
capture the behavior of the tracer propagation. In certain cases, a good 
agreement between experimental and numerical is achieved, but un-
fortunately not always. Future studies dealing with the fluid flow and 
transport of radiotracers could be improved or refined by the imple-
mentation of the 3D topography in order to consider the fracture ge-
ometry as a whole, rather than just a simplification of the aperture 
width. 
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