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Abstract

The physical vacuum of a relativistic quantum field theory amounts to a non-trivial quantum state.

It encodes information about the full particle content of the underlying microscopic theory in the form

of virtual processes, also referred to as vacuum fluctuations. If the theory features charged particles,

fluctuations of the latter give rise to nonlinear effective couplings between electromagnetic fields that

vanish in the formal limit of ~ → 0, but persist for a nonzero physical value of Planck’s constant ~. In

turn, they inherently modify Maxwell’s linear theory of classical electrodynamics. However, for the field

strengths reached by macroscopic electromagnetic fields currently available in the laboratory the quan-

tum vacuum nonlinearities induced by Standard Model particles are parametrically suppressed relatively

to the linear contribution by inverse powers of the electron mass and thus very small. As a consequence,

this fundamental tenet has remained experimentally challenging and is yet to be tested in the laboratory.

The present work is devoted to the study of quantum vacuum nonlinearities in strong electromagnetic

fields arising from quantum electrodynamics. It provides a detailed account of the state of the art of an-

alytical theory. On the one hand, it focuses on fundamental theoretical aspects concerning the structure

and behavior of the Heisenberg-Euler effective action, which supersedes the classical Maxwell action

in governing the physics of strong macroscopic electromagnetic fields in the quantum vacuum. On the

other hand, it is concerned with questions of direct phenomenological relevance like the systematic study

of photonic quantum vacuum signals accessible with state-of-the-art laser technology.



Contents

1 Introduction 2

2 The quantum vacuum in an external electromagnetic field 6

2.1 From microscopic to strong-field QED . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 Heisenberg-Euler effective action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3 Explicit analytical insights at one loop . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.3.1 Heisenberg-Euler effective Lagrangian . . . . . . . . . . . . . . . . . . . . . . . 21

2.3.2 Photon polarization tensor in an external field . . . . . . . . . . . . . . . . . . . 29

2.3.3 Derivative corrections to the effective Lagrangian . . . . . . . . . . . . . . . . . 32

2.4 Explicit analytical insights beyond one loop . . . . . . . . . . . . . . . . . . . . . . . . 41

2.4.1 Two-loop Heisenberg-Euler effective Lagrangian . . . . . . . . . . . . . . . . . 41

2.4.2 Photon current and polarization tensor at two loops . . . . . . . . . . . . . . . . 45

2.4.3 Higher-loop contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3 Photonic quantum vacuum signals 59

3.1 Theoretical foundations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.2 Predictions for experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.2.1 Quantum vacuum signals with state-of-the-art technology . . . . . . . . . . . . 65

3.2.2 Laser beam model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.2.3 Single-beam signal emission . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.2.4 Quantum vacuum signals in laser beam collisions . . . . . . . . . . . . . . . . . 76

3.2.4.1 Collisions of fundamental Gaussian beams . . . . . . . . . . . . . . . 80

3.2.4.2 Collisions involving an annular probe beam . . . . . . . . . . . . . . 89

4 Conclusions and Outlook 109

5 Bibliography 113

A Supplementary material 122

A.1 Elimination of the dual field strength tensor . . . . . . . . . . . . . . . . . . . . . . . . 122

A.2 Scalar QED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

A.3 Low-order derivatives for the field strength . . . . . . . . . . . . . . . . . . . . . . . . . 123

A.4 Gamma function representation of the Heaviside function . . . . . . . . . . . . . . . . . 124

A.5 Laguerre derivative identity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

A.6 Expansion of large-order FG profiles in Laguerre basis . . . . . . . . . . . . . . . . . . 127

B Ehrenwörtliche Erklärung 130

1



Chapter 1

Introduction

In contrast to the classical notion of the vacuum, describing the absence of anything, the physical quan-

tum vacuum amounts to a highly non-trivial state. It is characterized by the omnipresence of quantum

fluctuations of all dynamical degrees of freedom of the underlying microscopic quantum field theory

(QFT). These fluctuations effectively endow the quantum vacuum with medium-like properties which

can be probed, e.g., by imposing physical boundary conditions [1], or with macroscopic electromagnetic

fields [2].

In the first example the experimental signature is the Casimir effect, which reveals fluctuation-

induced matter-matter interactions. These manifest themselves in forces between macroscopic objects

which could already be successfully measured in experiment. In the second example the fluctuation-

induced effective self-interactions of the electromagnetic fields result in a nonlinear response to the

applied macroscopic field. So far, this response has never been observed in experiment. It is in par-

ticular triggered by fluctuations of charged particles which couple directly to electromagnetic fields, but

– at least in principle – depends on the charges and masses of all existing particles. Correspondingly,

the vacuum associated with the world we live in even constitutes a portal to new physics beyond the

Standard Model (SM) of particle physics. Within the SM the leading effective interactions between elec-

tromagnetic fields are governed by quantum electrodynamics (QED), which describes the interaction of

electrons and positrons of mass m and charge ∓e – the lightest free charged SM particles – with pho-

tons. The contributions of other particle sectors of the SM are parametrically suppressed with powers of

(m/M)2 ≪ 1 because their effective masses M fulfill M ≫ m while their charges are of the same order

as e. ∗

The present work is devoted to the theoretical study of the quantum vacuum subjected to a non-

quantized macroscopic electromagnetic field F̄µν = ∂µĀν − ∂νĀµ which is typically expressed in terms

of a gauge field Āµ. Macroscopic fields approximately preserve their characteristic properties, such as

frequency and associated cycle-averaged energy density, on scales much larger than the inherent ref-

∗This statement does not seem to hold for the lightest quarks. However, these couple directly to gluons and their physics is

governed by quantum chromodynamics (QCD). Central properties of QCD are color confinement and infrared slavery, which

implies strong coupling at low energies. Hence, it is to be expected that upon integrating out the gluons, the spectrum of QCD

at low energies is characterized by colourless composite states made up of quarks and gluons. Their lightest representatives are

the pions fulfilling M ≫ m.
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erence scale of the considered microscopic theory. To be specific, this work focuses on two rather

different directions: first, the foundations of the effective field theory framework facilitating the solid

theoretical study of quantum vacuum phenomena in prescribed external electromagnetic fields as well as

fundamental aspects of the theory. And second, on strategies allowing to provide quantitatively accurate

phenomenological predictions for quantum vacuum signals accessible in discovery experiments based

on state-of-the-art laser technology while retaining analytical control. Throughout this work we focus

exclusively on the vacuum of QED in d = 3 + 1 space-time dimensions: we are absolutely convinced

that a thorough understanding of quantum vacuum processes in external fields within the SM is required

prior to extending the considerations to the widely unconstrained physics beyond the SM. On the other

hand, precise SM predictions usually allow for improved constraints on beyond SM contributions. In

the realm of QED, a macroscopic field F̄µν exhibits no significant changes in its cycle-averaged energy

density (which is proportional to the square of the field amplitude) and oscillation frequency on dis-

tances λ ≫ ŻC and durations τ ≫ τC, with Compton wavelength ŻC = ~/mc ≃ 3.8 × 10−13 m and time

τC = ŻC/c ≃ 1.3 × 10−21 s set by the electron mass. The latter constitutes the only dimensionful scale of

the QED vacuum at zero field. This in particular implies that static electromagnetic fields and coherent

light fields generated by lasers amount to macroscopic fields.

A central quantity in the theoretical study of the QED vacuum in the presence of an external electro-

magnetic field Āµ is the Heisenberg-Euler effective action ΓHE[Ā] [2–4]. It arises from the microscopic

theory of QED by introducing an appropriately chosen source for the photon field and integrating out

the dynamical degrees of freedom, namely the quantized spinor fields describing electrons and positrons,

and the quantum photon field. In this way, quantum vacuum fluctuations are encoded in effective nonlin-

ear couplings of the electromagnetic field F̄µν; gauge invariance of QED ensures that there is no explicit

dependence on Āµ. This theory can be considered as the true theory of external electromagnetic fields in

the QED vacuum superseding Maxwell’s classical theory of electrodynamics. As opposed to the latter, it

is no longer linear in the field on the level of the equations of motion which immediately implies light-by-

light scattering phenomena and violations of the celebrated superposition principle of electromagnetic

fields [5–10], which is a cornerstone of Maxwell’s theory. In terms of Feynman diagrams ΓHE[Ā] can be

represented as an infinite set of vacuum diagrams, with the charged particle lines dressed to all orders in

the external field and its derivatives. Vacuum diagrams are Feynman diagrams without external lines rep-

resenting incoming and outgoing quantum fields, respectively. The simplest quantum corrections arise

from a one-loop diagram. As in QED at zero field, diagrams featuring more loops are parametrically

suppressed with powers of the fine structure constant, which in the low-energy limit, i.e., at the energy

scale of the electron mass m, is given by α = e2/(4πǫ0~c) ≃ 1/137 ≪ 1.

Apart from the applied electromagnetic field F̄µν and potentially derivatives thereof, at zero tem-

perature and vanishing chemical potential the only physical parameters available for parameterizing

fluctuation-induced corrections to the classical Maxwell action are the electron mass m and the ele-

mentary charge e mediating the coupling between charges and electromagnetic fields. As the quantum

fields only appear as virtual states, their momenta are integrated over and hence not determined, elim-

inating the possibility of any explicit reference to them. Upon combination with the speed of light c

and the Planck constant ~ the inverse of the electron mass can be converted into length and time scales.
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As noted above, these are ŻC and τC. Analogously, the ratio of m2 and e can be converted into electric

Ecr = m2c3/(e~) ≃ 1.3×1018 V/m and magnetic Bcr = Ecr/c ≃ 4×109 T field strengths. These quantities

constitute the QED inherent reference scales the applied electric and magnetic fields and their scales of

variation are compared to. Because all macroscopic electric ~E and magnetic ~B fields currently available

in the laboratory fulfill |~E|/Ecr ≪ 1 and |~B|/Bcr ≪ 1, quantum vacuum nonlinearities are generically very

small and suppressed relative to the Maxwell term. For fields varying on typical spatial and temporal

scales much larger than ŻC and τC in addition also derivative contributions are negligible.

In fact, precisely this is the reason for the great success of Maxwell electrodynamics in the very ac-

curate description of essentially all measurable classical optics phenomena. At the same time, it explains

why quantum vacuum nonlinearities have not yet been observed in experiments with macroscopic elec-

tromagnetic fields. However, recent technological advances resulting in the availability of high-intensity

lasers of the petawatt class in numerous laboratories worldwide in conjunction with high-definition detec-

tion schemes allowing to measure signals on the single photon level should provide a golden opportunity

to measure nonlinear quantum vacuum signals in the near future for the first time. Seizing this opportu-

nity in experiment requires a profound understanding of the underlying physics with regard to both gen-

uine theoretical (e.g., identifying the contributions to be accounted for in the relevant parameter regime

and putting forward strategies to determine the signal) and more phenomenological (e.g., modeling the

experimentally realistic field configurations driving the signal consistently and finding ways to enhance

it) aspects. Here we exclusively focus on an accurate analytical modeling of quantum vacuum signals.

While accurate analytical approximations accounting for central parameter dependences of the induced

quantum vacuum signals are especially important to assist the planning of such discovery experiments,

an unambiguous discovery will eventually require quantitative numerical first-principle results evaluated

in the specific field configurations used in experiment. We emphasize that this does not require any new

conceptual insights and thus can be considered as a straightforward extension of the formalism presented

here. For other recent advances in QED with intense background fields see the topical review [11] and

references therein.

As noted already above, the present work is concerned with the full range of topics: it in particular (i)

tackles fundamental research questions at the foundations of external-field QED, such as the emergence

of ΓHE[Ā], its relation to the microscopic theory of QED and its diagrammatic structure, (ii) reviews and

complements explicit analytical results for ΓHE[Ā] in different parameter regimes, (iii) highlights the role

of one-particle reducible contributions to ΓHE[Ā] and provides analytical insights into the manifestly non-

perturbative strong field limit of the theory receiving contributions from all loop orders, (iv) introduces

and advocates the vacuum emission picture as a convenient approach allowing for the quantitatively re-

liable determination of photonic quantum vacuum signals in manifestly inhomogeneous electromagnetic

fields, (v) emphasizes the importance of accounting for the details of the driving field configurations in

assessing the discernibility of quantum vacuum signals, and finally (vi) focuses on phenomenological ap-

plications relevant for experiment, such as new strategies allowing to enhance the signal-to-background

separation in laser pulse collisions. We present this rich material in two main chapters, each of which

consists of several subsections. While Chapter 2 focuses on fundamental theory and is centered on the

topics (i) to (iii), Chapter 3 is devoted to more phenomenological aspects and elaborates on topics (iv) to
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(vi). Finally, we end with conclusions and an outlook in Chapter 4.

Throughout this work, we use the Heaviside-Lorentz System with c = ~ = ǫ0 = 1; our metric

convention is gµν = diag(−1,+1,+1,+1).



Chapter 2

The quantum vacuum in an external

electromagnetic field

This chapter outlines the theoretical framework used to study quantum vacuum phenomena in external

electromagnetic fields. It is centered on the Heisenberg-Euler effective action ΓHE[Ā] which governs

the physics of external electromagnetic fields Āµ beyond the classical Maxwell action by accounting for

the quantum vacuum fluctuations of quantum electrodynamics. The definition and general structure of

ΓHE[Ā] is elucidated, and important results obtained in the last century following the original works of

Heisenberg and Euler [2], and Weisskopf [2] are reviewed and revisited. A central focus is on the role

of one-particle reducible contributions to ΓHE[Ā] which were until recently and erroneously completely

discarded in the low-frequency limit [12]. The latter in particular have a profound impact on the strong

field limit of the theory.

2.1 From microscopic to strong-field QED

The microscopic theory of QED is defined by the Lagrangian

LQED = −
1

4
FµνF

µν + ψ̄
(

i /D[A] − m
)

ψ , (2.1)

with ψ̄ = ψ†γ0 and /D = γµDµ, which governs the dynamics and interactions of the gauge field Aµ and

a four-component massive Dirac spinor field ψ describing charged spin-1/2 fermions. Both fields are

quantized: the field Aµ in terms of photons, and the matter field ψ in terms of both electrons and positrons.

Equation (2.1) is invariant under U(1) gauge transformations; Dµ[A] = ∂µ − ieAµ is the gauge covariant

derivative, and Fµν = i
e
[Dµ,Dν] = ∂µAν − ∂νAµ is the field strength tensor. The defining property of the

Dirac gamma matrices γµ is {γµ, γν} = −2gµν1. The associated action is SQED[A, ψ̄, ψ] =
∫

LQED.∗ A

∗Throughout this work we use the shorthand forms
∫

x
≡

∫

d4 x and
∫

p
≡

∫
d4 p

(2π)4 for integrations over position and momentum

space. Moreover, we use
∫

if the integration can be performed in position or momentum space.

6
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slightly different representation of Eq. (2.1) is

LQED = −
1

4
FµνF

µν + ψ̄(i/∂ − m)ψ + eAµψ̄γµψ , (2.2)

where we split LQED into three terms: The first one is the Maxwell Lagrangian, describing the dynamics

of free electromagnetic fields. The second one is the Dirac Lagrangian governing the dynamics of free

spin-1/2 charges. Finally, the third one accounts for the interaction of electromagnetic and matter fields

mediated by the elementary charge.

In the absence of sources directly supplying the considered system with real charges, the associated

partition function is a functional of the current Jµ sourcing the field Aµ and reads

Z[J] =

∫

DA

∫

Dψ̄
∫

Dψ eiSQED[A,ψ̄,ψ]+i
∫

JµAµ

=

∫

DA ei
∫

(− 1
4

FµνFµν+JµAµ) eiS ψ[A] . (2.3)

Here and throughout this work, the integration over the gauge field Aµ is implicitly understood to be only

over gauge-inequivalent configurations and to preserve both the Lorentz and the gauge symmetry. This

can be explicitly ensured via the Faddeev-Popov procedure [13]. Moreover, we introduced the shorthand

notation

eiS ψ[A] =

∫

Dψ̄
∫

Dψ ei
∫

ψ̄(i /D[A]−m)ψ . (2.4)

The generalization of Eq. (2.3) to explicitly account for sources for the fermions is straightforward. It

is immediately clear that upon performing the integration over the fermion fields ψ and ψ̄ Eq. (2.4)

generates effective nonlinear self-couplings of the photon field Aµ of arbitrary order; cf. also the detailed

discussion of this point in Sec. 2.2 below.

In a next step we aim at constructing the consistent effective field theory of QED in the presence

of a prescribed non-quantized external electromagnetic field which is considered to be given from the

outside. Our main focus is on the effective theory of external electromagnetic fields in the QED vacuum,

i.e., the state where the quantum fields of the microscopic theory occur solely as virtual particles – or

equivalently – have been integrated out. We note that from a fundamental viewpoint, the concept of a

non-quantized external field seems somewhat redundant because the world ultimately is fully quantum.

Besides, a separation into internal and external fields may look purely academic. On the other hand, this

concept nicely aligns with our perception of a real experiment using classically controlled sources and

detectors and thus is very useful in practice.

To this end, we formally decompose the gauge field as Aµ → Āµ+Aµ into two components, where Āµ

is eventually to be identified with the external field. With this decomposition, Eq. (2.3) can be rewritten

identically as

Z[J] = ei
∫

(− 1
4

F̄µνF̄µν+JµĀµ)

∫

DA ei
∫

[− 1
4

FµνFµν+(∂µF̄µν+Jν)Aν] eiS ψ[Ā+A] , (2.5)

where we employed a partial integration and appropriate boundary conditions which eliminate surface
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contributions. This can for instance be ensured by assuming F̄µν = ∂µĀν − ∂νĀµ and Fµν to vanish at the

boundary of the considered space-time region. Throughout this work we assume such surface terms to be

rendered irrelevant by appropriately chosen boundary conditions. We emphasize that despite the explicit

appearance of Āµ on its right-hand side, the partition function (2.5), of course, still does not depend on Āµ

and remains a functional of the source Jµ only. In addition, we highlight that in contrast to the standard

QFT treatment where Jµ often plays the role of an auxiliary variable, in the present context it is needed

to sustain the external field.

At the same time, Eq. (2.5) implies that only a particular choice of Jµ is consistent with the concept

of Āµ being an external field, namely the one ensuring that

∫

x

(∂µF̄µν + Jν) = 0 ↔ Jν = −∂µF̄µν =: −(∂F̄)ν . (2.6)

With this identification the fluctuation field Aµ only couples to the electron-positron field, while any

direct coupling to Āµ is inhibited. For any violation of Eq. (2.6), i.e., ∂µF̄µν + Jν = Jν , 0, the remnant

source Jν may induce a nonvanishing expectation value of the quantum field 〈Aµ〉 = −i δ/δJµ ln Z[J]−
〈Āµ〉 , 0, which could mix with Āµ = 〈Āµ〉 and thereby lead to inconsistencies with the external field

concept. Moreover, by adopting the choice in Eq. (2.6) the current Jν is conserved by definition because

∂νJν = −∂µ∂νF̄µν = 0.

Hence, upon implementing the constraint (2.6) in Eq. (2.5) the partition function acquires an explicit

dependence on Āµ and the latter is promoted to a physical external field. Indeed, for sources fulfilling

Eq. (2.6), we can write

eiΓHE[Ā] := ei
∫

(−JµĀµ) Z[J]
∣
∣
∣
∣
J=−(∂F̄)

= ei
∫

(− 1
4

F̄µνF̄µν)

∫

DA ei
∫

(− 1
4

FµνFµν) eiS ψ[Ā+A] , (2.7)

which is a functional of Āµ and, as a direct consequence of the Ward identity [14], invariant under its

U(1) gauge transformations; cf. also Eq. (2.77) below. Here, we normalized the resulting expression

by multiplying with an overall phase term such that in the absence of the quantum fields ψ, ψ̄ and Aµ

the exponential on the right-hand side reduces to exp{i(ΓMW[Ā] + C)}, where ΓMW[Ā] = − 1
4

∫

F̄µνF̄
µν

is the classical Maxwell action for the external field Āµ and C denotes a constant (independent of Āµ).

Correspondingly, in Eq. (2.7) all quantum vacuum fluctuation induced modifications of the latter are

encoded in the expression under the functional integral over Aµ. As detailed in Sec. 2.2 below, this gives

rise to nonlinear and nonlocal self-interactions of Āµ. The effective action

ΓHE[Ā] =

(

−
∫

JµĀµ − i ln Z[J]

) ∣∣
∣
∣
∣
J=−(∂F̄)

(2.8)

is commonly known as the Heisenberg-Euler [2] effective action, and the associated Lagrangian LHE

fulfilling ΓHE =
∫

LHE as the Heisenberg-Euler effective Lagrangian. However, we remark that in the

literature this term is sometimes used exclusively for the effective action in a constant electromagnetic

field, or even just the one-loop constant-field result (2.61). Because −i ln Z[J] =: W[J] is the Schwinger

functional which generates all connected correlation functions Eq. (2.8) comprises only connected con-
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tributions.

We note that Eq. (2.8) closely resembles the form of a standard one-particle irreducible (1PI) effective

action defined via a Legendre transform of the partition function as

Γ1PI[A] =sup
J

(

−
∫

JµAµ − i ln Z[J]

)

(2.9)

in terms of the classical gauge field Aµ. The supremum prescription in Eq. (2.9) identifies Aµ with the

expectation value of the fluctuating quantum field,

Aµ = −i
δ

δJµ
ln Z[J] = 〈Aµ〉 , (2.10)

which thus emerges as the result of a quantum averaging process. Equation (2.9) governs the physics

of classical electromagnetic fields in the quantum vacuum in the absence of real quantum particles as

well as classical charges; by the introduction of fermionic sources it can be readily generalized to also

account for the presence of classical charged particle fields. However, apart from structural resemblances

between Eqs. (2.8) and (2.9) there are also important differences. Equation (2.8), wherein the source is

subject to the constraint (2.6), clearly does not constitute a Legendre transform. As a consequence, it

comprises both 1PI and one-particle reducible (1PR) contributions; see Sec. 2.2 below. Moreover, it

contains no information about the dynamics that creates Āµ in the first place. This has to be provided by

a separate theory for the external field.

In the absence of quantum fluctuations, a consistent external field would obey an action principle

with action ΓMW[Ā] and correspondingly solve the associated equations of motion,

δΓMW[Ā]

δĀµ
= −J̄µ ↔ ∂µF̄µν = −J̄ν , (2.11)

where the classical source J̄µ = J̄
µ

in
+ J̄

µ
out governs the creation “in” as well as the detection and absorption

“out” of the external electromagnetic field, i.e., strictly speaking, accounts for both sources and sinks of

this field. These two components of the source typically exhibit a causal ordering in time. Equation (2.11)

amounts to the classical inhomogeneous Maxwell equations.

Subsequently, we generalize Eq. (2.11) to the presence of quantum vacuum fluctuations while keep-

ing the assumption that the external field is controlled by J̄µ. In this context, we further clarify and

elaborate on different aspects of the external field concept. To this end, it is convenient to decompose the

external field as Āµ = Ā
µ

in
+ Ā

µ

signal
into an initially applied component generated by J̄

µ

in
and a signal field,

which encodes the quantum vacuum fluctuation mediated nonlinear response to Ā
µ

in
. For definiteness, we

envisage a situation where the different constituents to J̄µ (lasers, magnets, detectors, etc.) are macro-

scopically separated from an interaction region VI, which is the space-time region wherein the effective

self-interactions of the external field Āµ mediated by quantum vacuum fluctuations may become sizable

(focal volume, overlap region of various driving fields, etc.). Outside VI such quantum vacuum nonlin-

earities by definition play no role: they are dramatically suppressed and essentially vanish due to the

fact that here the external field is much weaker than the Schwinger field in combination with the locality
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of QED. This establishes a formal partitioning of the system into an internal interaction and an external

Maxwellian region, and thus allows for an operational definition of Āµ in the outside region, where it

is related to to the source J̄µ governing both the creation of Ā
µ

in
and the detection of Ā

µ

signal
. It should

be noted that, from a conceptual point of view, the specifics of the choice of VI do not matter. At the

same time, the considered scenario closely matches the typical physical setting of experiments aiming

at the verification of strong-field QED effects. For completeness, we also note that especially for field

strengths well below the Schwinger field, resulting only in very small effective nonlinear couplings be-

tween electromagnetic fields, the signal Ā
µ

signal
may often be on the single photon level, i.e., of quantum

nature. However, as it is ultimately assumed to be detected as an asymptotic state far outside VI it is still

useful and natural to attribute this signal to the external field.

This discussion implies that in the presence of quantum fluctuations the equations of motion to be

fulfilled by a consistent external field Āµ can be cast in the following form,

∂µF̄µν +Cν[Ā] = −J̄ν , (2.12)

where Cν[Ā] parameterizes quantum corrections which become negligible outside VI. Correspondingly,

in the outside region we have Cν[Ā] → 0 and Eq. (2.11) is recovered. By contrast, Cν[Ā] can become

relevant inside VI, where however J̄ν = 0. In QED, Cν[Ā] is perturbatively of O(α) and nonlinear and

nonlocal in the field, with the nonlinearities and nonlocalities typically controlled by the Compton scale;

cf. Sec. 2.3 below. To be precise, we emphasize that the above reasoning is only true for external fields

fulfilling
∣
∣
∣ F̄µν(x) ∂2F̄µν(x)

∣
∣
∣ ≪ m2

∣
∣
∣ F̄µν(x)F̄µν(x)

∣
∣
∣ , (2.13)

i.e., fields varying on typical spatio-temporal scales much larger than the Compton wavelength ŻC = 1/m

of the electron, or fields being sufficiently light-like such that ∂2F̄µν ≈ 0 [15]. Equation (2.13) is a direct

consequence of the structure of the vacuum polarization tensor (2.83) mediating between two gauge fields

which, in turn, is dictated by the gauge symmetry; see also Sec. 2.3.3 below. For generic high-frequency

fields refinements are needed: in this case the higher-derivative terms linear in F̄µν encoded in Cν[Ā]

can become sizable also outside VI , resulting in deviations from Eq. (2.11) also there and thus inhibiting

the definition of an external Maxwellian region. We remark that adapting the discussion to arbitrarily

strongly varying external fields is not a problem per se, but just requires a slightly different partitioning

of the effective action into contributions quadratic and nonlinear in F̄µν. However, particularly as the

physically relevant classical electromagnetic fields of high frequency, e.g., ultra-energetic gamma beams,

are light fields fulfilling Eq. (2.13), throughout this work we consider only external fields meeting the

criterion (2.13). This is also in accordance with the original work of Heisenberg and Euler focusing on

the low-energy effective theory of external electromagnetic fields in the quantum vacuum.

Accounting for the fact that, as we have established above, the vacuum fluctuation induced effective

couplings of Āµ are governed by

Γ̃HE[Ā] := ΓHE[Ā] − ΓMW[Ā] = W[J]|J=−(∂F̄) , (2.14)
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it is straightforward to infer that Cν[Ā] = δΓ̃HE[Ā]/δĀν; Eq. (2.14) immediately implies that Γ̃
ℓ-loop

HE
=

Γ
ℓ-loop

HE
for ℓ ≥ 1. In turn, in the presence of quantum fluctuations Eq. (2.11) is superseded by

δΓHE[Ā]

δĀµ
= −J̄µ ↔ ∂µF̄µν = −J̄ν − δΓ̃HE[Ā]

δĀν
, (2.15)

a solution of which constitutes a consistent external field in Eq. (2.8). Thus, once ΓHE[Ā] is obtained,

it can be used for determining Āµ via Eq. (2.15) either by purely classical means or using a Fock space

representation in a quantum optical setting. Both treatments are useful and legitimate. In particular, it

is natural to adopt a mixed representation which treats the applied field Ā
µ

in
classically and the induced

weak signal fields Ā
µ

signal
in terms of Fock space states, as has been put forward in the vacuum emission

picture [16]. We remark that in practice an explicit evaluation of Eq. (2.8) for arbitrary field profiles is

clearly impossible, such that approximate solution strategies of Eq. (2.15) are needed; see the discussion

in the context of Eq. (2.24) below for further details. Moreover, a comparison of Eqs. (2.15) and (2.6)

allows us to infer that the particular choice of the current Jµ which inhibits that Āµ as well as J̄µ provide

a source for the fluctuation field Aµ can alternatively be represented as

Jν = J̄ν +
δΓ̃HE[Ā]

δĀν
. (2.16)

Hence, a shift of the source term as J̄µ → Jµ generalizes the equations of motions for the external field

in the absence of quantum vacuum fluctuations (2.11) to their presence and ensures that the external

quantities Āµ and J̄µ do not couple directly to Aµ.

It should also be noted that the argument of the exponential on the right-hand side of Eq. (2.7) can be

interpreted as the microscopic action of external- or strong-field QED (sfQED) defined in terms of the

quantum fields ψ, ψ̄, Aµ and the external field Āµ, such that

eiΓHE[Ā] =

∫

DA

∫

Dψ̄
∫

Dψ eiSsfQED[ψ,ψ̄,A|Ā] . (2.17)

This action is given by SsfQED[ψ, ψ̄, A|Ā] =
∫

LsfQED with Lagrangian (cf., e.g., Ref. [11])

LsfQED = −
1

4
F̄µνF̄

µν − 1

4
FµνF

µν + ψ̄
(

i /D[A + Ā] − m
)

ψ . (2.18)

Here, the attribute microscopic refers to its explicit dependence on the quantum fields. Equation (2.18)

is very similar to Eq. (2.1), but features two different gauge fields Āµ and Aµ representing external and

internal electromagnetic fields, respectively. As detailed above, by construction these different types of

fields do not exhibit a direct (tree-level) coupling. In the calculation of physical amplitudes within this

theory the quantum field Aµ is typically integrated over and thus can be associated with internal lines in

Feynman diagrams. Conversely, external fields only appear as external lines and represent asymptotic

in- and outgoing fields.

We highlight that Eqs. (2.7), (2.8) and (2.17) fix ΓHE[Ā] up to a constant which can be associated with
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the (missing) normalization of the partition function. It is convenient to choose this constant such that

ΓHE[Ā] vanishes identically for Āµ = 0; this amounts to normalizing the partition function by Z[J = 0],

i.e., replacing Z[J]→ Z[J]/Z[0] in the above expressions.

For the following discussion, we recall that in QFT n-point correlation functions of quantum fields

φ(x) are defined as 〈φ(x1) . . . φ(xn)〉 := 〈0|T {φ̂(x1) . . . φ̂(xn)}|0〉, where φ̂(x) denotes the field opera-

tor associated with the field φ(x) in the Heisenberg picture, T { · · · } is the time-ordering operator and

|0〉 is a vacuum state at every point in spacetime. In the path integral formulation of QFT, we have

〈φ(x1) . . . φ(xn)〉 =
∫

Dφ φ(x1) . . . φ(xn) eiS [φ]/
∫

Dφ eiS [φ], where S [φ] is the microscopic action of the

considered quantum theory. The propagators of the fields are encoded in two-point correlators.

Hence, by identifying S [φ] → SsfQED[ψ, ψ̄, A|Ā], starting from Eq. (2.18) one can then, for in-

stance, determine the full photon propagator in the presence of the external field in position space as
(D[Ā]

)µν
(x, y) = i〈Aµ(x)Aν(y)〉sfQED. To indicate over which microscopic action the averaging is per-

formed we have introduced a label here for clarity. This propagator can conveniently be extracted by

momentarily introducing an auxiliary current sourcing the field Aµ for parameter differentiation which is

set to zero afterwards. By comparison, one can then easily show that the result of this calculation can be

expressed as

(D[Ā]
)µν
= Dµν − Dµα

(
δ2Γ̃HE[Ā]

δĀαδĀβ
+ i

δΓ̃HE[Ā]

δĀα

δΓ̃HE[Ā]

δĀβ

)

Dβν (2.19)

in terms of functional derivatives of Γ̃HE[Ā] as defined in Eq. (2.14) and the bare photon propagator Dµν.

The inverse of the latter appears in the Maxwell term 1
4
FµνF

µν = 1
2
Aµ(D−1)µνAν + total derivative. In

momentum space and accounting for a gauge fixing term (generalized Lorenz gauge) we have

Dµν(p, p′) = (2π)4δ(p + p′)
1

p2 − i0+

(

gµν − (1 − ξ) pµpν

p2 − i0+

)

, (2.20)

with ξ = 1 in Feynman gauge; we use all-incoming conventions, which implies that all external mo-

menta in a given Feynman diagram are formally considered as incoming and thus come with the same

sign. Due to translational invariance in the field-free vacuum the free photon propagator only depends

on the momentum transfer pµ. We emphasize that this is in general no longer the case in inhomoge-

neous external fields that can transfer momentum to the photon line via the coupling to charged particle

fluctuations. This effect is encoded in the second term in Eq. (2.19) which accounts for all possible modi-

fications of photon propagation due to quantum fluctuations of virtual electrons, positrons and photons in

the external field. Because external fields can source photons, Eq. (2.19) comprises both connected and

disconnected contributions [12]. To understand and illustrate this, we recall that the exact Lagrangian

describing photon propagation in the quantum vacuum subjected to Āµ can be parameterized as

L = −1

2
Aµ

(

D−1 + Π[Ā]
)µν

Aν + jµAµ (2.21)

in terms of the photon polarization tensor (Π[Ā])µν and an induced photon current ( j[Ā])µ. By definition,

on the level of the Lagrangian propagation effects are encoded in contributions up to quadratic order in

the considered field. A comparison of the photon propagator arising from Eq. (2.21) with Eq. (2.19)
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Figure 2.1: Representative Feynman diagrams that constitute (Π[Ā])µν at two loops. There are both 1PI

(left) and 1PR (right) contributions [12]. The double line denotes the Dirac propagator dressed to all

orders in the external field Āµ and the wiggly line represents a photon propagator; cf. also Fig. 2.2 below.

allows to establish the following relations,

(i):
δ2Γ̃HE[Ā]

δĀαδĀβ
= −

[

Π[Ā]
(

1 + DΠ[Ā]
)−1

]

αβ
and (ii):

δΓ̃HE[Ā]

δĀα
=

[

j[Ā]
(

1 + DΠ[Ā]
)−1

]

α
. (2.22)

These expressions reflect the fact that beyond one loop the functional derivatives of ΓHE[Ā] for Āµ account

for both 1PI and 1PR structures that (i) mediate the interaction between the two open indices, and (ii)

connect the current ( j[Ā])µ with the open index. Conversely, (Π[Ā])µν and ( j[Ā])µ are manifestly 1PI

with regard to the diagrammatic structure (i) mediating between the two indices, and (ii) ending at the

open index. This means that, as opposed to the former quantities, it is impossible to truncate any of

the diagrams constituting the latter ones by cutting a single photon line and subsequently moving an

open index further inside. At the same time this provides us with a prescription allowing to extract the

latter from the former on a diagrammatic level: draw all diagrams constituting the former and eliminate

all those which can be further amputated with regard to the open indices by cutting a single photon

line. Note that this nevertheless does not render (Π[Ā])µν completely one-particle irreducible because in

external fields it can still contain 1PR tadpole structures [12, 17]. See Fig. 2.1 for an example.

Moreover, we explicitly highlight that the above definition of exact correlation functions in the pres-

ence of an external field, such as Eq. (2.19), based on the microscopic action of strong-field QED involves

a normalization by the partition function of this theory. The latter actually describes the vacuum in the

presence of the external field. Alternatively one may rather want to capture all effects beyond the vacuum

of QED at zero field by correlation functions like the photon propagator. This can be easily implemented

by multiplication of the quoted result with a factor of
∫

Dφ eiSsfQED[φ|Ā]/
∫

Dφ eiSQED[φ] = eiΓHE[Ā], which

immediately ensures the desired normalization on the QED vacuum at zero field. Note, however, that

this transformation to another physical vacuum generically gives rise to (additional) disconnected con-

tributions to correlation functions that have to be consistently accounted for.

Finally, we provide yet another representation of ΓHE[Ā]. Using the definitions just introduced, it is

obvious that the appropriately normalized variant of Eq. (2.17) can be compactly represented as

eiΓHE[Ā] =
〈

ei
∫

(− 1
4

F̄µνF̄µν+ j̄µĀµ)
〉

QED
, (2.23)

with tree-level quantum current j̄µ = eψ̄γµψ. The integrand in the exponential on the right-hand side

of Eq. (2.23) clearly resembles the Lagrangian of classical electrodynamics characterized by a gauge

potential Āµ coupled to a charged-particle current j̄µ. In the absence of the latter, the free Maxwell
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theory is recovered. From the representation (2.23) it is also evident that exp{iΓHE[Ā]} amounts to the

vacuum persistence amplitude parameterizing the probability amplitude for the initial vacuum state to

persist in the presence of the external field Āµ [4].

We emphasize that gauge and Lorentz invariance severely constrain the structure of LHE: the entire

dependence on the external field Āµ is to be encoded in the field strength tensor F̄µν and its dual ⋆F̄µν =

1
2
ǫµνρσF̄ρσ, which in turn is fully determined by F̄µν. Recall that the explicit occurrence of the gauge

field in the QED Lagrangian (2.1) is a direct consequence of the gauge transformation of the Dirac field

which has been integrated out in the derivation of LHE. In position space, the only viable additional

building block is the derivative operator ∂µ. As LHE is a Lorentz scalar all Minkowski indices have to be

contracted, which directly implies evenness in ∂µ. Correspondingly, LHE can be organized in terms of

a derivative expansion, where the 2nth-order contribution contains 2n powers of the derivative operator

and n ∈ N0. In turn, the Heisenberg-Euler effective action can be schematically expressed as

ΓHE[Ā] =

∫

d4xLHE(F̄, ∂F̄, ∂2F̄, . . .) , (2.24)

where the LagrangianLHE is a function of F̄µν and arbitrary powers of derivatives thereof. This derivative

expansion constitutes a very important approach: at least in principle, it allows to ensure the above

requirement on Āµ to be a solution of Eq. (2.15) at each order of the expansion without needing to

evaluate Eq. (2.8) for generic space-time dependent Āµ from the outset. Note, however, that higher-

derivative theories often come with inherent conceptual limitations on the parameter regime which can

be reliably studied on their basis [18] and ultimately resummations will be necessary.

Also note that F̄0i = Ei and F̄i j = ǫi jkBk. In fact, all Lorentz-contracted monomials of the field

strength tensor and its dual are reducible to the gauge-invariant Lorentz scalars

F = 1

4
F̄µνF̄

µν =
1

2
(~B2 − ~E2) and G = 1

4
F̄µν

⋆F̄µν = −~B · ~E (2.25)

by the identities [19]

F̄µαF̄ν
α − ⋆F̄µα⋆F̄

ν
α = 2F gµν ,

F̄µα⋆F̄ν
α =

⋆F̄µαF̄
ν
α = Ggµν ,

(2.26)

such that the external field dependence of the contribution involving no derivatives acing on F̄µν can

be expressed in terms of F and G only. As a consequence of the fact that QED is CP invariant, i.e.,

respects a charge conjugation parity symmetry, and because of Furry’s theorem [20] (charge conjugation

invariance of the QED vacuum) ΓHE[Ā] in fact is even in the elementary charge e as well as both F̄µν and

⋆F̄µν. This directly implies evenness of the zero-derivative contribution to LHE in the pseudoscalar G.

Instead of F and G2 often also the so-called secular invariants

c± =
( √F 2 + G2 ± F )1/2

(2.27)

are used. Note that also G2 can be expressed in terms of the field strength tensor alone; cf. Eq. (A.1).



2.2. HEISENBERG-EULER EFFECTIVE ACTION 15

2.2 Heisenberg-Euler effective action

As detailed above, an explicit determination of ΓHE[Ā] requires evaluating the functional integrals over

the fluctuation fields ψ, ψ̄ and Aµ. Performing the integrations over the fermion fields ψ and ψ̄ in Eq. (2.4)

in the form as it enters Eq. (2.7) with the help of the identity
∫

Dψ̄
∫

Dψ exp
{−i

∫

ψ̄Mψ
}

= det M yields

S ψ[Ā + A] = −i ln det
(

G−1[Ā + A]
)

, (2.28)

where G−1[Ā+A] = −i /D[Ā+A]+m is the inverse Dirac propagator dressed to all orders in the combined

field Āµ + Aµ and the functional determinant is over both spinor indices and coordinate space. In result,

only the integration over Aµ in Eq. (2.7) remains to be carried out. Adopting this order of integration,

the latter cannot be performed in closed form. It can however be tackled perturbatively by expanding

Eq. (2.28) in powers of Aµ. The relevant all-order Taylor expansion of S ψ[Ā + A] can be formally cast

into the form

S ψ[Ā + A] = S ψ[Ā] +

∞∑

n=1

1

n!

∫

. . .

∫
(

S
(n)
ψ [Ā]

)σ1...σn Aσ1
. . . Aσn

, (2.29)

where we used the shorthand notation

(

S
(n)
ψ [Ā]

)σ1...σn :=
δnS ψ[A]

δAσ1
. . . δAσn

∣
∣
∣
∣
∣
A=Ā

(2.30)

for the effective vertices coupling n quantum fields. The nth contribution to Eq. (2.29) involves n in-

tegrals: each contraction of a pair of Minkowski indices comes with an integration over the associated

common variable. Note that effective couplings of generic order n ∈ N are generated.

On the other hand, with the identity ln det M = Tr ln M Eq. (2.28) can be represented as

S ψ[Ā + A] = S ψ[Ā] + i

∞∑

n=1

1

n
Tr

{(

e /AG[Ā]
)n}

. (2.31)

Here, the trace Tr{·} = trγtr{·} is over both spinor indices and coordinate space; we denote the Dirac trace

over spinor indices by trγ and the trace over either position or momentum space by tr{·} ≡
∫

x
〈x| · |x〉 =

∫

p
〈p| · |p〉. A comparison of Eqs. (2.29) and (2.31) allows us to infer the following identity,

(

S
(n)
ψ [Ā]

)σ1...σn = (n − 1)! ien Tr
{

γσ1G[Ā] . . . γσnG[Ā]
}

(2.32)

for n ∈ N. Particularly from Eq. (2.32) it is obvious that the effective couplings S
(n)
ψ [Ā], and thus also

S ψ[Ā+A], are one-loop quantities arising from a single fermion loop. While accounting for the coupling

to the external field Āµ to all orders in the combined parameter eĀµ, the effective vertices exhibit an

overall scaling S
(n)
ψ [Ā] ∼ en. This immediately implies that each joining of vertices by a photon line

(both of two indices of the same vertex and of distinct vertices) comes with a factor of e2 ∼ α. The

functional integration over the dynamical photon field Aµ generically implements such contractions. In

turn, upon plugging the expansion (2.29) into Eq. (2.7) the sum generates contributions to ΓHE[Ā] from
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Figure 2.2: The double (single) straight line denotes the dressed (free) Dirac propagator accounting for

arbitrarily many couplings to the external field Āµ represented by wiggly lines ending at crosses.

order α onwards.

Thus in effect the perturbative expansion of Eq. (2.28) in the fluctuation field Aµ implies a perturbative

expansion of ΓHE[Ā] in powers of α. Accounting for the fact that S
(n)
ψ [Ā] are one-loop quantities it

is then straightforward to see that an ℓ-loop contribution to the Heisenberg-Euler effectively scales as

Γ
ℓ-loop

HE
[Ā] ∼ αℓ−1 for ℓ ∈ N. This in particular implies that S ψ[Ā] constitutes the full one-loop correction

to classical Maxwell theory, i.e., Γ
1-loop

HE
[Ā] = S ψ[Ā]. As a direct consequence, S

(1)
ψ [Ā] = j1-loop[Ā]

amounts to the one-loop photon current induced by Āµ, and S
(2)
ψ [Ā] = −Π1-loop[Ā] to the one-loop photon

polarization tensor evaluated in the presence of Āµ in line with Eq. (2.22).

On the other hand, it should also be noted that the occurrence of the disconnected contribution in

Eq. (2.19) invalidates the equivalence between counting numbers of loops and powers of α for the full

photon propagator in an external field. This is already obvious from the leading quantum correction,

as clearly (Π1-loop[Ā]) ∼ ( j1-loop[Ā])2 ∼ α even though the current-current contribution comprises two

loops.

Also note that upon adopting Eq. (2.31) with Ā → 0 and A → Ā to expand S ψ[Ā] in powers of Āµ

we obtain

S ψ[Ā] − S ψ[0] = i

∞∑

n=1

1

n
Tr

{(

e /̄AG[0]
)n}
= i

∞∑

n=2

1

2n
Tr

{(

e /̄AG[0]
)2n}

, (2.33)

with free inverse Dirac propagator G−1[0] = −i/∂ + m. Here, we made use of the fact that effective

couplings of an odd number of gauge fields vanish identically because of Furry’s theorem [20] in the

second step.† This implies that the one-loop result S ψ[Ā] accounts for the effective coupling of arbitrary

even powers of the combination eĀµ. Using a perturbative expansion of the Dirac propagator dressed in

the external field (cf. Fig. 2.2),

G[Ā] = G[0]

∞∑

n=0

(

e /̄AG[0]
)n
, (2.34)

it can be readily shown that for the same reason S
(n)
ψ [Ā] with n odd (even) receives non-vanishing contri-

butions only from terms odd (even) in eĀµ. This explains why the effective coupling of an odd number

of Aµ mediated by a single fermion loop becomes possible in the presence of an external field as opposed

to QED at zero field: in the constituting diagrams the odd coupling to Aµ is compensated by an odd

coupling to Āµ resulting in an overall even coupling to the gauge field compatible with Furry’s theorem.

As Eq. (2.28) is a priori defined up to an arbitrary additive constant, it is customary to define S ψ[Ā]

relative to the (divergent) vacuum contribution S ψ[0], which is to be subtracted; cf. Eq. (2.33). We will

†This can be easily shown by inserting the identity C−1C = 1 with charge conjugation operator matrix C between each factor

in Eq. (2.32) specialized to Āµ = 0 and using CγµC−1 = −(γµ)T ; note that CG(p)C−1 = GT (−p) for the free Dirac propagator

G = G[0] in momentum space.
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subsequently adopt this choice and set S ψ[Ā] − S ψ[0]→ S ψ[Ā].

In a next step, we aim at establishing the explicit form of higher order contributions to ΓHE[Ā] from

Eq. (2.7). Upon insertion of Eq. (2.29) and employing the series representation of the exponential func-

tion, we obtain

eiΓHE[Ā] = ei
∫

(− 1
4

F̄µνF̄µν) eiS ψ[Ā]

∫

DA eiS <3[Ā,A]
∞∑

l=0

1

l!

(

iS ≥3[Ā, A]
)l
, (2.35)

where we split the terms in the exponential depending on the dynamical photon field in two contribu-

tions coupling less than three and three or more Aµ fields, respectively. To keep notations compact, we

introduced the shorthand notations

S <3[Ā, A] :=

∫
(

S
(1)
ψ [Ā]

)µ
Aµ −

1

2

"

Aµ
(

D−1 − S
(2)
ψ [Ā]

)µν
Aν ,

S ≥3[Ā, A] :=

∞∑

n=3

1

n!

∫

. . .

∫
(

S
(n)
ψ [Ā]

)σ1...σn Aσ1
. . . Aσn

, (2.36)

where we rewrote the Maxwell term for the Aµ field in terms of the inverse bare photon propagator

(D−1)µν. The decomposition in Eq. (2.35) is motivated by the fact that Gaussian functional integrals can

be performed explicitly. In the present case, this yields

∫

DA eiS <3[Ā,A] = e
i
2

! (

S
(1)
ψ [Ā]

)

µ

[(

D−1−S
(2)
ψ [Ā]

)−1] µν(

S
(1)
ψ [Ā]

)

ν det −1/2(D−1 − S
(2)
ψ [Ā]

)

. (2.37)

Taking the logarithm on both sides of Eq. (2.35) we arrive at the following representation of the effective

action

ΓHE[Ā] = −1

4

∫

F̄µνF̄
µν + S ψ[Ā] − i ln

∫

DA eiS <3[Ā,A]

− i ln

(

1 +

∞∑

l=1

1

l!

∫

DA eiS <3[Ā,A](iS ≥3[Ā, A]
)l
/ ∫

DA eiS <3[Ā,A]

)

, (2.38)

which can now be evaluated at any desired accuracy in a perturbative loop expansion using the series

expansion of ln(1 + χ) about χ = 0, yielding ln(1 + χ) = −∑∞
n=1(−χ)n/n. To this end it is particularly

useful to shift
(

S
(1)
ψ

)µ
in Eq. (2.37) by a source term Jµ, allowing to generate powers of Aµ in the integrand

in the second line of Eq. (2.38) by performing functional derivatives for this source term and setting

Jµ = 0 at the very end of the calculation. Therewith we can write

ΓHE[Ā] = −1

4

∫

F̄µνF̄
µν + S ψ[Ā] +

i

2
ln det

(

D−1 − S
(2)
ψ [Ā]

)

+
1

2

"

(

S
(1)
ψ [Ā]

)

µ

[(

D−1 − S
(2)
ψ [Ā]

)−1] µν(
S

(1)
ψ [Ā]

)

ν

− i ln

(

1 +

∞∑

l=1

1

l!

(

iS ≥3

[

Ā,−i δδJ

])l
e

i
2

!

Jµ
[(

D−1−S
(2)
ψ [Ā]

)−1] µν(

J+2S
(1)
ψ [Ā]

)

ν

) ∣
∣
∣
∣
∣
∣
J=0

. (2.39)
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Figure 2.3: Diagrammatic representation of the Heisenberg-Euler effective action up to two loops. For

the definition of the double line see Fig. 2.2.

Apart from the free Maxwell action and the one-loop effective action S ψ[Ā], the first two lines of

Eq. (2.39) account for scalar combinations involving generic powers of S
(1)
ψ [Ā] and S

(2)
ψ [Ā] contracted

by photon propagators. This results in contributions of arbitrary order in α. Particularly the expression in

the second line describes the effective interaction of two currents via the photon propagator dressed to all

orders by the one-loop polarization tensor, i.e., comprises reducible one-loop bubble chains of arbitrarily

order. On the other hand, the third line encompasses all contributions involving effective vertices S
(n)
ψ [Ā]

with n ≥ 3. Equation (2.39) in particular allows to read off the explicit expression for Γ
2-loop

HE
[Ā]. The

latter can be represented as

Γ
2-loop

HE
[Ā] = − i

2
Tr

(

DS
(2)
ψ [Ā]

)

+
1

2

"

(

S
(1)
ψ [Ā]

)

µDµν(S
(1)
ψ [Ā]

)

ν , (2.40)

where the trace Tr{·} is now over both Minkowski indices and coordinate space. Equation (2.40) clearly

decomposes into a 1PI (the first term) and a 1PR (the second term) contribution. See Fig. 2.3 for an

illustration depicting the two-loop contributions in the same order as in Eq. (2.40).

The explicit determination of higher-loop contributions Γ
ℓ-loop

HE
[Ā] with ℓ ≥ 3 along these lines in

addition requires parameter differentiations for Jµ and an expansion of the logarithm in the last line of

Eq. (2.39).

For the sake of completeness, we note that alternatively one may, of course, perform the functional

integration over Aµ prior to that over the charged particle field. Adopting this order of integrations, the

functional integration over Aµ in Eq. (2.17) is of Gaussian type and can be carried out explicitly. Up to

an overall field-independent normalization factor which can be dropped, this yields

eiΓHE[Ā] = ei
∫

(− 1
4

F̄µνF̄µν)

∫

Dψ̄
∫

Dψ ei
∫

ψ̄(i /D[Ā]−m)ψ+i 1
2

!

e2(ψ̄γµψ)Dµν(ψ̄γ
νψ) . (2.41)

Correspondingly, the resulting action in the exponential on the right-hand side of Eq. (2.41) features an

effective, nonlocal four-fermion interaction. Aiming at the extraction of higher loop contribution from

this expression, one can make use of a perturbative expansion in powers of the four-fermion interaction

term, while at the same time accounting for the full dressing of the charged-particle propagator by the

external field to all orders. The result for Γ
ℓ-loop

HE
[Ā] is then encoded in the contribution containing ℓ − 1

powers of this interaction term. We point out that upon re-expressing the factor of e2 governing the

strength of the four-fermion interaction in terms of the fine structure constant, from Eq. (2.41) the distinct

nature of the parameters e (parameterizing the coupling to the external field via eĀµ) and α (governing the

loop expansion) becomes particularly transparent. Moreover, in this context we emphasize once again

that, as opposed to QED at zero field, in the presence of an external field the vacuum expectation value of
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〈ψ̄γµψ〉(x) is generically non-zero because it is effectively sourced by Āµ. This suggests that Eq. (2.41)

defines a non-trivial mean field theory already in the Hartree approximation [21]. We note that to this end

it is especially convenient to shift the fluctuation field in Eq. (2.17) as Aν → Aν + e
∫

ψ̄γµψDµν := Jν,
which allows to rewrite it identically as

eiΓHE[Ā] = ei
∫

(− 1
4

F̄µνF̄µν)

∫

Dψ̄
∫

Dψ
∫

DA ei
∫

ψ̄(i /D[Ā+J]−m)ψ−i 1
2

!

Jµ(D−1)µνJν . (2.42)

The Hartree approximation then amounts to simply identifying Jν with its expectation value J̄ν :=

〈J̄ν〉 = e
∫

〈ψ̄γµψ〉Dµν; cf., e.g., Ref. [22]. For standard QED at zero field we clearly have J̄µ = 0 and

the trivial theory of massive free fermions is recovered. We also remark that Eq. (2.42) can alternatively

be understood as a Hubbard-Stratonovich transformation [23, 24] of the non-local four-fermion theory

on the right-hand side of Eq. (2.41).

In a next step, we aim at providing an alternative representation of the one-loop effective action

S ψ[Ā]. Therefore, we first note that with the help of Eq. (2.28) we can write

S ψ[Ā] = −−− = −i ln det
(−i /D[Ā] + m

)

+ i ln det
(−i/∂ + m

)

. (2.43)

In even space-time dimensions we can define a matrix γ5 (in four dimensions: γ5 = iγ0γ1γ2γ3) which

anticommutes with the Dirac matrices γµ, i.e., fulfills {γµ, γ5} = 0 and (γ5)2 = 1. Upon insertion of this

identity into the determinant it is easy to show that det(−i /D + m) = det(i /D + m), such that

S ψ[Ā] = − i

2
ln det

(
/D2

[Ā] + m2) +
i

2
ln det

(
/∂2
+ m2) . (2.44)

Using the defining property for the gamma matrices {γµ, γν} = −2gµν1 and the definition σµν := i
2
[γµ, γν]

one can straightforwardly show that /D2
[Ā] = −D2[Ā] − e

2
σµνF̄µν.

‡ Therewith, we obtain

S ψ[Ā] = − i

2
Tr ln

(−D2[Ā] + m2 − e
2
σµνF̄µν

)

+
i

2
Tr ln

(−∂2 + m2) . (2.45)

For completeness, we note that Eq. (2.45) closely resembles the analogous result for scalar electrody-

namics§: the latter is recovered by multiplication with an overall minus sign, omitting the term ∼ σµνF̄µν

and skipping the Dirac trace; cf. also the Appendix A.2. In addition using the parameter integral repre-

sentation of the logarithm,

− ln M + ln M0 =

∫ ∞

0

dT

T

(

e−iMT − e−iM0T )

for Im{M,M0} < 0 , (2.46)

and taking into account the implicit prescription m2 → m2−i0+, which can be traced back to the Feynman

prescription in the propagator and is implied throughout this work, we arrive at the following integral

‡Subsequently we suppress the explicit notation of 1 whenever clear from the context.
§Scalar QED is the analogue of standard (or spinor) QED with the spinor field describing spin-1/2 fermions replaced by a

spinless complex scalar field minimally coupling to the gauge potential.
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representation of Eq. (2.43)

S ψ[Ā] =
i

2

∫ ∞

0

dT

T
e−im2T

(

Tr ei(D2[Ā]+ e
2
σµνF̄µν)T − Tr ei∂2T

)

. (2.47)

An explicit evaluation of the traces for a given gauge field Āµ in general requires the determination of the

eigenvalues of the differential operators D2[Ā] + e
2
σµνF̄µν and ∂2.

The exponential functions in Eq. (2.47) have the form of time evolution operators Û(T ) = exp{−iĤT }
in quantum mechanics with time-independent Hamilton operator Ĥ. In fact, the variable T can be iden-

tified with proper time [25] and a parameter integral representation like Eq. (2.47) is therefore often

referred to as proper time representation [4]. Making use of the fact that the time evolution kernel

〈x′|Û(T )|x〉 can be expressed as a quantum mechanical path integral, we arrive at the worldline path in-

tegral representation of the one-loop effective action [26]. Of course, the worldline representation of the

fermion propagator dressed in the external field can be constructed along the same lines.

Explicit analytical results for Eq. (2.47) accounting for all orders in the coupling to eĀµ are only avail-

able for several special cases, namely constant electromagnetic fields, F̄µν = const.↔ ∂αF̄µν = 0 [2–4],

and specific one-dimensional field inhomogeneities [27–32]. However, we emphasize that in general the

determination of higher-loop contributions to ΓHE[Ā] via Eq. (2.29) using functional derivatives (2.30)

of course requires results for S ψ[Ā] in arbitrary fields Āµ. A notable exception is the one-loop photon

current S
(1)
ψ [Ā] in a constant field which can be obtained directly via functional differentiation from the

constant-field one-loop effective action [12]. The reason for this is that constant fields cannot transfer

momentum to a virtual charged particle loop; cf. Eq. (2.75) below.

On the other hand, making use of the fact that the dressed Dirac propagator G[Ā] is known explicitly

in constant fields [4], though technical challenging, at least in principle Eq. (2.32) allows to work out

all the relevant building blocks to determine a generic ℓ-loop contribution to ΓHE[Ā] in constant fields.

The same is true for all inhomogeneous fields Āµ for which the associated dressed Dirac propagator is

available. Ritus [33] used this approach to provide an explicit expression for the 1PI contribution to

Γ
2-loop

HE
[Ā] in a constant field. Along the same lines Batalin and Shabad [34] worked out the explicit result

for the one-loop photon polarization tensor S
(2)
ψ [Ā] in a constant field; see also Sec. 2.3.2 below.

Finally, in this context we also note that ΓHE[Ā] vanishes identically in transverse null fields F̄µν =

F̄µν(κ · x) that are characterized by κ2 = 0 and κµF̄µν = 0 as well as F = G = 0. Prominent examples

are either a single plane wave or a constant-crossed field [4]. This is a direct consequence of the fact

that LHE depends on the external field only via monomials of F̄µν, ⋆F̄µν and derivatives ∂µ thereof with

all Minkowski indices contracted; cf. the paragraph below Eq. (2.23). In particular, recall that the zero-

derivative contribution can be expressed exclusively in terms of the Lorentz scalar invariants F and G.
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2.3 Explicit analytical insights at one loop

2.3.1 Heisenberg-Euler effective Lagrangian

In a next step we explicitly work out the result for Γ
1-loop

HE
[Ā] = S ψ[Ā] at zeroth order in a derivative

expansion with respect to the strength F̄µν of the external field. Because to this order the scalar invariants

to be formed by contractions of F̄µν and ⋆F̄µν are exactly the same as those for F̄µν = const. we can

without loss of generality formally perform the calculation for strictly constant fields. The corresponding

expression has first been derived already in the mid-1930s by Heisenberg, Euler [2] and Weisskopf [3]

for both spinor and scalar QED. Subsequently adopting the substitution F̄µν → F̄µν(x) in the result of

the constant-field calculation we finally arrive at the expression which holds for fields of arbitrary space-

time dependence. As long as the considered external fields vary so slowly that all higher-order derivative

terms can be safely neglected this result even constitutes an excellent approximation to the full result for

ΓHE[Ā] at one loop.

For F̄µν = const. we of course have [D2[Ā], F̄µν] = 0, such that exp{i(D2[Ā] + e
2
σµνF̄µν)T } =

exp{iD2[Ā]T } exp{i e
2
σµνF̄µνT }, where only the second factor has a nontrivial Dirac matrix structure.

Aiming at performing the Dirac trace we first note that ( 1
2
σµνF̄µν)

2 = 1
8
{σµν, σαβ}F̄µνF̄αβ = 2(F + iγ5G),

where we employed the identity 1
2
{σµν, σαβ} = gµαgνβ − gµβgνα + iγ5ǫ

µναβ [4]; the latter follows from the

anticommutation relations of the Dirac matrices, trγγ5 = 0 and trγ(γ5γ
µγνγαγβ) = −4iǫµναβ. Second, we

note that because of (γ5)2 = 1 and trγγ5 = 0 the eigenvalues of γ5 in 3 + 1 space-time dimensions are

doubly degenerate and given by ±1 [4]. This immediately implies that the eigenvalues of ( 1
2
σµνF̄µν)

2 are

also doubly degenerate and read 2(F ± iG) or equivalently (c+± ic−)2; cf. Eq. (2.27). Taking into account

that σµν is traceless, it is then obvious that the four eigenvalues of 1
2
σµνF̄µν are given by ±(c+ ± ic−),

which implies

trγ ei e
2
σµνF̄µνT = 4 cos(ec+T ) cosh(ec−T ) . (2.48)

Hence, in constant fields Eq. (2.47) can be expressed as

S ψ[Ā] = 2i

∫ ∞

0

dT

T
e−im2T

(

cos(ec+T ) cosh(ec−T ) tr eiD2[Ā]T − tr ei∂2T
)

, (2.49)

where only the trace over coordinate space remains to be performed. The explicit evaluation of this trace

can be significantly simplified by recalling that for constant fields S ψ[Ā] depends on the external field

only in terms of the two independent gauge-invariant Lorentz scalars F and G2, or c±, respectively; see

the corresponding discussion in the context of Eq. (2.26). In particular for the special case of ~E ‖ ~B there

is a one-to-one correspondence between the two sets of independent variables B = |~B|, E = |~E| and c+, c−,

namely B↔ c+ and E ↔ c−. This implies that the result in arbitrary constant fields can be determined by

actually performing a calculation for this special case only. Correspondingly, without loss of generality

we choose the gauge potential Āµ(x) = (0, 0, c+x,−c−t) which ensures the electromagnetic fields to be

given by ~B = c+~ez and ~E = c−~ez. In turn, we have D2[Ā] = ∂2
x + (∂y − iec+x)2 + (∂z + iec−t)2 − ∂2

t .

The second trace in Eq. (2.49) can be evaluated straightforwardly in momentum space as ∂µ = ip̂µ,

with momentum operator p̂µ fulfilling p̂µ|pµ〉 = pµ|pµ〉. Also note that 〈p′µ|pµ〉 = 2π δ(p′µ − pµ) and
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〈x′µ|xµ〉 = δ(x′µ − xµ), such that 〈pµ|pµ〉 =
∫

dxµ. Therewith we obtain

tr ei∂2T =

∫

p

〈p|ei∂2T |p〉 = V (4)

∫

p

e−ip2T = −iV (4) 1

16π2

1

T 2
, (2.50)

with space-time volume V (4). Similarly, the argument of the first trace in Eq. (2.49) depends on the y and

z components only via ∂y and ∂z. On the other hand, it exhibits an explicit dependence on both ∂x, ∂t

and x, t. We perform the trace over its y and z components in momentum space and that over its t and x

components in position space. After shifting t → t − pz

ec−
and x→ x +

py

ec+
, this results in

tr eiD2[Ā]T =

∫

dy

∫
dpy

2π

∫

dx 〈x| e−i2[ 1
2

(−i∂x)2+ 1
2

(ec+)2x2]T |x〉

×
∫

dz

∫

dpz

2π

∫

dt 〈t|ei2[ 1
2

(−i∂t)
2+ 1

2
(iec−)2t2]T |t〉 . (2.51)

It is now helpful to note that the expressions in the squared brackets in Eq. (2.51) can be interpreted

as Hamilton operators of a quantum harmonic oscillator in one dimensions, Ĥ = 1
2m

p̂2
x +

1
2
mω2x̂2,

whose eigenvalues are given by En = ω(n + 1
2
), with n ∈ N0. For the expression in the upper line of

Eq. (2.51) we have ω = ec+. The expression in the lower line is to be understood as harmonic oscillator

with analytically continued frequency ω = iec−. This reflects the fact that as a direct consequence of

S ψ[Ā] = S ψ(F ,G2) in a constant field and because of F = (c2
+ − c2

−)/2 and G2 = (c+c−)2 there should

exist a mapping c2
+ ↔ −c2

− which leaves S ψ[Ā] at zeroth order in a derivative expansion invariant. The

seemingly equally justified identification ω = −iec− would yield a divergent result, which would also be

incompatible with the limit of c− → 0 considered in the second line of Eq. (2.53) below. Hence, we have

tr eiD2[Ā]T =

∞∑

n=0

∫

dy

∫
dpy

2π

∫

dx |〈x|n〉|2 e−iec+(2n+1)T

×
∞∑

n′=0

∫

dz

∫

dpz

2π

∫

dt |〈t|n′〉|2 e−ec−(2n′+1)T

=V (4)
∞∑

n=0

ρ(n) e−iec+(2n+1)T
∞∑

n′=0

ρ′(n′) e−ec−(2n′+1)T . (2.52)

where we introduced dimensionless densities of states ρ(n) and ρ′(n′) associated with the discrete eigen-

values in the last step. These can be readily determined by accounting for the fact that the difference of

Eqs. (2.52) and (2.50) have to vanish for {c+, c−} → 0, which implies

lim
c+→0

∞∑

n=0

ρ(n) e−iec+(2n+1)T =

∫

dpx

2π

∫
dpy

2π
e−i(p2

x+p2
y)T ,

lim
c−→0

∞∑

n′=0

ρ′(n′) e−ec−(2n′+1)T =

∫

dpz

2π

∫

dpt

2π
e−i(p2

z−p2
t )T =

∫

dpz

2π

∫

dpt

2π
e−(p2

z+p2
t )T . (2.53)
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Defining p2
⊥ ≡ p2

x + p2
y and ∆p2

⊥ = 2ec+, the first line of Eq. (2.53) can be expressed as

lim
c+→0

∞∑

n=0

∆p2
⊥
ρ(n)

2ec+
e−in∆p2

⊥T =
1

4π

∫ ∞

0

dp2
⊥ e−ip2

⊥T , (2.54)

allowing us to infer ρ(n) = ec+/(2π). Analogously, the second line yields ρ′(n′) = ec−/(2π). In turn,

Eq. (2.52) can be expressed in the compact form

tr eiD2[Ā]T = −iV (4) 1

16π2

1

T 2

(ec+T )(ec−T )

sin(ec+T ) sinh(ec−T )
. (2.55)

Upon plugging Eqs. (2.50) and (2.55) into Eq. (2.49), we arrive at the compact expression

S ψ[Ā] = V (4) 1

8π2

∫ ∞

0

dT

T 3
e−im2T

(
(ec+T )(ec−T )

tan(ec+T ) tanh(ec−T )
− 1

)

. (2.56)

The integrand in Eq. (2.56) is clearly invariant under the mapping c+ ↔ −ic− compatible with Eq. (2.52).

However, only if the integration contour of the proper time integration is assumed to lie slightly below

the positive real T axis, no poles in the complex T plane are crossed when continuously deforming c+ ↔
−ic−. This fixes the proper time integration contour in Eq. (2.56) to lie slightly below the positive real

T axis [33, 35]. Also note that only a contour fulfilling Im{T } ≤ 0 is fully consistent with the Feynman

prescription m2 → m2 − i0+; otherwise ambiguities concerning the decay of the overall exponential

factor e−im2T would arise for finite values of m and T . Employing the change of variable T → −iT and

a rotation of the integration contour in the complex plane which leaves the integral invariant, Eq. (2.56)

can be alternatively represented as

S ψ[Ā] = −V (4) 1

8π2

∫ ∞

0

dT

T 3
e−m2T

(
(ec+T )(ec−T )

tanh(ec+T ) tan(ec−T )
− 1

)

, (2.57)

where the integration contour is now implicitly assumed to lie slightly above the positive real T axis. In

the present context, this implies the following rule: for proper time representations featuring an overall

factor of e−im2T (e−m2T ) integrated along the positive real T axis, the integration contour is implicitly

assumed to lie slightly below (above) the real axis.

The associated Lagrangian follows as L1-loop

HE
= S ψ[Ā]/V (4). Note however that this result is diver-

gent and requires renormalization. The divergence arises from the small T behavior of the integrand in

Eq. (2.57), namely the contribution ∼ T 2 in the following expansion,

(ec+T )(ec−T )

tanh(ec+T ) tan(ec−T )
− 1 =

2

3
F (eT )2 + O(T 4) . (2.58)

Isolating this UV divergent (recall that T has inverse mass dimension, i.e., small T correspond to large

energies) contribution ∼ F in Eq. (2.57) and introducing a regulator Λ of dimension mass, we obtain

L1-loop

HE
= −F α

3π

∫ ∞

1/Λ2

dT

T
e−m2T − 1

8π2

∫ ∞

0

dT

T 3
e−m2T

(
(ec+T )(ec−T )

tanh(ec+T ) tan(ec−T )
− 1 − 2

3
(eT )2F

)

, (2.59)



24 CHAPTER 2. THE QUANTUM VACUUM IN AN EXTERNAL ELECTROMAGNETIC FIELD

where the limit of Λ → ∞ is implicitly understood. Clearly, the second integral in Eq. (2.59) scales

at least quartic in the external field eF̄µν. The first integral can be explicitly carried out, such that the

divergent contribution becomes

L1-loop

HE

∣
∣
∣∼F = −F

α

3π

[

ln
(Λ2

m2

)

− γ
]

=: −F (

Z−1(m2) − 1
)

, (2.60)

where γ denotes the Euler-Mascheroni constant and we neglected terms which vanish for Λ→ ∞.

Because of its linear scaling withF , the divergent contribution (2.60) can be absorbed in the Maxwell

termLMW = −F . The form of the original Maxwell term is then recovered by rescaling the field strength

as F̄µν → Z1/2(m2) F̄µν, or equivalently the gauge field as Āµν → Z1/2(m2) Āµν. For the interaction

vertex of the external field Āµ with the fermion fields in the Lagrangian (2.18) this rescaling implies

eĀµψ̄γµψ → Z1/2(m2) eĀµψ̄γµψ. The factor of Z1/2(m2) in the last expression can be eliminated and the

original interaction vertex restored by rescaling in addition e → Z−1/2(m2) e. We emphasize that these

rescalings effectively implement a transition to renormalized quantities, which depend on the renormal-

ization scale µ. Here, we have clearly employed µ = m, which is conventionally referred to as “on-shell”

renormalization; note that e2(m2)/(4π) = α(m2) ≃ 1/137. The generalization to other renormalization

scales is straightforward. The above considerations in particular imply that the combination eF̄µν which

remains invariant under these rescalings does not depend on the renormalization scale and thus forms a

renormalization group (RG) invariant.

In turn, the (on-shell) renormalized one-loop Heisenberg Euler effective Lagrangian [2, 4] reads

L1-loop

HE
= − 1

8π2

∫ ∞

0

dT

T 3
e−m2T

(
(ec+T )(ec−T )

tanh(ec+T ) tan(ec−T )
− 1 − (ec+T )2 − (ec−T )2

3

)

. (2.61)

We emphasize that Eq. (2.61) accounts for all orders in F and G2, and (presuming the validity of a

perturbative loop expansion) can be employed for the study of arbitrarily strong electromagnetic fields. It

in particular provides access to phenomena which are nonperturbative in eF̄µν, most prominently vacuum

decay via the Schwinger effect encoded in the imaginary part of the effective action. The latter can

obviously be expressed as

Im
{LHE

}

=
1

2i

[LHE −
(LHE

)∗]
. (2.62)

As the integrand in Eq. (2.61) is purely real-valued and the imaginary part stems only from the integration

contour, which for the given representation lies slightly above the positive real T axis, the expression for
(L1-loop

HE

)∗
looks identical to the one given for L1-loop

HE
in Eq. (2.61). However, now the integration contour

is understood to lie slightly below the positive real T axis. By Cauchy’s integral theorem, the difference

in the square brackets on right side of Eq. (2.62) then corresponds to −2πi times the sum of the residues

of the poles of the integrand lying on the positive real T axis. These are the poles of the inverse tangent

located at ec−T = nπwith n ∈ N. Taking into account that in the vicinity of the pole located at ec−T = nπ

we have 1/ tan(ec−T ) = 1
ec−

1
T− nπ

ec−
+ O(T − nπ

ec−
), it is straightforwardly to infer that

Res

{
ec−T

tan(ec−T )
g(T )

}∣∣
∣
∣
∣
ec−T=nπ

=
nπ

ec−
g( nπ

ec−
) , (2.63)
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where g(T ) is a function regular at ec−T = nπ. In turn, the imaginary part of L1-loop

HE
is given by [36],

Im
{L1-loop

HE

} ≃ (ec−)2

8π2

c+

c−

∞∑

n=1

1

n
e−

m2

ec− nπ coth
( c+nπ

c−

)

, (2.64)

and vanishes for c− = 0. The characteristic feature of Eq. (2.64) is the manifestly nonperturbative

dependence on ec− in the exponential.

On the other hand, resorting to the identity z/ tan z =
∑∞

n=0(−1)nB2n/(2n)! (2z)2n for |z| < π with

Bernoulli numbers B2n ( [37]: 1.411.7), noting that z/ tanh z = iz/ tan(iz), and making use of the Cauchy

product, Eq. (2.61) can be expanded as

L1-loop

HE
∼ − 1

8π2

∫ ∞

0

dT

T 3
e−m2T

( ∞∑

n=2

n∑

k=0

(−1)k B2k

(2k)!

B2n−2k

(2n − 2k)!
(2ec+T )2(n−k)(2ec−T )2k

)

= − m4

8π2

∞∑

n=2

n∑

k=0

(−1)k(2n − 3)!
B2k

(2k)!

B2n−2k

(2n − 2k)!

(
2ec+

m2

)2(n−k)(2ec−
m2

)2k

=
m4

360π2

[( e

m2

)4(
4F 2 + 7G2) − 4

7

( e

m2

)6
F (

8F 2 + 13G2) + O
(( eF̄

m2

)8
)]

, (2.65)

where the integration over T could be performed trivially as
∫ ∞

0
dT e−m2T T 2n−3 = (2n− 3)! m4(1−n). With

the identity B2n = (−1)n+12(2n)! ζ(2n)/(2π)2n ( [38]: 5.152 and 5.157) the Bernoulli numbers can be

expressed in terms of the Riemann zeta function, ζ(n) =
∑∞

k=1 k−n for n ∈ N and ζ(0) = −1/2; clearly

limn→∞ ζ(n) = 1. Equation (2.65) constitutes an all-order perturbative weak field expansion, which

should allow for reliable insights into the parameter regime where c± ≪ m2/e ↔ |F̄µν| ≪ m2/e ¶

or equivalently
{|F |, |G|} ≪ (m2/e)2. Note, however, that it amounts to a divergent asymptotic series

because the expansion coefficients grow factorially fast with n.

Specifically also the regime of generic F but small |G| ≪ (m2/e)2, which covers the special cases of

purely magnetic or electric fields, is of particular interest. To this end, we perform a perturbative weak

field expansion in G and consider [39]

L1-loop

HE
= L1-loop

HE

∣
∣
∣G=0
+

1

2

∂2L1-loop

HE

∂G2

∣
∣
∣
∣
∣G=0
G2 + O(G4) . (2.66)

We explicitly account for terms up to O(G2) in Eq. (2.66) because these are relevant for the study of

probe photon propagation phenomena like vacuum birefringence in such field configurations and cannot

be extracted from the contribution at O(G0) alone [40].

In case of G = 0 only one of the secular invariants (2.27) is nonvanishing: for F > 0 we have

c+ =
√

2F , while for F < 0 we have c− =
√
−2F . Accounting for the invariance of the proper

time representation of L1-loop

HE
under the mapping c+ ↔ −ic−, without loss of generality both cases are

accessible by a single calculation for c+ =
√

2F , c− = 0, with the square root to be interpreted as

¶The notation |F̄µν| ≪ m2/e is understood to imply that the modulus of each component of F̄µν is much smaller than m2/e.
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√
F =

√
|F |[Θ(F ) − iΘ(−F )

]

. Also note that for |F | ≫ |G|, we have

c+ =
√

2F
[

1 + O
(( G
F
)2
)]

and c− =
|G|
√

2F

[

1 + O
(( G
F
)2
)]

. (2.67)

Remarkably, the integrations over proper time T in Eq. (2.66) can even be carried out explicitly and

expressed in terms of the Hurwitz zeta function ζ(s, χ) and its derivative by resorting to the following

two identities ( [37]: 3.381.4 and 3.551.3),

∫ ∞

0

dT (aT )n−1+ǫ e−m2T =
1

a
Γ(n + ǫ)

( a

m2

)n+ǫ
, (2.68)

∫ ∞

0

dT (aT )n+ǫ e−m2T coth(aT ) =
1

a

Γ(n + 1 + ǫ)

2n+1+ǫ

[

2ζ
(

n + 1 + ǫ, m2

2a

) −
( 2a

m2

)n+1+ǫ
]

, (2.69)

which hold for n+ǫ > 0 and a = |a| eiδ with 0 ≤ δ < π
2
, and derivatives thereof. The conditions on n+ǫ are

rendered irrelevant upon combination of these integrals in the evaluation of manifestly finite contributions

to LHE. Equations (2.68) and (2.69) allow to derive closed-form expressions for (∂/∂G)nL1-loop

HE

∣
∣
∣G=0

with

n ∈ N0 [41]. For the expressions written explicitly in Eq. (2.66) we obtain [39, 40, 42],

L1-loop

HE

∣
∣
∣G=0
=

1

π2
e2F

{

ζ′(−1, χ) +
χ

2

[(

1 − χ) ln χ +
χ

2

]

− 1

12

(

ln χ + 1
)
}

, (2.70)

∂2L1-loop

HE

∂G2

∣
∣
∣
∣
∣G=0
=

1

8π2

e2

F

{

4ζ′(−1, χ) − χ[2ζ′(0, χ) − ln χ + χ
] − 1

6

[

2ψ(χ) +
1

χ
+ 1

]}

, (2.71)

where we used the shorthand notation χ = m2/(2e
√

2F ) and ψ(χ) = d
dχ lnΓ(χ) is the Digamma function.

The strong field expansions of Eqs. (2.70) and (2.71) follow from the series representations of the first

derivative of the Hurwitz zeta function as well as the Digamma function for small arguments [43,44] and

read

L1-loop

HE

∣
∣
∣G=0
=

1

π2
e2F

{

− 1

12
ln χ + ζ′(−1) − 1

12
− 1

2

[

ln χ + ln(2π) − 1
]

χ

− 1

2

[

ln χ − 3

2
+ γ

]

χ2 +

∞∑

j=0

(−1) jζ( j + 2)

( j + 2)( j + 3)
χ j+3

}

, (2.72)

∂2L1-loop

HE

∂G2

∣
∣
∣
∣
∣G=0
=

1

8π2

e2

F

{
1

6
χ−1 +

γ

3
+ 4ζ′(−1) − 1

6
−

[

ln χ + ln(2π) − 2 +
π2

18

]

χ

+

[

1 +
1

3
ζ(3)

]

χ2 −
∞∑

j=0

(−1) j
[

2( j + 1)

( j + 2)( j + 3)
ζ( j + 2) +

1

3
ζ( j + 4)

]

χ j+3
}

, (2.73)

where γ is the Euler-Mascheroni constant, ζ(·) is the Riemann zeta function and ζ′(·) is its derivative.

As to be expected, in the limit of χ ≪ 1 the physical quantity setting the overall scale is the strong

field F ; Eq. (2.72) has mass dimension 4 and scales linearly with F , conversely Eq. (2.73) has mass

dimension −4 and scales inversely with F . Equations (2.66), (2.72) and (2.73) imply that the dominant
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contributions to L1-loop

HE
in the limit of |F | ≫ (m2/e)2 while |G| ≪ (m2/e)2 are given by

L1-loop

HE
=

1

12π2

{

e2F
[

ln χ−1 + O(χ0)

]

+
1

8

e2G2

F

[

χ−1 + O(χ0)

]}

+ O(G4) . (2.74)

For completeness, we note that though this expression seems to suggest that the restriction on G can

be relaxed to just |G| ≪ |F |, this is generally not the case; cf also the discussion below Eq. (2.141).

Particularly in the case of F > 0 the perturbative weak field expansion in G employed in Eqs. (2.66) and

(2.74) will of course be completely insensitive to the manifestly non-perturbative imaginary part of LHE

which may arise for finite values of G. Equation (2.64) implies that the latter can be safely neglected as

long as m2/(ec−) ≫ 1. For |F | ≫ |G| this results in the condition F /|G| ≫ (e/m2)2|G|, which can be

straightforwardly inferred with the help of Eq. (2.67). This criterion is perfectly fulfilled in the limit of

F ≫ (m2/e)2 and |G| ≪ (m2/e)2.

Finally, we recall once again that though Eq. (2.61) was derived for constant fields, after substituting

F̄µν → F̄µν(x) it accounts for all local effective interactions of the electromagnetic field F̄µν(x) at one

loop. As discussed in the context of Eq. (2.26), the leading derivative correction to this result scales as ∼
∂2. In turn, Eq. (2.61) also allows determining the exact expressions for the effective one-loop couplings

S
(n)
ψ [Ā] in Eq. (2.30) at order ∂n‖; because the dependence on the gauge potential is encoded in F̄µν a

functional derivative for Āµ generically results in a term scaling linearly with ∂µ. The corrections which

are inaccessible from the zeroth-order derivative expansion result for the effective Lagrangian (2.61)

scale as ∂n+2. Their explicit determination requires the evaluation of higher-order contributions in the

derivative expansion of LHE. Particularly for the one-loop photon current sourced by the external field

S
(1)
ψ [Ā] in position space we infer

(

S
(1)
ψ [Ā]

)

σ(x) =
δ

δĀσ(x)

∫

d4x′L1-loop

HE

(

F̄(x′)
)

+ O(∂3)

= 2∂ν
∂L1-loop

HE
(F̄)

∂F̄σν

∣
∣
∣
∣
∣
∣
F̄=F̄(x)

+O(∂3) , (2.75)

where we assumed that boundary terms vanish. Considered as an individual object the current (2.75)

obviously vanishes in constant fields, reflecting the fact that a constant field cannot source on-shell pho-

tons. Conversely, if considered as a building block in a larger Feynman diagram to which it is sewed by

a photon propagator, Eq. (2.75) may give rise to a finite contribution even in constant fields [12]. Here,

the IR singularity of the photon propagator (2.20) in position space ∼ 1/∂2 can compensate a contribu-

tion which scales quadratic with ∂. This becomes most evident in momentum space. Using the Fourier

representation of the gauge field, Āµ(x) =
∫

k
eikxĀµ(k), the effective couplings (2.30) in momentum space

‖Throughout this work we use the shorthand notation O(∂n) with n ∈ N0 for contributions scaling as ∂σ1 . . . ∂σn and higher

orders in the derivative operator as well as for four-vectors in general. Analogously we use O(F̄n) for contributions scaling as

F̄σ1ρ1 . . . F̄σnρn and higher orders in F̄µν for (rank 2) tensors.
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can be expressed as∗∗

(

S
(n)
ψ [Ā]

)

σ1...σn
(k1, . . . , kn) = in

∫

x

e
ix(

∑n
j=1 k j)

{ n∏

j=1

k
µ j

j

(
∂

∂F̄µ jσ j
− ∂

∂F̄σjµ j

)

L1-loop

HE
(F̄)+O(kn+2)

}∣
∣
∣
∣
∣
∣
F̄=F̄(x)

, (2.76)

reflecting the fact that the derivative expansion amounts to a low-energy expansion; here we countO(k) =

O(ki) for i ∈ {1, . . . , n}. In accordance with the Ward identity [14] we have

k
σi

i

(

S
(n)
ψ [Ā]

)

σ1...σi...σn
(k1, . . . , ki, . . . , kn) = 0 for 0 ≤ i ≤ n. (2.77)

For F̄µν = const. the external field cannot transfer momentum to vacuum fluctuations, and the x inte-

gration in Eq. (2.76) can be performed right away, resulting in an overall delta function,
∫

x
e

ix(
∑n

j=1 k j) =

(2π)4 δ
(∑n

j=1 k j

)

, ensuring four-momentum conservation in the effective coupling of n photons. Corre-

spondingly, the momentum-space version of Eq. (2.75) in a constant field reads

(

S
(1)
ψ [Ā]

)

σ(k) = 2i(2π)4δ(k)

(

kν
∂L1-loop

HE
(F̄)

∂F̄νσ
+ O(k3)

)

, (2.78)

while the photon propagator (2.20) scales as ∼ 1/k2. The linear dependence of this expression on kν is a

direct consequence of the Ward identity (2.77). Sewing the current (2.78) to a contribution exhibiting an

overall linear scaling ∼ kα with a photon propagator and integrating over the transferred momentum one

effectively needs to evaluate the momentum integral

∫

k

kνkα

k2
(2π)dδ(k) =

∫

k

gνα

d
(2π)dδ(k) =

gνα

d
(2.79)

in d = 4 space-time dimensions. This integral obviously does not vanish; symmetry allows one to

replace kνkα → k2gνα/4 in the integrand. Note that the delta function manifestly ensures the momenta

contributing to this integral to stem from the regime kµ → 0 compatible with the leading order derivative

expansion invoked in the derivation of the current (2.75). At the same time, it is easy to see that in this

limit higher-order contributions to the current which scale as O(k3) never result in finite corrections and

thus can be neglected from the outset. Therefore, in the particular case of the photon current sourced

by a constant electromagnetic field the zeroth-order derivative expansion for the effective action even

allows to obtain an expression accounting for all the physically relevant contributions, i.e., the full result.

In fact, this effectively implies that any 1PR tadpole part of a larger Feynman diagram in a constant

external field can be dealt with exactly within a leading order derivative expansion for the 1PI sector of

LHE [17]; see in particular also Sec. 2.4.3 below for the details. A contribution of this type arises, e.g.,

when sewing together two currents (2.75) with a photon propagator like in the second term of Eq. (2.40),

which constitutes the 1PR contribution to LHE in a constant field at two loops discussed in Sec. 2.4.1.

In this context, it is worthwhile to emphasize that until very recently [12] such terms were completely

missed. They were erroneously believed to vanish identically because the current (2.78) is zero when

∗∗In general, we use pµ for loop momenta to be integrated over from the outset and kµ for momenta which appear as external

ones at a certain point of the discussion.
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considered as an isolated object [33, 45–47].

2.3.2 Photon polarization tensor in an external field

On the other hand, the explicit expression for the one-loop photon polarization tensor Π1-loop[Ā] =

−S
(2)
ψ [Ā] in momentum space extracted from Eq. (2.76) is

(

Π1-loop[Ā]
) µν

(k, k′) =

∫

x

ei(k+k′)x

{

p
µν
T

(k, k′)
∂L1-loop

HE

∂F + p
µν
ǫ (k, k′)

∂L1-loop

HE

∂G + p
µν

F̄F̄
(k, k′)

∂2L1-loop

HE

∂F 2

+ p
µν
⋆F̄⋆F̄

(k, k′)
∂2L1-loop

HE

∂G2
+ p

µν
⋆F̄F̄

(k, k′)
∂2L1-loop

HE

∂F ∂G + O(k4)

}∣
∣
∣
∣
∣
∣
F̄=F̄(x)

, (2.80)

with tensor structures

p
µν
T

(k, k′) = (kk′)gµν − k′µkν ,

p
µν
ǫ (k, k′) = k′αkβ ǫ

µναβ ,

p
µν

F̄F̄
(k, k′) =

(

kF̄
) µ(

k′F̄
)ν
,

p
µν
⋆F̄⋆F̄

(k, k′) =
(

k⋆F̄
) µ(

k′⋆F̄
)ν
,

p
µν
⋆F̄F̄

(k, k′) =
(

k⋆F̄
) µ(

k′F̄
)ν
+

(

kF̄
) µ(

k′⋆F̄
)ν
. (2.81)

Here, we count O(k) = O(k′). To arrive at this result we made use of the fact that the zeroth order deriva-

tive expansion result for L1-loop

HE
depends on the external field only via F and G2; cf. Eq. (A.8) in the Ap-

pendix A.3. In the constant field limit all the expressions in the curly brackets are independent of x µ and

the integration over position space results in an overall delta function which ensures k′µ = −k µ. Specif-

ically for this case we introduce the shorthand notation p
µν
i

:= p
µν
i

(k, k) with i ∈ {T, ǫ, F̄F̄, ⋆F̄⋆F̄, ⋆F̄F̄},
where we suppress the dependence on the single momentum kµ; note that due to symmetry p

µν
ǫ = 0.

In constant [19, 34, 48–52] and plane-wave backgrounds [53–55] also explicit results for the one-

loop photon polarization tensor accounting for arbitrarily large momentum transfers are available. These

results can, e.g., be worked out by evaluating the corresponding Feynman diagram with the charged-

particle propagator G[Ā] dressed to all orders in the given external field Āµ; cf. Refs. [4] and [56]

for this propagator in a constant and in a plane-wave field, respectively. Gauge invariance ensures the

polarization tensor to depend on the external field Āµ only via the field strength tensor F̄µν. In particular

in a constant field and d space-time dimensions, this yields

Πµν(k, k′|F̄) =
k k

′

= (2π)4δ(k + k′) i(ie)2 trγ

{∫

dd p

(2π)d
γµG[Ā](p) γνG[Ā](p + k)

}

, (2.82)

where the overall momentum conserving delta function reflects the fact that because of translational

invariance in constant fields, implying Πµν(x, x′|F̄) = Πµν(x − x′|F̄) in position space, the photon four-

momentum is conserved. In the absence of the external field, Āµ = 0, the momentum transfer kµ through

the loop constitutes the only four-vector available. Correspondingly, in this case the polarization tensor
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at arbitrary loop order has the simple structure

Πµν(k, k′|0) = (2π)4δ(k + k′) p
µν
T
π(k2) . (2.83)

The tensor structure in Eq. (2.83) is completely determined by the Ward identity (2.77) for n = 2, which

requires kµΠ
µν(k, k′) = Πµν(k, k′)k′ν = 0 to hold. Note that p

µν
T
= k2P

µν
T

, with transverse projector P
µν
T

;

the longitudinal projector is P
µν
L
= gµν−P

µν
T

. This is the only non-vanishing tensor structure in Eq. (2.81)

that does not depend on the external field.

At one-loop order, the scalar function encoding the non-trivial momentum dependence in Eq. (2.83)

can be obtained by evaluating Eq. (2.82) for Āµ = 0. However, it diverges in d = 4 dimensions and

thus requires regularization. Here, we use dimensional regularization to evaluate it. Performing the

momentum integral in d generic space-time dimensions, we obtain

π1-loop(k2) = 2α
Γ
(

4−d
2

)

(4π)
d−2

2

∫ 1

0

dν (1 − ν2)

(

1

m2 + 1−ν2

4
k2

) 4−d
2

, (2.84)

with gamma function Γ(·). Specializing Eq. (2.84) to d = 4 − η dimensions with η → 0+ and impos-

ing the renormalization condition Π(k2 = 0) = 0, which ensures that the Maxwell term in Eq. (2.21)

remains unmodified, yields the renormalized one-loop photon polarization tensor at zero field in d = 4

dimensions. The corresponding scalar function reads

π1-loop(k2) =
α

4π

∫ 1

0

dν ν2
(ν2

3
− 1

) k2

m2 + 1−ν2

4
k2
, (2.85)

For later reference, we also note that Eq. (2.85) has a convergent series representation for k2

4m2 < 1, which

reads

π1-loop(k2) =
α

π

∞∑

n=0

(

− k2

4m2

)n+1
√
π (2 + n)Γ(1 + n)

4Γ(7/2 + n)
. (2.86)

In an external field the situation is more complicated as the field strength tensor F̄µν , 0 constitutes

an additional building block to span the tensor structure of the polarization tensor (2.82) compatible with

the Ward identity (2.77). More specifically, in the notations of [19], the photon polarization tensor in a

constant field for which G ≥ 0 can be expressed as

Πµν(k, k′|F̄) = (2π)4δ(k + k′)
(

Π0P
µν
0
+ Π⊥P

µν
⊥ + Π‖P

µν

‖ + πQQ µν
)

, (2.87)

with scalar functions Π0,‖,⊥ and πQ which depend on both kµ and F̄µν. Its tensor structure is spanned by

P
µν
0
= P

µν
T
− P

µν
⊥ − P

µν

‖ , P
µν
⊥ =

v
µ
⊥vν⊥
v2
⊥

, P
µν

‖ =
v
µ

‖ v
ν
‖

v2
‖
, and Q µν = v

µ

‖ vν⊥ + v
µ
⊥vν‖ , (2.88)
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with four-vectors

v
µ

‖/⊥ =
c±(k⋆F̄) µ ∓ c∓(kF̄) µ

c2
+ + c2

−
, fulfilling v2

‖/⊥ =
(kF̄)2 ∓ k2c2

±
c2
+ + c2

−
and v2

⊥ − v2
‖ = k2 . (2.89)

Here, we use the shorthand notation (kF̄) µ = kνF̄
νµ, etc. The definitions in Eq. (2.88) are such that P

µν

0,‖,⊥
are projectors and fulfill the usual projector identities. The fourth tensor Qµν is only orthogonal to P

µν
0

and not a projector. Equation (2.87) can alternatively be represented as

Πµν(k, k′|F̄) = (2π)4δ(k + k′)
(

p
µν
T
πT + p

µν

F̄F̄
πF̄F̄ + p

µν
⋆F̄⋆F̄

π⋆F̄⋆F̄ + p
µν
⋆F̄F̄

π⋆F̄F̄

)

, (2.90)

in terms of the tensor structures defined in the context of Eq. (2.81). Here, we introduced the notations

πT = Π0/k
2, π‖/⊥ = (Π‖/⊥ − Π0)/v2

‖/⊥ and

πF̄F̄ =
1

(c2
+ + c2

−)2

[

c2
+π⊥ + c2

−π‖ − 2c+c−πQ

]

,

π⋆F̄⋆F̄ =
1

(c2
+ + c2

−)2

[

c2
−π⊥ + c2

+π‖ + 2c+c−πQ

]

,

π⋆F̄F̄ =
1

(c2
+ + c2

−)2

[

c+c−(π⊥ − π‖) + (c2
+ − c2

−)πQ

]

. (2.91)

This is the representation that will be used in our explicit calculations below. We emphasize that the

structure of Eqs. (2.87) and (2.90) is generic for constant external fields. Using the shorthand notations

z = ec+T and z′ = ec−T , at one loop order the explicit expressions for the scalar functions encoding the

nontrivial dependences on F̄µν and kµ can be cast in the form






πT

π‖

π⊥

πQ






=
α

2π

∫ ∞

0

dT

T
e−im2T





∫ 1

0

dν e
i(v2
‖n1−v2

⊥n2)T zz′

sin z sinh z′






N0

N0 − N1

N2 − N0

−N3






−






2
3

0

0

0










, (2.92)

with

N0 = cos(νz) cosh(νz′) − cot z sin(νz) coth z′ sinh(νz′) ,

N1 = 2 cos z
cosh z′ − cosh(νz′)

sinh2 z′
, N2 = N1|z↔−iz′ ,

N3 =
1 − cos z cos(νz)

sin z

1 − cosh z′ cosh(νz′)

sinh z′
+ sin(νz) sinh(νz′) ,

n1 =
cosh z′ − cosh(νz′)

2z′ sinh z′
, n2 = n1|z↔−iz′ . (2.93)

The contour of the proper time integration in Eq. (2.92) is implicitly assumed to lie slightly below the

positive real T axis [57]; cf. also the paragraph below Eq. (2.57). A comparison of Eq. (2.90) with

Eq. (2.80) unveils that the analogous result forG < 0 follows by simultaneously replacing c+c− → −c+c−
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and πQ → −πQ in Eq. (2.91) as only π⋆F̄F̄ should be odd in G. Moreover, we emphasize that the entire

momentum dependence of Eq. (2.92) is encoded in the phase of the proper time integral over T via v2
‖ and

v2
⊥. This implies that all the scalar functions πp = πp(k|F̄) introduced above can be formally expanded

as πp =
∑∞

n=0 π
(2n)
p with π

(2n)
p = kσ1

. . . kσ2n

(

h
(2n)
p

)σ1...σ2n . The tensors h
(2n)
p = h

(2n)
p (F̄) account for generic

couplings to the external field F̄µν. Because the tensor structures in Eq. (2.90) scale quadratically with

kµ, the scalar functions π
(2n)
p with n fixed constitute the full result for Πµν(k, k′|F̄) at order k2n+2. For

completeness, we note that the photon polarization tensor in Eqs. (2.87) and (2.90) remains invariant

under the mapping c+ ↔ −ic− while keeping the vectors (kF̄) µ, (k⋆F̄) µ and their contractions unchanged.

Finally, we remark that the explicit expression for the 1PR contribution to the constant-field photon

polarization tensor at two loops depicted in Fig 2.1 (right) is also available [17]. It can be expressed in a

form analogous to Eqs. (2.87) and (2.92).

2.3.3 Derivative corrections to the effective Lagrangian

In a next step, we use these results for the one-loop photon polarization tensor detailed in Sec. 2.3.2 to

explicitly determine derivative corrections to LHE. First, we turn to the vacuum polarization tensor at

Āµ = 0. Upon omission of the irrelevant field-independent vacuum contribution S ψ[0], Eqs. (2.32) and

(2.33) allow to infer that

Γ
1-loop

HE
[Ā] = −1

2

"

Āµ
(

Π1-loop[0]
)µν

Āν + O
(

Ā4) . (2.94)

Equation (2.94) clearly implies that the one-loop vacuum polarization tensor mediates the full effective

interaction at quadratic order in the external field Āµ of ΓHE[Ā] at one loop. Inserting Eq. (2.83) into

Eq. (2.94), we obtain

Γ
1-loop

HE
[Ā]

∣
∣
∣∼Ā2 = −

1

2

∫

k

Āµ(−k)
(

k2gµν − kµkν
)

π1-loop(k2) Āν(k) =

∫

x

L1-loop

HE

∣
∣
∣∼Ā2 , (2.95)

with

L1-loop

HE

∣
∣
∣∼Ā2 = −

1

4
F̄µν(x) π1-loop(−∂2) F̄µν(x) , (2.96)

where in the second step we transformed from momentum to position space using the Fourier repre-

sentation of the gauge field Āµ(x) =
∫

k
eikxĀµ(k) introduced in the context of Eq. (2.76) above. The

latter definition implies that F̄µν(x) =
∫

k
eikxF̄µν(k) with F̄µν(k) = i

(

kµĀν(k) − kνĀµ(k)
)

. Especially upon

insertion of Eq. (2.86) into Eq. (2.96), which yields

L1-loop

HE

∣
∣
∣∼Ā2 = −

1

4

α

π

∞∑

n=0

√
π (2 + n)Γ(1 + n)

4Γ(7/2 + n)
F̄µν(x)

(
∂2

4m2

)n+1

F̄µν(x) , (2.97)

it is obvious that this result accounts for derivative corrections of arbitrary order. Moreover, in this

particular case, we have now confirmed by an explicit calculation that the derivative operator is indeed

rendered dimensionless by the electron/position mass. For completeness, also recall that with the renor-

malization condition invoked in the context of Eq. (2.84) we explicitly ensured the zeroth order derivative
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contribution, which would have modified the classical Maxwell term, to vanish identically. One can eas-

ily convince oneself that the leading derivative correction ∼ ∂2 in Eq. (2.97) matches the corresponding

results of Refs. [28, 58]. The apparent discrepancy between their expressions and our result is straight-

forwardly resolved by noting the identity 2∂µF̄µν∂ρF̄ρν = −F̄µν∂
2F̄µν + total derivative, which can be

easily verified by insertion of F̄µν = ∂µĀν − ∂νĀµ.

On the other hand, the result for the photon polarization tensor in a generic constant electromagnetic

field (2.90) can be used to determine the contribution to ΓHE[Ā] at quadratic order in a derivative expan-

sion which accounts for arbitrarily high couplings to the external field [59]. For alternative approaches

to determine this derivative correction, see Refs. [58, 60, 61]. Here, we explicitly determine this deriva-

tive correction at one-loop order. However, we emphasize that our approach is not limited to one loop,

but could be adopted to arbitrary loop orders. The results for the photon polarization tensor evaluated

in a homogeneous constant background field up to ℓ loops would allow for the determination of these

quadratic derivative corrections to ΓHE[Ā] up to ℓ loops. It should be noted that practically this would

require considerable efforts because currently no explicit results for the polarization tensor at arbitrary

momentum transfers are available in constant fields beyond one loop. To be precise, we recall that be-

yond one loop the relevant quantity to be determined for the extraction of the derivative correction is not

(Πℓ-loop[Ā]) µν but rather δ2Γ
ℓ-loop

HE
[Ā]/δĀµδĀν; cf. also Eq. (2.22) above and Eq. (2.144) below.

To this end, we consider for a moment the one-loop effective action in the external field Āµ + āµ,

with the associated field strength tensors given by F̄µν = const. and f̄ µν(x), respectively. In analogy to

Eq. (2.94), this effective action can be expanded as

Γ
1-loop

HE
[Ā + ā] = −1

2

∫

k

∫

k′
āµ(k)Π

1-loop
µν (k, k′|F̄) āν(k′) + O(ā3) . (2.98)

Recall, however, that in the presence of the field Āµ also odd contributions in āµ are generated. The con-

tribution linear in āµ vanishes in constant fields; cf. Eq. (2.75) and the corresponding discussion. With

the above definitions it is easy to show that (kF̄)νāν(k) = −iF̄ρν f̄ρν(k)/2 and analogously (k⋆F̄)νāν(k) =

−i ⋆F̄ρν f̄ρν(k)/2. Using these identities, upon insertion of Eq. (2.90) the term written explicitly in Eq. (2.98)

can be expressed in a manifestly gauge-invariant form as

Γ
1-loop

HE
[Ā + ā] = −1

4

∫

k

{

f̄µν(−k) f̄ µν(k) πT

+
1

2
f̄σµ(−k) f̄ρν(k)

[

F̄σµF̄ρνπF̄F̄ +
⋆F̄σµ ⋆F̄ρνπ⋆F̄⋆F̄ + 2⋆F̄σµF̄ρνπ⋆F̄F̄

]
}

, (2.99)

with πp = πp(k|F̄). Upon limitation to the contribution scaling quadratic with kµ in the integrand of

Eq. (2.99), we obtain

Γ
1-loop

HE
[Ā + ā]

∣
∣
∣∼∂2 =

1

4

∫

k

{

(−kα) f̄µν(−k) kβ f̄ µν(k)
(

h
(2)

T

)αβ
+

1

2
(−kα) f̄σµ(−k) kβ f̄ρν(k)

×
[

F̄σµF̄ρν(h
(2)

F̄F̄

)αβ
+ ⋆F̄σµ ⋆F̄ρν(h

(2)
⋆F̄⋆F̄

)αβ
+ 2⋆F̄σµF̄ρν(h⋆F̄F̄

)αβ
]}

(2.100)

= −1

4

∫

x

{

∂α f̄µν(x) ∂β f̄ µν(x)
(

h
(2)

T

)αβ
+

1

2
∂α f̄σµ(x) ∂β f̄ρν(x)
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×
[

F̄σµF̄ρν(h
(2)

F̄F̄

)αβ
+ ⋆F̄σµ⋆F̄ρν(h

(2)
⋆F̄⋆F̄

)αβ
+ 2⋆F̄σµF̄ρν(h

(2)
⋆F̄F̄

)αβ
]}

.

(2.101)

The position space result (2.101) follows by using
∫

k
eikx[kβ fρν(k)] = −i∂β fρν(x) and

∫

k
u(−k)v(k) =

∫

x
u(x)v(x). Identifying F̄µν := F̄µν(x0), which clearly fulfills ∂ρF̄µν(x0) = 0, and ∂β f̄ρν(x) := ∂βF̄ρν(x)|x=x0

,

we arrive at the following effective Lagrangian,

L1-loop

HE

∣
∣
∣∼∂2 = −

1

4
∂αF̄µν ∂βF̄µν (h

(2)

T

)αβ

− 1

8
∂αF̄σµ ∂βF̄ρν

[

F̄σµF̄ρν(h
(2)

F̄F̄

)αβ
+ ⋆F̄σµ⋆F̄ρν(h

(2)
⋆F̄⋆F̄

)αβ
+ 2⋆F̄σµF̄ρν(h

(2)
⋆F̄F̄

)αβ
]

,

= −1

4
∂αF̄µν ∂βF̄µν (h

(2)

T

)αβ

− 1

2

[

∂αF ∂βF
(

h
(2)

F̄F̄

)αβ
+ ∂αG∂βG

(

h
(2)
⋆F̄⋆F̄

)αβ
+ 2∂αG∂βF

(

h
(2)
⋆F̄F̄

)αβ
]

, (2.102)

which constitutes the desired leading derivative correction to L1-loop

HE
in the external field F̄µν = F̄µν(x).

In the second step in Eq. (2.102) we made use of ∂αF̄σµF̄σµ = 2∂αF and ∂αF̄σµ
⋆F̄σµ = 2∂αG. As

the derivation of Πµν(k, k′|F̄) explicitly accounts for all possible variants of coupling the fields āµ(k)

and āν(k′) to the dressed charged particle loop, the procedure outlined above automatically ensures the

same to be true for the derivatives of the field strength tensor in Eq. (2.102). We emphasize that for the

consistent transition from Eq. (2.101) to Eq. (2.102) the regrouping of the terms such that each power

of the field f̄ µν(x) comes with a single derivative acting on it is absolutely essential. In this context,

we also note that, though the contribution to Eq. (2.99) with πp → π
(0)
p = O(k0) yields an expression

that contains no derivatives, is quadratic in f̄ µν and accounts for generic couplings to F̄µν, it does not

reproduce the zero-derivative result for ΓHE[Ā] in the limit of f̄ µν → F̄µν. The reason for this is the fact

that in the derivation of the photon polarization tensor and Eq. (2.98) the fields F̄µν and f̄ µν are assumed

to be manifestly different. Inconsistencies arise as soon as (at least) one of the couplings to the field f̄ µν

is identified with a coupling to the background field F̄µν. Note, that Eq. (2.102) simplifies significantly

for fields fulfilling either c+ = 0 or c− = 0, which implies G = 0 and thus

L1-loop

HE

∣
∣
∣∼∂2 = −

1

4
∂αF̄µν∂βF̄µν (h

(2)

T

)αβ − 1

2
∂αF ∂βF

(

h
(2)

F̄F̄

)αβ
. (2.103)

The explicit determination of Eqs. (2.102) and (2.103) boils down to the evaluation of the scalar functions

π
(2)
p = kαkβ

(

h
(2)
p

)αβ
, or more precisely, the tensors h

(2)
p . As the quadratic term in kµ arises from the

contribution scaling linear with (v2
‖n1 − v2

⊥n2) in Eq. (2.92), central building blocks to h
(2)
p are clearly

N1i =

∫ 1

0

dν n1Ni and N2i =

∫ 1

0

dν n2Ni , with i ∈ {0, 1, 2, 3} . (2.104)

The integrals over ν in Eq. (2.104) can be performed analytically, yielding

N10 =
1

z2 + 4z′2
z′

z

[
3

2

z2

z2 + z′2
coth z′

(cosh z′

sin z
− z′

z

cos z

sinh z′

)

− sin z

sinh z′

]

‘,
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N11 =
1

z′
cos z

sinh z′

[

1 +
3

2

1

sinh z′

( 1

sinh z′
− cosh z′

z′

)]

,

N12 =
cosh z′

sin z

[
1

z2 + z′2

(z′

z
coth z′ +

z2

z′2
cot z

)

− cot z coth z′

z′

]

,

N13 =
3

4

coth z′

sin z

1

z′

( 1

sinh z′
− cosh z′

z′

)

+
1

2

1

z2 + z′2
z2

z′2
sinh z′

sin z

+
3

2

1

z2 + 4z′2
z′2

z2 + z′2

[

2 coth z′
(cosh z′

sin z
− z′

z

cos z

sinh z′

)

− sin z

sinh z′

]

, (2.105)

as well as N20 = N10|z↔−iz′ , N21 = N12|z↔−iz′ , N22 = N11|z↔−iz′ and N23 = N13|z↔−iz′ . The leading

contributions to the quantities (2.105) in a weak-field expansion are

N10 =
2

15
− e2

315
(c2
+ + 2c2

−)T 2 + O(F̄4) ,

N11 =
2

15
− e2

315
(21c2

+ + 13c2
−)T 2 + O(F̄4) ,

N12 =
2

15
+

e2

315
(10c2

+ + 18c2
−)T 2 + O(F̄4) ,

N13 = −
e2

35
c+c−T 2 + O(F̄4) . (2.106)

Also note that
zz′

sin z sinh z′
= 1 +

e2

6
(c2
+ − c2

−)T 2 + O(F̄4) . (2.107)

Using the shorthand notations

N−i = N1i − N2i and N+i =
c2
+

c2
+ + c2

−
N1i +

c2
−

c2
+ + c2

−
N2i , (2.108)

the tensors h
(2)
p can be compactly expressed as

(

h
(2)
p

)αβ
=

F̄α
τF̄

βτ

c2
+ + c2

−
h

(2)−
p − gαβh

(2)+
p , (2.109)

with scalar functions






h
(2)±
T

h
(2)±
‖

h
(2)±
⊥

h
(2)±
Q






= i
α

2π

∫ ∞

0

dT e−im2T zz′

sin z sinh z′






N±
0

N±
0
− N±

1

N±
2
− N±

0

−N±
3






. (2.110)

Hence, similarly to Eq. (2.61) also the quadratic derivative correction to the Heisenberg-Euler Lagrangian

at one loop (2.102) can be represented in terms of a single parameter integral. On the other hand, the

expression for the latter is much more complicated. It is easy to show that the quantities defined in

Eq. (2.110) fulfill h
(2)±
p

∣
∣
∣
c+↔−ic−

= ±h
(2)±
p for p ∈ {T,Q}, while h

(2)±
‖

∣
∣
∣
c+↔−ic−

= ∓h
(2)±
⊥ . We note that

Eqs. (2.91) and (2.109) imply that (h
(2n)

F̄F̄
)αβ relates to (h

(2n)
⊥ )αβ, (h

(2n)

‖ )αβ and (h
(2n)

Q
)αβ – and likewise h

(2)±
F̄F̄
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to h
(2)±
⊥ , h

(2)±
‖ and h

(2)±
Q

– in exactly the same way as πF̄F̄ relates to π⊥, π‖ and πQ, etc. This allows

us to show that h
(2)±
p

∣
∣
∣
c+↔−ic−

= ±h
(2)±
p also for p ∈ {F̄F̄, ⋆F̄⋆F̄, ⋆F̄F̄}. In fact, the factor of 1/(c2

+ + c2
−)

multiplying h
(2)−
p in Eq. (2.109) flips sign under c+ ↔ −ic− and thus ensures that Eq. (2.102) remains

invariant under the mapping c+ ↔ −ic− while keeping the explicit occurrences of the field strength tensor

and its dual unchanged. This property is inherited from the polarization tensor; see Sec. 2.3.2. Also note

that the structure of Eq. (2.102) with tensor structures (2.109) is generic and holds to all loop orders.

The fact that the functions h
(2)−
p /(c2

+ + c2
−) and h

(2)+
p in Eq. (2.109) are regular at c+ = c− = 0 and

feature asymptotic expansions in terms of powers of combinations of c+ and c− is not at all obvious from

the above results for generic fields. However, at least at low orders one can easily convince oneself that

this is indeed the case by performing explicit expansions. In the special cases where only one of the two

invariants c± does not vanish, and thus G = 0, the situation is more transparent and the only quantities to

be determined are the tensors h
(2)

T
and h

(2)

FF
; cf. Eq. (2.103). Here, the all-order weak-field expansion can

be readily worked out in closed form and reads [59]

h
(2)+

T

∣
∣
∣G=0
= −α

π

1

m2

∞∑

n=0

12B2(n+2)

(2n + 1)(2n + 2)(2n + 3)
χ−2n,

h
(2)−
T

∣
∣
∣G=0
=
α

π

1

m2

∞∑

n=1

1

4

1

n + 1

[3(2n − 5)B2(n+2)

(2n + 1)(2n + 3)
− B2(n+1)

]

χ−2n , (2.111)

h
(2)+

F̄F̄

∣
∣
∣G=0
= −α

π

1

m2

( e

m2

)2
∞∑

n=0

4
n + 1

n + 2

[ 4B2(n+3)

(2n + 3)(2n + 5)
−
B2(n+2)

3

]

χ−2n ,

h
(2)−
F̄F̄

∣
∣
∣G=0
=
α

π

1

m2

( e

m2

)2
∞∑

n=1

1

n + 2

[
16n2 + 50n + 49

(2n + 3)(2n + 5)
B2(n+3) +

4n + 7

3
B2(n+2)

]

χ−2n .

The quantities in Eq. (2.111) labeled by + (−) start contributing with c0
+ (c2

+), which implies regularity of

h
(2)−
p /c2

+

∣
∣
∣
c−=0

and h
(2)+
p

∣
∣
∣
c−=0

for c+ → 0 as expected.

Given that either c+ or c− vanishes even the proper time integral in Eq. (2.110) can be performed

explicitly and be expressed in terms of the Hurwitz zeta function and its derivatives. This results in

expressions analogous to the zeroth-order derivative expansion results in Eqs. (2.70) and (2.71), namely

h
(2)+

T

∣
∣
∣G=0
=
α

π

1

m2
χ
{

−18ζ′
(−2, χ

)

+ 12 χ ζ′
(−1, χ

)

+
1

2

(

1 + 2 χ2) χ −
(

3χ − 2
)

χ ln χ
}

,

h
(2)−
T

∣
∣
∣G=0
=
α

π

1

m2
χ
{

−27

2
ζ′

(−2, χ
)

+ 6χ ζ′
(−1, χ

)

+
3

2
χ2ζ′

(

0, χ
)

+
1

2

(

1 + 3 χ2) χ −
(

3 χ − 5

4

)

χ ln χ +
1

2
χψ(χ) +

1

4

}

, (2.112)

h
(2)+

F̄F̄

∣
∣
∣G=0
=

1

F
α

π

1

m2
χ
{

3ζ′
(−2, χ

)

+ 2 χ ζ′
(−1, χ

) − 2 χ2 ζ′
(

0, χ
) − 1

12

(

5 + 14 χ2) χ

+
(3

2
χ − 1

)

χ ln χ +
1

3
χψ(χ) +

1

6
χ2 ζ

(

2, χ
)

+
1

12

}

,

h
(2)−
F̄F̄

∣
∣
∣G=0
=

1

F
α

π

1

m2
χ
{

15

4
ζ′

(−2, χ
) − χ ζ′(−1, χ

)

+
1

4
χ2 ζ′

(

0, χ
) − 1

6

(

3 + 3 χ − 5

2
χ2

)

χ

+
(3

2
χ − 5

8

)

χ ln χ +
( 1

12
− χ2

)

χψ(χ) +
1

6
χ2ζ

(

2, χ
) − 1

24

}

.
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Recall the definition χ = m2/(2e
√

2F ) introduced in the context of Eq. (2.71). Equation (2.112) in

particular allows for closed-form analytical insights in the important cases of either a purely magnetic-

like (c+ , 0) or a electric-like (c− , 0) field. It can be evaluated for arbitrary values of F .

Using the exact series representations of the first derivative of the Hurwitz zeta function and the

Digamma function for small arguments [43, 44] also the all-order strong field expansion of Eq. (2.112)

can be worked out explicitly, yielding

h
(2)+

T

∣
∣
∣G=0
=
α

π

1

m2
χ
{

−18ζ′(−2) +
[

2 lnχ − 24ζ′(−1) − 1
]

χ + 3
[

ln χ + ln(2π) − 5

2

]

χ2 − 2χ3

+ 12

∞∑

j=0

(−1) j j + 1

( j + 2)( j + 3)( j + 4)
ζ( j + 2) χ j+4

}

,

h
(2)−
T

∣
∣
∣G=0
=
α

π

1

m2
χ
{

−27

2
ζ′(−2) − 1

4
+

[5

4
ln χ − γ

2
− 21ζ′(−1) − 5

8

]

χ

+ 3
[

ln χ + ln(2π) +
π2

36
− 19

8

]

χ2 − 1

2

[9

2
+ ζ(3)

]

χ3

+
1

2

∞∑

j=0

(−1) j
[ 3( j2 + 11 j + 10)

( j + 2)( j + 3)( j + 4)
ζ( j + 2) + ζ( j + 4)

]

χ j+4
}

, (2.113)

h
(2)+

F̄F̄

∣
∣
∣G=0
=

1

F
α

π

1

m2
χ
{

3ζ′(−2) − 1

12
−

[

ln
(1

2
m2

ec+

)

+
γ

3
− 8ζ′(−1) +

1

6

]

χ

− 1

2

[

3 lnχ + 3 ln(2π) − π
2

6
− 13

2

]

χ2 +
2

3

[

2 − ζ(3)
]

χ3

−
∞∑

j=0

(−1) j
[ 2( j2 + 6 j + 5)

( j + 2)( j + 3)( j + 4)
ζ( j + 2) − j + 5

6
ζ( j + 4)

]

χ j+4
}

,

h
(2)−
F̄F̄

∣
∣
∣G=0
=

1

F
α

π

1

m2
χ
{

15

4
ζ′(−2) +

1

24
−

[5

8
ln χ +

γ

12
− 13

2
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3

16

]

χ

− 1

2

[

3 lnχ + 3 ln(2π) − π
2

12
− 45

8

]

χ2 +
1

12

[43

2
− 5ζ(3)

]

χ3

− 1

4

∞∑

j=0

(−1) j
[4 j3 + 35 j2 + 101 j + 70

( j + 2)( j + 3)( j + 4)
ζ( j + 2) − 2 j + 7

3
ζ( j + 4)

]

χ j+4
}

.

On the other hand, with the help of Eqs. (2.106) and (2.107), we infer the following weak field limits

of the tensor structures in Eq. (2.102) for generic electromagnetic fields

(

h
(2)

T

)αβ
= − 1

15

α

π

1

m2

[

1 − 4

7

( e

m2

)2
F

]

gαβ +
1

105

α

π

1

m2

( e

m2

)2
F̄α

τF̄
βτ + O(F̄4) ,

(

h
(2)

F̄F̄

)αβ
=

11

315

α

π

1

m2

( e

m2

)2
gαβ + O(F̄2) ,

(

h
(2)
∗F̄∗F̄

)αβ
=

4

63

α

π

1

m2

( e

m2

)2
gαβ + O(F̄2) ,

(

h
(2)
∗F̄F̄

)αβ
= O(F̄2) . (2.114)
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Upon plugging these results into Eq. (2.102) we obtain

L1-loop

HE

∣
∣
∣∼∂2 =

m2

240π2

( e

m2

)2
∂αF̄µν ∂

αF̄µν

− m2

12π2

( e

m2

)4
(

1

35
∂αF̄µν ∂

αF̄µν F + 1

140
∂αF̄µν ∂βF̄µν F̄α

τF̄
βτ

+
11

210
∂αF ∂αF +

2

21
∂αG∂αG

)

+ O(F̄6) . (2.115)

A comparison with Eq. (2.65) unveils that, as to be expected, in the perturbative weak field regime

the derivative operator is rendered dimensionless by the electron mass, which constitutes the only di-

mensionful physical scale of QED at zero external field. Correspondingly, in this parameter regime

derivative corrections can be neglected if the typical frequency scale of variation of the external field

is much smaller than the electron mass. It should be noted that the contribution to Eq. (2.115) which

is quartic in the field strength can be expressed in terms of just four different tensor structures. Apart

from contributions characterized by the same two structures which occur at zeroth order in the derivative

expansion in Eq. (2.65) and the Minkowski indices of the two derivatives contracted with each other, also

a new structure appears where the derivatives are contracted with field strength tensors in a non-trivial

way. If desired, the dependences on the dual field strength tensor entering this expression via G can be

completely eliminated with the help of the identity (A.3) in the Appendix A.1. We emphasize that the

strategy employed here to determine derivative corrections to the Heisenberg-Euler effective action for

QED in four space-time dimensions can be readily extended to QED in different space-time dimensions

and other field theories, such as scalar QED.

The imaginary part of Eq. (2.102) is conveniently determined by first adopting the same transfor-

mation as leading from Eq. (2.56) to Eq. (2.57), and second, noting that the entire pole structure of the

integrands in Eq. (2.110) on the real T axis can then be encoded in cot z′ and derivatives thereof which

are multiplied by functions of z′ that are regular at z′ = nπ. In a third step, the imaginary parts of these

contributions can be evaluated using Eq. (2.63). All expressions to be considered here are regular at

T = 0 such that there is no pole at n = 0; cf. Eq. (2.106). A relatively straightforward but tedious

calculation yields

Im
{
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, (2.116)
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These expressions constitute the imaginary part of Eq. (2.102) and result in corrections to Eq. (2.64)

describing the decay of the quantum vacuum via electron-positron pair production in slowly-varying

fields at one loop: the associated vacuum decay rate is w = 2 Im
{LHE

}

[2, 4]; cf. also Refs. [11, 43,

45, 62] and references therein. As for the analogous result at zeroth order in the derivative expansion in

Eq. (2.64), the characteristic feature of Eqs. (2.116)-(2.123) is the manifestly nonperturbative dependence

on ec− in the exponential. We emphasize the substantial increase in complexity of the leading derivative

correction relative to the zeroth order result. For c+ = 0, we recover the result for the imaginary part of

L1-loop

HE

∣
∣
∣
∂2 in a electric-like field derived in Ref. [59]. Derivatives acting on the external field can typically

be considered as scaling as ∂αF̄µν ∼ ωF̄µν where ω is the typical frequency scale of variation of the

external field. Hence, Eqs. (2.116)-(2.123) allow us to infer that in order for the imaginary part at zeroth

order in the derivative expansion to safely dominate the one at quadratic order in the parameter regime

where {c+, c−} ≪ m2/e and ω ≪ m we have to ensure that ω ≪ (ec−)2/m3. The latter criterion could

not be inferred without an explicit calculation because it is a priori not clear which parameter sets the

reference scale the frequency scale of variation of the external field is compared to for the manifestly

non-perturbative imaginary part. Instead, one might have likely guessed it to be given by the electron

mass as in Eq. (2.115).

Before closing this section, we note that along the same lines also higher order derivative contribu-

tions toLHE containing a fixed number 2n, with n ∈ N, of derivatives but accounting for arbitrary powers
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of direct couplings to the field F̄µν could be worked out. The contribution containing n first derivatives

of the field could be extracted from the n-rank polarization tensor δnΓ
ℓ-loop

HE
[Ā]/δĀµ1 . . . δĀµn evaluated

in the homogeneous constant background field F̄µν. Its determination requires knowledge of the term

scaling as k2n ∼ kσ1 . . . kσ2n of the n-rank polarization tensor. On the other hand, beyond the case of

n = 2 considered explicitly here also contributions containing higher derivatives become relevant. For

instance, at quartic order in the derivative expansion one also needs to evaluate the contributions which

are characterized by the insertion of two second derivatives of the field in the charged particle loops of

the constituting Feynman diagrams as well as those which contain two first derivatives and one second

derivative. While, accounting for Eq. (2.22), the former can be extracted from the terms characterized by

π
(4)
p of the photon polarization tensor, the latter require the evaluation of the 3-rank polarization tensor

up to O(k6). We emphasize that Πµν(k, k′|F̄) only provides access to symmetric contributions, namely

those which mediate interactions between two same-order derivatives. Any asymmetric assignment of

the derivatives to the two fields f̄ µν prior to the substitution f̄ µν → F̄µν gives rise to inconsistencies: the

possibility of partial integrations, which after this substitution also act on the factors of F̄µν in the scalar

functions h(2n)(F̄), renders different assignments inequivalent. In summary, the determination of the n-

derivative contribution along these lines requires knowledge of the terms scaling as k2n of the various

j-rank polarization tensors with j ≤ n. Aiming at the evaluation of the respective contribution in cases

where the required j-rank polarization tensors in generic constant fields have not yet been determined,

which is the case for j > 2, for the extraction of the nth order derivative expansion result it thus suffices

to determine these tensors at an accuracy of order k2n. See also Refs. [63, 64] for a related approach

devised in a different context.

Finally, we highlight that Eq. (2.115) allows for the determination of the exact contribution to the

one-loop photon polarization tensor in a generic inhomogeneous electromagnetic field at O(k4), i.e., the

subleading correction to Eq. (2.80). In line with the discussion in the context of Eq. (2.75) and Sec. 2.3.2,

this contribution is contained in −(δ2/δĀµδĀν)Γ
1-loop

HE
[Ā]

∣
∣
∣∼∂2 . It is somewhat unexpected and amusing to

note that, because Eq. (2.115) could be extracted from the contribution at O(k4) to the constant-field

polarization tensor at one loop, it actually turns out that the full information about the exact contribution

to (Π1-loop[Ā]) µν(k, k′) at O(k4) is already encoded in its constant-field analogue.

2.4 Explicit analytical insights beyond one loop

2.4.1 Two-loop Heisenberg-Euler effective Lagrangian

The Heisenberg-Euler effective action at two-loops (2.40) depicted in Fig. 2.3 is also known explicitly at

zeroth order in a derivative expansion. As noted above, it decomposes into a 1PI and a 1PR contribution.

The former can be worked out explicitly by contracting the two indices of the one-loop photon polariza-

tion tensor evaluated in a constant field (2.87) with a photon propagator (2.20) and integrating over all

possible momentum transfers. This results in a rather unwieldy expression [33, 45]. In a notation fol-

lowing [33], but adopting the sequential substitutions s′ → sν, s→ −iT and a rotation of the integration

contour, the on-shell renormalized effective Lagrangian associated with the 1PI contribution can be cast
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in the following form,

L2-loop

HE

∣
∣
∣
1PI
=
α

π

1

16π2

∫ ∞

0

dT

T 3
e−m2T

∫ 1

0

dν
{

K(T, ν) − K0(T )

ν
+ K0(T )

[

ln
(

m2T
)

+ γ − 5

6

]}

, (2.124)

with

K0(T ) =
(

4m2T + 2 − T∂T

)
[

(ec+T )(ec−T )

tanh(ec+T ) tan(ec−T )
− 1 − (ec+T )2 − (ec−T )2

3

]

(2.125)

and

K(T, ν) = e−νm
2T

{
(zz′)2

P

[

4m2T (S + P)I0 + 2I
]

− 1

ν(1 + ν)

[

4m2T +
2

1 + ν
+

z2 − z′2

3

(

2m2T
(

2 − ν + 2ν2) − 5ν

1 + ν

)]}

, (2.126)

which in turn is expressed in terms of

S = cosh z cosh(νz) cos z′ cos(νz′) , P = sinh z sinh(νz) sin z′ sin(νz′) ,

I0 =
1

b − a
ln

(b

a

)

, I =
1

b − a

[

(q − p)I0 −
q

b
+

p

a

]

,

a = z[coth z + coth(νz)] , b = z′
[

cot z′ + cot(νz′)
]

,

p =
z2 cos[(1 − ν)z′]
sinh z sinh(νz)

, q =
z′2 cosh[(1 − ν)z]

sin z′ sin(νz′)
. (2.127)

The proper time integration contour in Eq. (2.124) is assumed to lie slightly above the positive real T

axis; see the paragraph below Eq. (2.57).

On the other hand, the 1PR contribution to the effective Lagrangian can be evaluated straightfor-

wardly by inserting Eqs. (2.20) and (2.78) into the second expression in Eq. (2.40) and performing the

momentum integrals using [(2π)4δ(k)]2 → V (4)(2π)4δ(k). This yields the compact representation [12]
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∣
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HE
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(∂L1-loop

HE
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]
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1

2
F

[(∂L1-loop

HE

∂F

)2

−
(∂L1-loop

HE

∂G

)2]

+ G
∂L1-loop

HE

∂F
∂L1-loop

HE

∂G . (2.128)

Upon insertion of Eq. (2.61), we arrive at a rather compact double parameter integral representation.

Subsequently, we briefly study and compare the weak and strong field limits of Eqs. (2.124) and

(2.128). A perturbative weak-field expansion of Eq. (2.124) results in

L2-loop

HE

∣
∣
∣
1PI
=
α

π

m4

360π2

[
5

36

( e

m2

)4(
128F 2+263G2)− 1

45

( e

m2

)6
F (

1219F 2+2164G2)+O
(( eF̄

m2

)8
)]

. (2.129)

Apart from an overall suppression by the fine structure constant, Eq. (2.129) has the same structure as

its one-loop analogue in the last line of Eq. (2.65). The leading term is an effective four-field interaction.
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Conversely, the weak field expansion of Eq. (2.128),

L2-loop

HE

∣
∣
∣
1PR
=
α

π

m4

360π2

[
1

90

( e

m2

)6
F (

32F 2 + 14G2) + O
(( eF̄

m2

)8
)]

, (2.130)

starts with a six-field interaction, and thus only contributes at subleading order. This can be easily

understood by the fact that it arises from sewing together two lowest-order interactions at one-loop by a

photon propagator. Because the lowest-order interaction couples four fields, this leaves three couplings

to the external field for each loop.

As opposed to the situation at one loop, not even for G = 0 closed-form expressions for L2-loop

HE

∣
∣
∣
1PI

and its derivatives are available. A notable exception is the simplified case of self-dual fields [65].

The dominant contributions to L2-loop

HE

∣
∣
∣
1PI

in the limit of |F | ≫ (m2/e)2 and |G| ≪ (m2/e)2 hence have

to be extracted from the double integral representation in Eq. (2.124). As detailed in the context of

Eq. (2.66), independently of the sign of F for this it is sufficient to consider only the case of c+ =
√

2F
and |c−| ≪ |c+|. Aiming at extracting the respective asymptotics, it is convenient to first perform a

transformation of the integration variable from T to dimensionless proper time z = ec+T , and introduce

the shorthand notation κ = c−/c+, which implies z′ = κz. In the considered limit, we obviously have

χ = m2/(2ec+) ≪ 1 and |κ| ≪ 1, which justifies expansions in both of these parameters; cf. also

Eq. (2.67). Second, we note that because of the very mild overall exponential suppression of the integrand

in Eq. (2.124) with exp{−2χz} the dominant contributions to L2-loop

HE

∣
∣
∣
1PI

in the limit of χ → 0 stem from

large values of z; this can be easily checked by introducing a parameter Z fulfilling Z ≫ 1 while 2χZ ≪ 1

which splits the proper time integration into two domains. In a next step, we infer

K0(z) = z3
{

−∂z

[
κ

tanh z tan(κz)
− 1

z2
− 1 − κ2

3

]

+ O(χ)

}

(2.131)

and

Kz, ν) = z3e−2χzν
{

z
κ2

P
2I − 1

z3(1 + ν)2

[
2

ν
− z2 5(1 − κ2)

3

]

+ O(χ)

}

. (2.132)

We emphasize that we have explicitly checked that the terms denoted by O(χ) in Eqs. (2.131) and (2.132)

do not increase with z for z→ ∞, but scale at least asO(( 1
z
)0) at any given order in an expansion in κ → 0.

Moreover, note that at any fixed order in κ → 0, we have limz→∞
∣
∣
∣z I

P

∣
∣
∣ ∼ zle−z(1+2ν) → 0, with l ∈ Z0.

Herewith, we obtain
∫ ∞

0

dz

z3
e−2χzK0(z) = O(χ0)O(κ0), (2.133)

and ∫ ∞

0

dz

z3
e−2χz K(z, ν) = − 5

(1 + ν)2

1 − κ2

3
ln χ + O(χ0)O(κ0) . (2.134)

Apart from this, we need to consider the integral

∫ ∞

0

dz

z3
e−2χz K0(z)

[

ln
(

2χz
)

+ γ − 5

6

]

=

∫ ∞

0

dz

z
e−2χz

[
coth z

z
− 1

z2
− 1

3

]
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+
κ2

3

∫ ∞

0

dz e−2χz
[
1

z
− coth z

]

+ O(χ0)O(κ0) + O(κ4) . (2.135)

In order to arrive at this result we have made use of Eq. (2.131) and performed an integration by parts.

Thereafter, we have employed an expansion in κ → 0, keeping only terms up to order κ2. The integrals

in Eq. (2.135) can be carried out with Eqs. (2.68) and (2.69), yielding

∫ ∞

0

dz

z
e−2χz

[
coth z

z
− 1

z2
− 1

3

]

=
(1

3
− 2χ + 2χ2

)

ln χ +
1

3
− 4ζ′(−1, χ) − χ2 =

1

3
ln χ + O(χ0) ,

∫ ∞

0

dz e−2χz
[
1

z
− coth z

]

=
1

2
χ−1 − ln χ + ψ(χ) = −1

2
χ−1 − ln χ + O(χ0) . (2.136)

Using these identities in Eq. (2.135), we infer

∫ ∞

0

dz

z3
e−2χz K0(z)

[

ln(2χz) + γ − 5

6

]

=
1

3

[

(1 − κ2) lnχ − 1

2
χ−1κ2

]

+ O(χ0)O(κ0) + O(κ4) . (2.137)

Putting everything together, we hence have

L2-loop

HE

∣
∣
∣
1PI
=
α

π

e2F
16π2

[

(1 − κ2) lnχ−1 − 1

3
χ−1κ2 + O(χ0)O(κ0) + O(κ4)

]

. (2.138)

which, using Eq. (2.67) can be written as

L2-loop

HE

∣
∣
∣
1PI
=
α

π

1

16π2

{

e2F
[

ln χ−1 + O(χ0)

]

− 1

12

e2G2

F

[

χ−1 + O(χ0)

]}

+ O(G4) . (2.139)

Apart from the numeric coefficients and an overall factor of α/π, Eq. (2.139) has exactly the same form

as its one-loop analogue in Eq. (2.74): the term ∼ F starts contributing with a logarithm of χ and the one

∼ G2/F with the inverse of χ. For completeness and as a consistency check, we note that the one-loop

result (2.74) can alternatively be extracted from the parameter integral representation of the one-loop

Heisenberg-Euler Lagrangian (2.61) along the same lines as presented here.

Finally we also extract the leading asymptotics of L2-loop

HE

∣
∣
∣
1PR

in the same limit. The corresponding

result can be readily obtained by plugging Eq. (2.66) into Eq. (2.128). Expressing the derivatives for F
in terms of derivatives for χ = m2/(2e

√
2F ), this yields

L2-loop

HE

∣
∣
∣
1PR
=

1

8
F

(

(2 − χ∂χ)
L1-loop

HE

F

∣
∣
∣
∣
∣G=0

)2

− 1

8

G2

F

[

4

(

F
∂2L1-loop

HE

∂G2

∣
∣
∣
∣
∣G=0

)2

− (2 − χ∂χ)
L1-loop

HE

F

∣
∣
∣
∣
∣G=0

(2 − χ∂χ)

(

F
∂2L1-loop

HE

∂G2

∣
∣
∣
∣
∣G=0

)]

+ O(G4) , (2.140)

where we divided L1-loop

HE

∣
∣
∣G=0

by F and multiplied its second derivative for G by F such as to ob-

tain dimensionless quantities fully parameterized by χ only; cf. also Eqs. (2.70)-(2.73). By employing

Eqs. (2.72) and (2.73) in Eq. (2.140), we then find
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L2-loop

HE

∣
∣
∣
1PR
=
α

π

1

24π2

{

e2F
[
1

3
ln2 χ−1 +

(

8ζ′(−1) − 1

3

)

ln χ−1 + O(χ0)

]

− 1

4

e2G2

F

[
1

12
χ−2 −

(
1

2
ln χ−1 − γ

3
+ 2ζ′(−1) − 1

12

)

χ−1 + O(χ0)

]}

+ O(G4) . (2.141)

Note that in the present context we count contributions scaling ∼ ln χ as O(χ0). We emphasize that

Eq. (2.141) has a different structure than the one-loop result (2.74) and the 1PI contribution at two

loops (2.139). In comparison to these expressions the leading terms ∼ F and ∼ G2/F are enhanced:

the former one by a factor of ln χ−1 and the latter one by χ−1. As (e2G2/F ) χ−2 = 8e2G (e2G/m4),

this in particular means that, in contrast to Eqs. (2.74) and (2.139), the leading term ∼ G2 to the 1PR

contribution at two loops is not parametrically suppressed by an inverse power of F ≫ (m2/e)2. Instead,

one factor of G is rendered dimensionless by a quartic power of the electron mass. In summary, in the

limit of |F | ≫ (m2/e)2 and |G| ≪ (m2/e)2 the leading contributions at one and two loops are related as

L2-loop

HE

∣
∣
∣
1PI

L1-loop

HE

≃ 3

4

α

π
,

L2-loop

HE

∣
∣
∣
1PR

L2-loop

HE

∣
∣
∣
1PI

≃ 2

9
ln χ−1 , (2.142)

while those ∼ G2 fulfill

∂L2-loop

HE

∣
∣
∣
1PI

∂G2

(∂L1-loop

HE

∂G2

)−1

≃ −1

2

α

π
,

∂L2-loop

HE

∣
∣
∣
1PR

∂G2

(∂L1-loop

HE

∣
∣
∣
1PI

∂G2

)−1

≃ 1

6
χ−1 . (2.143)

Equations (2.142) and (2.143) imply that whereas the two-loop 1PI contribution remains suppressed

relatively to the one loop result, the 1PR contribution at two loops can in principle even surpass the latter

for exponentially large field field strengths |χ−1| ≥ exp(6π/α). On the other hand, with regard to the

contribution ∼ G2 the 1PR term becomes larger than the corresponding one-loop expression already for

the much lower values of |χ−1| ≥ 12π/α.

2.4.2 Photon current and polarization tensor at two loops

For completeness, we note that the leading-order derivative expansion results for the photon current and

polarization tensor at one loop given in Eqs. (2.75) and (2.80) can be readily generalized to higher loop

orders. Recall, however, that
(

Πℓ-loop[Ā]
) µν
, −δ2ΓHE[Ā]/δĀµδĀν and

(

j ℓ-loop[Ā]
) µ
, δΓHE/δĀµ for

ℓ > 1. Instead, the explicit determination of (Π[Ā])µν and ( j[Ā])µ from ΓHE[Ā] at a given order n in

the loop expansion requires solving Eq. (2.22). This can be done recursively: obviously the results for

(Πℓ-loop[Ā]) µν and ( j ℓ-loop[Ā]) µ with ℓ = n are fully determined by those for 1 ≤ ℓ ≤ n − 1 as well as

δΓ
n-loop

HE
/δĀµ and δ2Γ

n-loop

HE
[Ā]/δĀµδĀν. Equivalently, this means that they are attainable from the first

and second functional derivatives of Γ
ℓ-loop

HE
[Ā] for 1 ≤ ℓ ≤ n. Specifically at two loops we have

(

Π2-loop[Ā]
) µν
= −

δ2Γ
2-loop

HE
[Ā]

δĀµδĀν
+

"

(

Π1-loop[Ā]
) µα

Dαβ
(

Π1-loop[Ā]
) βν

(2.144)
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and

(

j 2-loop[Ā]
) µ
=
δΓ

2-loop

HE
[Ā]

δĀµ
+

"

(

j1-loop[Ā]
)α

Dαβ
(

Π1-loop[Ā]
) βµ

. (2.145)

Hence, the consistent consideration of 1PR contributions, such as in Eqs. (2.144) and (2.145), constitutes

an important step in the determination of the induced photon current and the photon polarization tensor

for ℓ > 1 loops from Eq. (2.22).

Aiming at the extraction of the low-energy expressions for
(

Πℓ-loop[Ā]
) µν

and
(

jℓ-loop[Ā]
) µ

with ℓ > 1

in a slowly-varying external field at zeroth order in a derivative expansion, these contributions can be

determined in a convenient and unambiguous way by momentarily introducing labeled external fields.

The procedure to work out a specific 1PR diagram to be accounted for is then as follows: First, one

isolates the relevant diagrams together with the respective numerical prefactors. Second, instead of

directly evaluating a given diagram included in this set, one eliminates its open indices and works out

the formal expression for the resulting external-field vacuum diagram, with one important modification

as compared to a standard QED calculations in a slowly-varying external electromagnetic field. Namely,

the specific fermion loops featuring the open indices in the original diagram are now to be dressed

by distinctly labelled slowly-varying external fields different from the one dressing the other fermion

loops. By construction, this ensures the momentum transfer mediating between different 1PR structures

to vanish identically. Third, a single functional derivative is taken for each of these fields to restores the

open indices in the correct fermion loops. Fourth, the labels distinguishing the different external fields

are removed. This yields the exact expression for the desired diagram at leading order in a derivative

expansion, i.e.,
(

Πℓ-loop[Ā]
) µν

(k, k′) ∼ O(k2) and
(

jℓ-loop[Ā]
) µ

(k) ∼ O(k); cf. the corresponding discussion

in the paragraph above Eq. (2.75).

We emphasize that this “trick” is advantageous over a seemingly more direct evaluation of these

contributions by sewing together the corresponding low-energy effective vertices to obtain formal ex-

pressions for the diagrams with open indices. This is so because the latter approach requires additional

assumptions. In order to obtain the correct results along these lines one has to carefully analyze the mo-

mentum structure of the contributing diagrams such that the zero momentum limit can be taken correctly.

This involves for instance to invoke a specific order for performing the various momentum integrations.

Subsequently, we want to explicitly determine the photon polarization tensor at two loops in the

soft-photon limit from Eq. (2.144). To this end, we first work out the 1PR term to be combined with

the second derivative of Γ
2-loop

HE
[Ā]. Adopting the strategy laid out in the paragraph below Eq. (2.145) to

evaluate such contributions, we find

"

(

Π1-loop[Ā]
) µα

Dαβ
(

Π1-loop[Ā]
) βν

(k, k′) = (2i)2

∫

x

eix(k+k′) kα
∂2L1-loop

HE

∂F̄αµ∂F̄ρσ

∂2L1-loop

HE

∂F̄ρσ∂F̄βν

k′β + O(k4)

= −
∫

x

eix(k+k′)
∑

i

p
µν
i

(k, k′)∆π2-loop

i
(F ,G) + O(k4) , (2.146)

where the sum is over i ∈ {T, ǫ, F̄F̄, ⋆F̄⋆F̄, ⋆F̄F̄} and the tensor structure is spanned by Eq. (2.81). The
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explicit expressions for the coefficients are fully determined by L1-loop

HE
and read

∆π
2-loop

T
=

1

2

[(

∂FL1-loop

HE

)2 − (

∂GL1-loop

HE

)2
]

,

∆π
2-loop
ǫ = ∂FL1-loop

HE
∂GL1-loop

HE
,

∆π
2-loop

F̄F̄
= ∂FL1-loop

HE
∂2
FL

1-loop

HE
+ F

[(

∂2
FL

1-loop

HE

)2 − (

∂F ∂GL1-loop

HE

)2
]

−
(

∂GL1-loop

HE
− 2G ∂2

FL
1-loop

HE

)

∂F ∂GL1-loop

HE
,

∆π
2-loop
⋆F̄⋆F̄

= ∂FL1-loop

HE
∂2
GL

1-loop

HE
− F

[(

∂2
GL

1-loop

HE

)2 − (

∂F ∂GL1-loop

HE

)2
]

+
(

∂GL1-loop

HE
+ 2G ∂2

GL
1-loop

HE

)

∂F ∂GL1-loop

HE
,

∆π
2-loop
⋆F̄F̄

=
1

2

(

∂2
FL

1-loop

HE
− ∂2
GL

1-loop

HE

)(

∂GL1-loop

HE
+ 2F ∂F ∂GL1-loop

HE

)

+ G
[

∂2
FL

1-loop

HE
∂2
GL

1-loop

HE
+

(

∂F ∂GL1-loop

HE

)2
]

+ ∂FL1-loop

HE
∂F ∂GL1-loop

HE
. (2.147)

In order to allow for a compact notation, here we employed the shorthand notation ∂F = ∂/∂F , etc. To

arrive at the representation in the second line of Eq. (2.146) we employed Eq. (A.10) in the Appendix A.3

to express the derivatives for the field strength tensor F̄µν in terms of derivatives for the scalar invariants

F and G.

We highlight an important point here: in the context of Eqs. (2.80) and (2.81) we noted that the

tensor structure p
µν
ǫ , the coefficient of which encodes the full dependence of (Π1-loop[Ā]) µν on ∂GL1-loop

HE
,

vanishes because of translational invariance in constant fields. This might suggest that in the calculation

of processes in constant external fields involving the photon polarization tensor as building block, such

as in particular the constant-field limit of Eq. (2.146), the contribution ∼ p
µν
ǫ to the former can be omitted

from the outset even in cases where G , 0. However, the fact that all the functions in Eq. (2.147)

depend on ∂GL1-loop

HE
clearly indicates that this is actually not permitted. In constant fields the integral

in Eq. (2.146) yields a momentum conserving delta function which renders the contribution p
µν
ǫ ∆π

2-loop
ǫ

zero, but all the other dependences on ∂GL1-loop

HE
persist. This apparent inconsistency is resolved by

noting that when sewing together two polarization tensors by a photon propagator in the soft-photon

limit a factor linear in the momentum is effectively removed from each of the two polarization tensors

via kαkβ/k2 → gαβ/d in d space-time dimensions; cf. also Eq. (2.79) as well as the detailed discussion

below Eq. (2.145). Thereby, each of the tensor structures p
µν
ǫ is effectively reduced from quadratic to

linear order in the momentum. In turn, the argument kαkβǫ
µναβ = 0 invoked to render p

µν
ǫ zero for the

photon polarization tensor considered as an isolated object does no longer apply when the latter appears

as a subdiagram within a larger diagram. Here, always the full expression has to be accounted for.

Similar apparent inconsistencies generically arise in sewing together more elementary building blocks to

form larger Feynman diagrams. We emphasize that this illustrates once again that conclusions drawn by

analyzing contributions considered as individual objects should never be taken over to composite ones

without validation that these indeed remain justified. It specifically also applies to the determination of

the full photon propagator in the presence of an external field from the polarization tensor; cf. Eqs. (2.19),

(2.21) and (2.22).
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On the other hand, the second derivative of Γ
2-loop

HE
[Ā] for the external field Āµ generically decomposes

into 1PI and 1PR contributions. In the soft-photon limit these can be readily obtained from Eq. (2.80)

by substituting L1-loop

HE
→ −L2-loop

HE

∣
∣
∣
1PI

and L1-loop

HE
→ −L2-loop

HE

∣
∣
∣
1PR

, respectively. The minus signs arise

because of Π1-loop[Ā] = −δ2Γ
1-loop

HE
[Ā]/δĀδĀ. Equation (2.128) then in particular allows to represent

the 1PR contribution directly in terms of derivatives of L1-loop

HE
for F and G. The relevant derivatives

determining Eq. (2.80) after the appropriate substitution can be expressed as

∂FL2-loop

HE

∣
∣
∣
1PR
= π

2-loop

T

∣
∣
∣
1PR
+ ∆π

2-loop

T
,

∂GL2-loop

HE

∣
∣
∣
1PR
= π

2-loop
ǫ

∣
∣
∣
1PR
+ ∆π

2-loop
ǫ ,

∂2
FL

2-loop

HE

∣
∣
∣
1PR
= π

2-loop

F̄F̄

∣
∣
∣
1PR
+ ∆π

2-loop

F̄F̄
,

∂2
GL

2-loop

HE

∣
∣
∣
1PR
= π

2-loop
⋆F̄⋆F̄

∣
∣
∣
1PR
+ ∆π

2-loop
⋆F̄⋆F̄

,

∂F ∂GL2-loop

HE

∣
∣
∣
1PR
= π

2-loop
⋆F̄F̄

∣
∣
∣
1PR
+ ∆π

2-loop
⋆F̄F̄

, (2.148)

where we introduced

π
2-loop

T

∣
∣
∣
1PR
=

(

F ∂FL1-loop

HE
+ G∂GL1-loop

HE

)

∂2
FL

1-loop

HE
+

(

G∂FL1-loop

HE
− F ∂GL1-loop

HE

)

∂F ∂GL1-loop

HE
,

π
2-loop
ǫ

∣
∣
∣
1PR
=

(

F ∂FL1-loop

HE
+ G∂GL1-loop

HE

)

∂F ∂GL1-loop

HE
+

(

G∂FL1-loop

HE
− F ∂GL1-loop

HE

)

∂2
GL

1-loop

HE
,

π
2-loop

F̄F̄

∣
∣
∣
1PR
=

(

F ∂FL1-loop

HE
+ G∂GL1-loop

HE

)

∂3
FL

1-loop

HE
+

(

G∂FL1-loop

HE
− F ∂GL1-loop

HE

)

∂2
F ∂GL

1-loop

HE

+ ∂FL1-loop

HE
∂2
FL

1-loop

HE
− ∂GL1-loop

HE
∂F ∂GL1-loop

HE
,

π
2-loop
⋆F̄⋆F̄

∣
∣
∣
1PR
=

(

F ∂FL1-loop

HE
+ G∂GL1-loop

HE

)

∂F ∂
2
GL

1-loop

HE
+

(

G∂FL1-loop

HE
− F ∂GL1-loop

HE

)

∂3
GL

1-loop

HE

+ ∂FL1-loop

HE
∂2
GL

1-loop

HE
+ ∂GL1-loop

HE
∂F ∂GL1-loop

HE
,

π
2-loop
⋆F̄F̄

∣
∣
∣
1PR
=

(

F ∂FL1-loop

HE
+ G∂GL1-loop

HE

)

∂2
F ∂GL

1-loop

HE
+

(

G∂FL1-loop

HE
− F ∂GL1-loop

HE

)

∂F ∂
2
GL

1-loop

HE

+ ∂FL1-loop

HE
∂F ∂GL1-loop

HE
+

1

2

(

∂2
FL

1-loop

HE
− ∂2
GL

1-loop

HE

)

∂GL1-loop

HE
. (2.149)

For convenience, we also define the analogous quantities π
2-loop

i

∣
∣
∣
1PI

for the 1PI contributions. These

follow from Eq. (2.148) by replacing the labels 1PR → 1PI and omitting the corrections ∆π
2-loop

i
. Their

explicit expressions can be worked out straightforwardly from Eq. (2.124). However, as this results in

rather unwieldy expressions we do not provide them here. Defining π
2-loop

i
= π

2-loop

i

∣
∣
∣
1PI
+ π

2-loop

i

∣
∣
∣
1PR

, the

two-loop photon polarization tensor can then be represented compactly as

(

Π2-loop[Ā]
)µν

(k, k′) =

∫

x

eix(k+k′)
∑

i

p
µν
i

(k, k′) π2-loop

i
(F ,G) + O(k4) . (2.150)

Here, the coefficients π
2-loop

i

∣
∣
∣
1PI

encode the contributions due to the diagram depicted in Fig. 2.1 (left)

and π
2-loop

i

∣
∣
∣
1PR

those associated with Fig. 2.1 (right). We in particular emphasize that all topologically

inequivalent diagrams arising from the different possible insertions of the internal photon line in the

left-hand diagram, and of the 1PR tadpole in the right-hand diagram, are consistently accounted for.

As explicitly demonstrated by the above calculation, the diagrams which are 1PR with regard to the
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ℓ− 1 loopsℓ− 1 loopsℓ− 1 loops

Figure 2.4: Feynman diagrams encoding the dominant strong-field behavior of Lℓ-loop

HE

∣
∣
∣
1PI

for ℓ ≥ 2.

diagrammatic structure mediating between the two open indices in Eq. (2.146) are cancelled by an anal-

ogous contribution contained in δ2Γ
2-loop

HE
[Ā]

∣
∣
∣
1PR

/δĀδĀ. Equation (2.150) amounts to the result originally

derived in Ref. [12] in a less formal way, namely by drawing all connected diagrams featuring two open

photon lines at two loops and eliminating all those that correspond to iterations of more elementary ones.

The analogous expression for the two-loop photon current in Eq. (2.145) can be derived exactly along

the same lines. Because we do not need its explicit expression for the subsequent discussion, here we do

not work out this result.

2.4.3 Higher-loop contributions

Beyond two loops relatively little is known about ΓHE[Ā]. Especially for the 1PI part so-far only an

incomplete subset of contributions on the three-loop level has been evaluated explicitly in constant fields

and 1+1 space-time dimensions [66, 67]. On the other hand, in 3+1 dimensions and constant fields the

leading contributions of ΓHE[Ā]
∣
∣
∣
1PI

in the strong field limit characterized by F ≫ (m2/e)2 and G ≪
(m2/e)2 are known analytically at all loop orders. These were originally derived by Ritus [33] on the

basis of the Callan-Symanzik equation [68, 69] and read

L1-loop

HE
= e2F β1

4π
ln

(
e
√

2F
m2

) [

1 + O
(

ln−1
(

e
√

2F
m2

))]

+ O(G2) and

Lℓ-loop

HE

∣
∣
∣
1PI
= e2F β1

4π

β2/β
2
1

ℓ − 1

(

αβ1 ln
(

e
√

2F
m2

))ℓ−1 [

1 + O
(

ln−1
(

e
√

2F
m2

))]

+ O(G2) for ℓ ≥ 2 , (2.151)

where β1 = 1/(3π) and β2 = 1/(4π2) are the renormalization scheme independent coefficients of the

QED β function,

β
(

α(µ2)
)

=
1

α(µ2)
µ2 ∂

∂µ2
α(µ2) , with β

(

α
)

= β1α + β2α
2 + O(α3) , (2.152)

governing the running of the fine structure constant. They are the result of a close connection between

the short-distance behaviour of renormalized Green’s functions and the strong field limit of associated

quantities calculated in prescribed background fields [33, 43, 45, 70–73] in the absence of zero modes

[74]. Figure 2.4 depicts the ℓ-loop Feynman diagrams giving rise to the leading strong-field behavior

of Lℓ-loop

HE

∣
∣
∣
1PI

in Eq. (2.151) for ℓ ≥ 2 [75]. All these diagrams are generated by the last term in the

first line of Eq. (2.39) [12]. For completeness, we note that the analogous results for scalar QED have
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Γ
3-loop
HE

[[[Ā]]]
∣

∣

1PR
=== +++

Figure 2.5: Diagrammatic representation of the 1PR part of the Heisenberg-Euler effective action at three

loops. For the definition of the double line see Fig. 2.2.

exactly the same structure; in this case the coefficient β1 and β1 have of course to be replaced by those of

the β function of scalar QED. See also Ref. [75] for a possible new approach to computations at higher

loop order. One can easily verify that the result given for the ratio of the strong field limits of the 1PI

contributions at two and one loops in Eq. (2.142) indeed equals αβ2/β1 as predicted by Eq. (2.151).

The situation is somewhat different for the 1PR part. In fact, all constant-field 1PR diagrams at

three loops are known explicitly; see Fig. 2.5 for an illustration. The reason for this is that, similarly

to the two-loop result Eq. (2.128), these are generated from lower-order 1PI diagrams by derivatives

for the field strength tensor and appropriate contractions. In general, along these lines the ℓ-loop 1PR

part of LHE in constant fields is fully determined by L n-loop

HE

∣
∣
∣
1PI

with n ∈ {1, 2, . . . , ℓ − 1}. As detailed

in Secs. 2.3.1 and 2.4.1 all diagrams relevant for this construction have been evaluated explicitly up

to two loops. We note that a generalization of this procedure allowing to construct all possible 1PR

contributions to a given quantity in constant electromagnetic fields from 1PI contributions of lower loop

order is also available [17]. The latter was in particular used in Ref. [76] to determine the leading strong-

field behavior of ΓHE[Ā]
∣
∣
∣
1PR

at any loop order. The formal expression for the contribution depicted on

the left-hand side of Fig. 2.5 can be readily obtained by expanding the expression given explicitly in the

second line of Eq. (2.39) to three loops, yielding

Γ
3-loop

HE
[Ā]

∣
∣
∣
(left)

1PR
=

1

2

&

(

S
(1)
ψ [Ā]

)

µD µα(S
(2)
ψ [Ā]

)

αβD βν(S
(1)
ψ [Ā]

)

ν . (2.153)

With the help of Eqs. (2.20), (2.76) and (2.78), and the generalization of Eq. (2.79) to the product of four

momenta in d space-time dimensions,

∫

k

kαkβkµkν

(k2)2
(2π)dδ(k) =

gαβgµν + gαµgβν + gανgβµ

d(d + 2)
, (2.154)

this expression can be readily evaluated explicitly. The associated Lagrangian be cast in the following

form

L3-loop

HE

∣
∣
∣
(left)

1PR
=

1

3

[
∂L1-loop

HE

∂F̄µν

∂2L1-loop

HE

∂F̄µν ∂F̄αβ

∂L1-loop

HE

∂F̄αβ
+
∂L1-loop

HE

∂F̄µν

∂2L1-loop

HE

∂F̄αν ∂F̄µβ

∂L1-loop

HE

∂F̄αβ

+
∂L1-loop

HE

∂F̄µν

∂2L1-loop

HE

∂F̄αν ∂F̄αβ

∂L1-loop

HE

∂F̄µβ

]

. (2.155)

The right-hand diagram in Fig. 2.5 is encoded in the contribution ∼ S
(3)
ψ in the last line of Eq. (2.39),
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yielding the formal expression

Γ
3-loop

HE
[Ā]

∣
∣
∣
(right)

1PR
= − i

2

&

(

S
(1)
ψ [Ā]

)

µD µα(S
(3)
ψ [Ā]

)

αβγD βγ

=

"

(

S
(1)
ψ [Ā]

)

µD µα δ

δĀα
Γ

2-loop

HE
[Ā]

∣
∣
∣
1PI
, (2.156)

where we made use of Eqs. (2.30) and (2.40) to arrive at the representation given in the second line. The

functional derivative of the two-loop 1PI contribution to ΓHE[Ā] in a constant field in Eq. (2.156) can be

rewritten in the same way as its one-loop analogue (2.75). Upon insertion of Eqs. (2.20) and (2.78), we

then obtain

L3-loop

HE

∣
∣
∣
(right)

1PR
=
∂L1-loop

HE

∂F̄µν

∂L2-loop

HE

∣
∣
∣
1PI

∂F̄µν
. (2.157)

We reiterate that while expressions similar to Eqs. (2.155) and (2.157) can be written down for the 1PR

contributions to LHE at higher loops, these are not really of practical use as long as no explicit results are

available for Lℓ-loop

HE

∣
∣
∣
1PI

with ℓ ≥ 3.

However, note that at each loop order there is at least one 1PR diagram which can be expressed ex-

clusively in terms of L1-loop

HE
and derivatives thereof. An ℓ-loop diagram of this type consists of ℓ charged

particle loops that are coupled by photon propagators. The latter mediate only between different loops

and a given pair of loops is coupled only once. The number of these diagrams grows with increasing loop

order because higher-loop diagrams may contain a larger variety of effective soft-photon vertices (2.76).

Particularly in the limit of |F | ≫ (m2/e)2 and |G| ≪ (m2/e)2 it can be shown that the dominant diagram

of this type at ℓ loops is the one which can be expressed as the contraction of two first derivatives and

ℓ − 2 second derivatives of L1-loop

HE
for F̄µν.

To be specific, this follows from the fact that for G = 0 we have ∂/∂F̄µν ∼ ∂/∂
√

2F , which implies

S
(n)
ψ [Ā]

∣
∣
∣G=0
∼ (∂/∂

√
2F )nL1-loop

HE

∣
∣
∣G=0

for the effective n soft-photon couplings (2.76) within 1PR tadpole

structures [21]. With the help of the exact series representation of L1-loop

HE

∣
∣
∣G=0

in Eq. (2.72) it is then

straightforward to infer that to leading order these effective couplings scales as

S
(n)
ψ [Ā]

∣
∣
∣G=0
∼ αn/2 (

e
√

2F )2−n

{
ln

(
e
√

2F
m2

)

for 0 ≤ n ≤ 2

1 for n ≥ 3
(2.158)

with respect to the coupling e ∼ α1/2 and the RG invariant combination e
√

2F . This in particular means

that the effective vertices with n ≥ 3 go to zero for |F | → ∞, while those with n ≤ 2 increase at

least logarithmically with F . If the logarithm in the first line of Eq. (2.158) would be absent, each 1PR

compound n ≥ 2 soft-photon coupling of generic loop order formed by the contraction of several S
(n′)
ψ [Ā]

by photon lines would again scale as (
√

2F )2−n. In the presence of the logarithm this clearly remains

only true for the 1PR effective couplings exclusively made up of effective vertices S
(n′)
ψ [Ā] with n′ ≥ 3;

couplings containing powers of S
(2)
ψ [Ā] are logarithmically enhanced. To obtain a scalar contribution

each open photon coupling ultimately needs to be saturated with a current S
(1)
ψ [Ā]. This implies that

in this case all possible viable contributions to LHE formed by sewing together 1-loop diagrams only

to form 1PR structures would scale as ∼ 2F . With the logarithm present this scaling clearly can be
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ΓHE[[[Ā]]]
∣

∣

◦∼◦···∼◦◦∼◦···∼◦◦∼◦···∼◦

1PR
===

+++ +++ +++ . . .. . .. . .===where

Figure 2.6: Diagrammatic representation of 1PR bubble chain contributions to the Heisenberg-Euler

effective action at arbitrarily loops. The double wiggle line represents the photon propagator with arbi-

trarily many one-loop insertions. For the definition of the straight double line see Fig. 2.2.

enhanced at best to 2F lnℓ
√

2F for an ℓ-loop diagram. Clearly, the only ℓ-loop diagram scaling like this

is the one made up of two currents S
(1)
ψ [Ā] connected by a chain of ℓ − 2 vacuum bubbles S

(2)
ψ [Ā]. At

the same time ℓ-loop diagrams with a different topology are relatively suppressed by at least a factor of

ln−1
√

2F .

Therefore, the diagrams constituting the leading contribution to LHE in the limit of |F | ≫ (m2/e)2

and |G| ≪ (m2/e)2 at a fixed loop order ℓ ≥ 2 for this specific subset of 1PR diagrams is encoded in the

expression in the second line of Eq. (2.39),

ΓHE[Ā]
∣
∣
∣
◦∼◦···∼◦
1PR

:=
1

2

"

(

S
(1)
ψ [Ā]

)

µ

[(

D−1 − S
(2)
ψ [Ā]

)−1] µν(
S

(1)
ψ [Ā]

)

ν . (2.159)

For a graphical representation of Eq. (2.159) see Fig. 2.6. The expression in the squared brackets in

Eq. (2.159) amounts to the dressed, one-loop bubble chain resummed photon propagator. Aiming at an

its explicit evaluation in the considered limit, we first note that in a constant field fulfilling G = 0 and

F ≥ 0, the required two-point function S
(2)
ψ [Ā] = −Π1-loop[Ā] in the soft-photon limit following from

Eq. (2.80) can be expressed as

(

S (2)[Ā]
) µν

(k, k′)
∣
∣
∣G=0
= (2π)4δ(k + k′)

{

P
µν
0

k2
∂L1-loop

HE

∂F + P
µν
⊥

(

k2
∂L1-loop

HE

∂F + (kF̄)2
∂2L1-loop

HE

∂F 2

)

+ P
µν

‖

[

k2

(
∂L1-loop

HE

∂F − 2F
∂2L1-loop

HE

∂G2

)

+ (kF̄)2
∂2L1-loop

HE

∂G2

]

+ O(k4)

}∣
∣
∣
∣
∣
∣G=0

, (2.160)

where we made use of the projectors defined in Eq. (2.88). Decomposing the transverse part of the

(inverse) photon propagator (2.20) in terms of the same projectors (the longitudinal part can be dropped

because the effective couplings S
(n)
ψ [Ā] fulfill the Ward identity) and using (

∑

i ciP
µν
i

)(
∑

i c−1
i

Pi,νρ) = δ
µ
ρ

with i ∈ {0, ‖,⊥}, we obtain

[(

D−1−S
(2)
ψ [Ā]

)−1] µν
(k, k′)

∣
∣
∣G=0
= (2π)4δ(k+k′)

{
P
µν
0

k2
(

1 − ∂FL1-loop

HE

)+
P
µν
⊥

k2
(

1 − ∂FL1-loop

HE

) − (kF̄)2∂2
FL

1-loop

HE

+
P
µν

‖

k2
(

1 − ∂FL1-loop

HE
+ 2F ∂2

GL
1-loop

HE

) − (kF̄)2∂2
GL

1-loop

HE

+ O(k0)

}∣
∣
∣
∣
∣
∣G=0

. (2.161)

For a diagrammatic representation of the photon propagator (2.161) dressed by one-loop vacuum bubbles
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see Fig. 2.6. Because of P
µν

‖ ∼ (k⋆F̄) µ(k⋆F̄)ν for G = 0, which immediately implies P
µν

‖
(

S (1)[Ā]
)

ν ∼ G,

upon insertion into Eq. (2.159) the term ∼ P
µν

‖ in Eq. (2.161) does not contribute for G = 0. With the

explicit expression for S (1)[Ā] given in Eq. (2.78) we thus arrive at

LHE

∣
∣
∣
◦∼◦···∼◦
1PR,G=0

=
1

2

(∂L1-loop

HE

∂F

)2
∫

k

(2π)4δ(k)
(kF̄)2

k2
(

1 − ∂FL1-loop

HE

) − (kF̄)2∂2
FL

1-loop

HE

∣
∣
∣
∣
∣
∣G=0

=
1

2

(

∂FL1-loop

HE

)2

1 − ∂FL1-loop

HE

∞∑

n=0

(
∂2
FL

1-loop

HE

1 − ∂FL1-loop

HE

)n ∫

k

(2π)4δ(k)

(
(kF̄)2

k2

)n+1
∣
∣
∣
∣
∣
∣G=0

. (2.162)

In the last step we need to evaluate the momentum integral. To perform this integral it is convenient

to employ a Lorentz transformation to a reference system in which F amounts to a purely magnetic

field. In this system we have (kF̄)2|G=0 = 2F kµkνg
µν
⊥ , with the metric g

µν
⊥ singling out the d − 2 spatial

components perpendicular to the magnetic field. Noting that the generalization of Eqs. (2.79) and (2.154)

to 2n factors of kµ in d space-time dimensions reads

∫

k

kσ1 · · · kσ2n

(k2)n
(2π)dδ(k) =

g(σ1σ2gσ3σ4 · · · gσ2n−1σ2n)

d(d + 2)(d + 4) · · · (d + 2n − 2)
, (2.163)

where we employed a normalized symmetrization in the numerator on the right-hand side, it is then

obvious that the contraction of this numerator with g⊥, σ1σ2
· · · g⊥, σ2n−1σ2n

results in the factor in the

nominator with d → d − 2. In turn, we find

∫

k

(
(kF̄)2

k2

)n+1
∣
∣
∣
∣
∣G=0

(2π)dδ(k) = (2F )n+1 d − 2

d + 2n

d=4−−−−→ (2F )n+1 1

n + 2
, (2.164)

such that, after performing the sum over n in the last line of Eq. (2.162) we obtain

LHE

∣
∣
∣
◦∼◦···∼◦
1PR,G=0

= F
(

∂FL1-loop

HE

)2

1 − ∂FL1-loop

HE

−[ln(1 − ξ) + ξ]
ξ2

∣
∣
∣
∣
∣
∣G=0

, with ξ =
2F ∂2

FL
1-loop

HE

1 − ∂FL1-loop

HE

. (2.165)

On the other hand, with the help of the binomial theorem, the Cauchy product and Eq. (2.164), the last

line of Eq. (2.162) can alternatively be represented as

LHE

∣
∣
∣
◦∼◦···∼◦
1PR,G=0

=

∞∑

n=0

L(n+2)-loop

HE

∣
∣
∣
◦∼◦···∼◦
1PR,G=0

,

with L(n+2)-loop

HE

∣
∣
∣
◦∼◦···∼◦
1PR,G=0

= F
n∑

j=0

(

n

j

)

1

n − j + 2

(∂L1-loop

HE

∂F

) j+2
(

2F
∂2L1-loop

HE

∂F 2

)n− j ∣∣
∣
∣
∣
∣G=0

. (2.166)

One can easily check that exactly the same results are obtained also in the complementary parameter

regime where F < 0. Note that Eqs. (2.128) and (2.155) considered above amount to the two- and three-

loop representatives of this specific class of diagrams in a generic constant electromagnetic field. For

G = 0 they give rise to the two lowest-order contributions to the infinite sum in the first line of Eq. (2.166).

Because for |F | ≫ (m2/e)2 we have to leading order ∂FL1-loop

HE

∣
∣
∣G=0

∼ ln
√

2F while ∂2
FL

1-loop

HE

∣
∣
∣G=0

∼
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1/(2F ) (cf. also Eq. (2.158) above), the leading contribution in this limit at a given loop order is encoded

in the term characterized by j = n in the second line of Eq. (2.166), i.e.,

∆Lℓ-loop

HE

∣
∣
∣
◦∼◦···∼◦
1PR,G=0

:=
1

2
F

(∂L1-loop

HE

∂F

)ℓ
∣
∣
∣
∣
∣
∣G=0

=
1

2
e2F β1

4π
ln

(
e
√

2F
m2

) (

αβ1 ln
(

e
√

2F
m2

))ℓ−1 [

1 + O
(

ln−1
(

e
√

2F
m2

))]

(2.167)

for ℓ ≥ 2. Here we made use of the first line of Eq. (2.151) to arrive at the explicit result given in the last

step. As a consistency check we note that this result correctly reproduces the leading term in Eq. (2.141)

for ℓ = 2. Moreover, in line with Eqs. (2.151) and (2.167) the result given for the ratio of the strong field

limits of the 1PR and 1PI contributions at two loops in Eq. (2.142) can be expressed as β2
1
/(2β2) lnχ−1.

A comparison with Eq. (2.151) unveils that beyond one loop Eq. (2.167) is logarithmically enhanced and

thus dominates the former at each loop order ℓ ≥ 2 in the strong field limit. Though we have not yet

discussed the scaling of 1PR contributions containing also 1PI substructures, such as, e.g., the right-hand

diagram in Fig. 2.5, this already implies that the 1PR sector dominates the 1PI one for |F | ≫ (m2/e)2

and |G| ≪ (m2/e)2. Resumming Eq. (2.167) to all loop orders fulfilling ℓ ≥ 2, we obtain

∆LHE

∣
∣
∣
◦∼◦···∼◦
1PR,G=0

:=
1

2
F

(∂L1-loop

HE

∂F

)2 1

1 − ∂FL1-loop

HE

∣
∣
∣
∣
∣
∣G=0

=
1

2
e2F β1

4π
α1-loop(e

√
2F )

β1 ln2
(

e
√

2F
m2

) [

1 + O
(

ln−1
(

e
√

2F
m2

))]

, (2.168)

with the one-loop running of the fine structure given by

α1-loop(µ2) =
α

1 − αβ1 ln
( µ2

m2

)
. (2.169)

In the strong field limit considered here we obviously have α1-loop(e
√

2F ) ≫ α.

Note, however, that Eq. (2.169) eventually diverges at the Landau pole µ2 = m2 exp{1/(αβ1)}, which

signalizes the breakdown of a perturbative loop expansion of LHE for exponentially large field strengths

|
√

2F | approaching the value of (m2/e) exp{1/(αβ1)}. For completeness, we also remark that this limiting

value is by a factor of two smaller than the field strength for which L1-loop

HE

∣
∣
∣
1PR

formally surpasses L1-loop

HE

in the strong field limit; cf. the discussion in the context of Eq. (2.143) above. Of course, Eq. (2.168) can

alternatively be extracted directly from Eq. (2.165) where it amounts to the limit of ξ → 0.

A comparison of Eq. (2.168) with Eq. (2.128), which for G = 0 reads

LHE

∣
∣
∣
2-loop

1PR,G=0
=

1

2
F

(∂L1-loop

HE

∂F

)2

, (2.170)

unveils that in the limit of |F | ≫ (m2/e)2 the leading strong-field behavior of the former can be obtained

by multiplying the analogous result for the latter by a factor of α1-loop(e
√

2F )

/α. This in particular

implies that, when aiming at the determination of the strong-field behavior of a contribution to ΓHE[Ā]



2.4. EXPLICIT ANALYTICAL INSIGHTS BEYOND ONE LOOP 55

in constant fields involving one-loop bubble chain resummed photon propagators connecting tadpole

structures to the rest of the diagram, one can instead evaluate the strong field limit of the simpler diagram

were these dressed photon propagators are replaced by bare ones. The result for the desired diagram is

then obtained from this expression by replacing each factor of α coming with a bare photon propagator

by α1-loop(e
√

2F )

.

While we have now established that Eqs. (2.167) and (2.168) comprise the leading contributions in

the 1PR sector formed exclusively by sewing together one-loop diagrams, a assessment of the relative

importance of other 1PR diagrams is still missing here. It is, however, straightforward. To this end, we

first note that higher-loop 1PI effective vertices mediating interactions among 1PR tadpole structures can

be readily obtained from Eq. (2.76): the ℓ ≥ 2 loop 1PI effective coupling follows by the replacement

L1-loop

HE
→ Lℓ-loop

HE

∣
∣
∣
1PI

. With the same reasoning as adopted in the derivation of Eq. (2.158), one can then

straightforwardly deduce that in constant fields fulfilling |F | ≫ (m2/e)2 and G = 0 to leading order the

corresponding ℓ ≥ 2 loop effective couplings scale as

S
(n),ℓ-loop

ψ [Ā]
∣
∣
∣G=0
∼ αn/2+ℓ−1 (

e
√

2F )2−n
lnℓ−2

(
e
√

2F
m2

)
{

ln
(

e
√

2F
m2

)

for 0 ≤ n ≤ 2

1 for n ≥ 3
. (2.171)

From these scalings it is obvious that for any given loop order indeed no other 1PR diagram can be

formed that could potentially surpass Eq. (2.167): all possible ℓ-loop 1PR diagrams containing at least

one 1PI effective coupling (2.171) with ℓ ≥ 2 are suppressed relatively to those given in the second line

of Eq. (2.167) by at least a factor of ln−1(e
√

2F /m2).

Hence, together with the Maxwell term LMW = −F amounting to the zero-loop contribution, the

expressions in the first line of Eq. (2.151) and in the second line of Eq. (2.167) constitute the leading

contributions to LHE at any given order ℓ ≥ 1 in a perturbative loop expansion. Resumming these

contributions to all loops with the help of Eq. (2.168), we arrive at

LHE = −F + e2F β1

4π
ln

(
e
√

2F
m2

) [

1+
1

2
α1-loop(e

√
2F )

β1 ln
(

e
√

2F
m2

)][

1+O
(

ln−1
(

e
√

2F
m2

))]

+O(G2) , (2.172)

which constitutes the all-loop strong field limit of the Heisenberg-Euler effective Lagrangian at zeroth

order in a derivative expansion. Equation (2.172) supersedes an analogous result originally obtained

by Ritus [33] based on the resummation of the leading logarithms in the 1PI sector given in Eq. (2.151)

while not accounting for any of the 1PR contributions which turn out to be dominant; cf. also Ref. [45]. It

corresponds to the expression originally derived in Ref. [76] in a somewhat different way. We emphasize

the structural similarity of Eq. (2.172) with the sum of the Maxwell term, the one-loop result (2.151)

and the leading strong-field contribution in Eq. (2.141) which arises from the 1PR diagram at two loops

depicted in Fig. 2.3. In fact, upon replacing α → α1-loop(e
√

2F )

in the sum of these three terms we

recover Eq. (2.172). This structure is actually not too surprising: From an effective field theory point of

view it is natural that the couplings are evaluated at the relevant momentum scale, which in the strong

field limit |F | ≫ (m2/e)2, |G| ≪ (m2/e)2 and specifically at low momentum transfer |kµ| ≪ m amounts

to the RG invariant combination e
√

2F . Because of Lℓ-loop

HE
∼ αℓ−1 the leading explicit dependence on α

occurs only at two-loop order.
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. . .. . .. . .+++++++++

Figure 2.7: Contributions to LHE scaling as ∼ e2F [

α1-loop(e
√

2F )

β1ln
(

e
√

2F /m2)]n
with n ≥ 2 for

|F | ≫ (m2/e)2 and G = 0. For the definition of the double solid (wiggly) line see Fig. 2.2 (2.6).

=== +++

Figure 2.8: Decomposition of the leftmost diagram in Fig. 2.7 into topologically distinct building blocks.

It is then immediately clear that in the considered strong field limit the Feynman diagrams depicted in

Fig. 2.7 should give rise to the leading contributions at quadratic order in α1-loop(e
√

2F )

and beyond as in

these each power of α1-loop(e
√

2F )

comes in combination with a factor of ln
(

e
√

2F /m2); see Eq. (2.158).

This results in contributions ∆L(n)

HE
to LHE scaling as

∆L(n)

HE
∼ e2F

[

α1-loop(e
√

2F )

β1ln
(

e
√

2F
m2

)]n
with n ≥ 2 . (2.173)

Here, we explicitly account for the factor of β1 that effectively multiplies each logarithm; cf. Eq. (2.151).

The first diagram in Fig. 2.7 actually accounts for two topologically distinct contributions: one where

the two one-loop tadpoles couple to the same charged-particle loop within the bubble chain resummed

photon propagator, and another one where they couple to two different loops. See Fig. 2.8 for an illus-

tration. Apart from the first one, all diagrams in Fig. 2.7 can be readily obtained by sewing together only

one-loop diagrams. To be specific, these contributions with n ≥ 3 are obtained by connecting a one-loop

n-photon vertex S
(n)
ψ [Ā] to n one-loop photon currents S

(1)
ψ [Ā] with one-loop bubble chain resummed

photon propagators. As discussed in the context of Eq. (2.170) above, the corresponding expressions

can be worked out by evaluating the depicted diagrams with the bare photon propagator and substituting

α → α1-loop(e
√

2F )

. Subleading contributions at a given order in α1-loop(e
√

2F )

feature at least one fac-

tor of the logarithm less. On the other hand, showing that the first diagram in Fig. 2.7 indeed reproduces

the scaling in Eq. (2.173) for n = 2 is somewhat more elaborate. This is what will be done in the sub-

sequent paragraph: first, the strong field limit of the one-loop diagram formed by the double wiggly line

constituting a central building block this diagram evaluated. Second, this result is employed to extract

the strong-field behavior of the leftmost diagram in Fig. 2.7.

As noted in the context of Eq. (2.151) above, the leading strong-field behavior of the 1PI sector of

ΓHE[Ā] in constant fields is arising from the Feynman diagrams depicted in Fig. 2.4. The last term in the

first line of Eq. (2.39),

Γ9HE[Ā] := =
i

2
ln det

(

D−1 − S
(2)
ψ [Ā]

)

, (2.174)

accounts for all these diagrams with ℓ ≥ 2 loops. For the definition of the wiggly double line in
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Eq. (2.174), see Fig. 2.6. The leading contribution to the associated Lagrangian in the strong field limit

|F | ≫ (m2/e)2, |G| ≪ (m2/e)2 can be readily obtained by resumming the ℓ-loop results in Eq. (2.151)

for ℓ ≥ 2 [33, 45, 73]. This yields

L9HE = e2F 1

4π

β2

β1

∞∑

ℓ=1

1

ℓ

(

αβ1 ln
(

e
√

2F
m2

))ℓ [

1 + O
(

ln−1
(

e
√

2F
m2

))]

+ O(G2)

= e2F 1

4π

β2

β1

ln

(

α1-loop(e
√

2F )

α

) [

1 + O
(

ln−1
(

e
√

2F
m2

))]

+ O(G2) , (2.175)

where we employed the series representation of the logarithm,
∑∞

n=1 χ
n/n = − ln(1 − χ) for |χ| < 1, as

well as Eq. (2.169) in the last step. In a next step, we note that the contribution of the first diagram in

Fig. 2.7 to ΓHE[Ā] can be formally expressed as

= − i

4

∫

. . .

∫
[(

D−1 − S
(2)
ψ [Ā]

)−1]

µα

(

S
(1)
ψ [Ā]

)α [(

D−1 − S
(2)
ψ [Ā]

)−1]

νβ

(

S
(1)
ψ [Ā]

) β

×
{
(

S
(4)
ψ [Ā]

)µνρσ [(

D−1 − S
(2)
ψ [Ā]

)−1]

ρσ

+

"

(

S
(3)
ψ [Ā]

)µρσ(
S

(3)
ψ [Ā]

)νγδ [(
D−1 − S

(2)
ψ [Ā]

)−1]

ργ

[(

D−1 − S
(2)
ψ [Ā]

)−1]

σδ

}

. (2.176)

Equation (2.176) can be extracted from the last line of Eq. (2.39) by straightforward but somewhat tedious

manipulations. With the help of Eqs. (2.30) and (2.174) it can be identically rewritten as

=
1

2

"

(

S
(1)
ψ [Ā]

)

α

[(

D−1 − S
(2)
ψ [Ā]

)−1]αµ δ
2Γ9

HE
[Ā]

δĀµδĀν

[(

D−1 − S
(2)
ψ [Ā]

)−1] νβ (
S

(1)
ψ [Ā]

)

β , (2.177)

the structure of which clearly resembles Eq. (2.153). In line with the above discussion, the result for the

strong field limit of Eq. (2.177) can then be conveniently extracted from Eq. (2.155). It is encoded in

→ V (4) 1

3

[
∂L1-loop

HE

∂F̄µν

∂2L9
HE

∂F̄µν ∂F̄αβ

∂L1-loop

HE

∂F̄αβ
+
∂L1-loop

HE

∂F̄µν

∂2L9
HE

∂F̄αν ∂F̄µβ

∂L1-loop

HE

∂F̄αβ

+
∂L1-loop

HE

∂F̄µν

∂2L9
HE

∂F̄αν ∂F̄αβ

∂L1-loop

HE

∂F̄µβ

] (
α1-loop(e

√
2F )

α

)2

, (2.178)

which in the relevant limit simplifies to

= V (4) 1

2
F

(∂L1-loop

HE

∂F
α1-loop(e

√
2F )

α

)2
[
∂L9

HE

∂F +
4

3
F
∂2L9

HE

∂F 2

]

+ O(G2) . (2.179)

Upon insertion of Eqs. (2.151) and (2.175) and neglecting higher-order corrections in α1-loop(e
√

2F )

β1,

we finally obtain

= V (4)e2F 1

8π

β2

β1

ln
(
α1-loop(e

√
2F )

α

) [

α1-loop(e
√

2F ) β1 ln
(

e
√

2F
m2

)]2
[

1 + O
(

ln−1
(

e
√

2F
m2

))]

+ O(G2) , (2.180)
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which indeed agrees with the scaling in Eq. (2.174) for n = 2. It is worthwhile to recall and highlight

in this context that the contribution linear in α1-loop(e
√

2F )

in Eq. (2.172) is not compatible with this

scaling extended to n = 1. In comparison, this one is logarithmically enhanced and scales as ∆L(1)

HE
∼

e2F [

α1-loop(e
√

2F )

β1ln
(

e
√

2F /m2)] β1ln
(

e
√

2F /m2). Taking into account that

α1-loop(e
√

2F )

β1ln
(

e
√

2F
m2

)

=
l

1 − l
, where l = αβ1ln

(
e
√

2F
m2

)

, (2.181)

the scaling of the contribution linear in α1-loop(e
√

2F )

as well as those with n ≥ 2 in Eq. (2.173) can be

alternatively represented as

∆L(1)

HE
∼ e2F

(
l

1 − l

)
l

α
and ∆L(n)

HE
∼ e2F

(
l

1 − l

)n

for n ≥ 2 . (2.182)

This immediately implies that in the regime where the expansion parameter is smaller than unity, i.e.,

l < 1/2, the leading (n = 1) term is enhanced by a factor of 1/α ≃ 137 relatively to the other ones.

Finally, we briefly comment on the issue of convergence of this expansion. Equations (2.30), (2.36),

(2.39), and (2.72) suggest that the resummation of the contributions in Eq. (2.182) should indeed be

possible and even converge for l < 1/2. In line with this, for |G| ≪ (m2/e)2 the perturbative approach

should thus grant access to field strengths |
√

2F | < (m2/e) exp{1/(2αβ1)}. Insights into the manifestly

non-perturbative parameter regime where l ≥ 1/2 require going beyond the perturbative loop expansion.

In this context, it should also be noted that due to the structure of the constituting Feynman diagrams

the result in Eq. (2.172) can even be extracted from the leading contribution scaling as ∼ N to the

Heisenberg-Euler effective Lagrangian for external-field QED with N degenerate-mass charged particle

flavors in the ’t Hooft limit [77] characterized by sending N → ∞, while keeping both Nα = const.

and eĀµ = const. [21, 76]. The same is true for the leading contributions beyond quadratic order in

α1-loop(e
√

2F )

just discussed. A notable exception is the quadratic one: it scales only as ∼ N0 because of

the double wiggly loop formed by identifying both ends of the bubble chain resummed photon propagator

with each other; see the leftmost diagram in Fig. 2.7. This requires the number of charged-particle loop

insertions and bare photon propagators in the loop to be the same and thus results in a suppression by a

factor of 1/N relatively to the same diagram without the double wiggly loop.



Chapter 3

Photonic quantum vacuum signals

This chapter is concerned with the question of how the Heisenberg-Euler effective action ΓHE[Ā] intro-

duced and detailed in Chapter 2 can be employed to reliably predict quantum vacuum signals in exper-

imentally realistic field configurations. To this end, it focuses on the vacuum emission picture [16, 78]

that encodes the nonlinear response of the quantum vacuum to strong electromagnetic fields in signal

photons induced in the interaction region and assumed to be detected far outside. The theoretical foun-

dations of this approach are outlined and in particular concise expressions allowing for quantitatively

accurate predictions of prospective signals accessible with state-of-the-art technology are derived. This

is explicitly demonstrated for the example of two head-on colliding laser beams. In this context also

means to enhance the signal-to-background separation in experiment are highlighted.

3.1 Theoretical foundations

The basic idea of experiments aiming at the detection of quantum fluctuation induced corrections to the

classical Maxwell theory is to apply strong macroscopic electromagnetic fields, such as provided by

high-intensity laser pulses, and to measure a response which can be attributed to the latter. Even for

the highest field strengths attainable in the laboratory with state-of-the-art and near-future high-intensity

lasers this response is very small and can best be resolved and quantified in terms of single signal photons:

high-intensity lasers comprising O(1020) laser photons per pulse typically induce responses on the single

photon level.

It turns out that such photonic signatures can be conveniently studied in the vacuum emission picture

[16, 78]. In this approach, the initially applied macroscopically controlled fields are treated as classical

fields, whereas the fluctuation-induced signal photons are dealt with on the level of the quantum Fock

space. By definition, there are no signal photons in the initial state which thus amounts to the vacuum

state containing zero signal photons |0〉. The signal photons are assumed to be detected far outside the

interaction region VI, where quantum vacuum nonlinearities play no role and can be safely neglected; cf.

Sec. 2.1. It should also be noted that the vacuum emission picture considers all applied fields on an equal

footing and a priori does not rely on a decomposition of the driving fields into pump and probe fields,

typically underlying other approaches. Moreover, due to its inherent Fock space formulation, it does not

59
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necessitate the somewhat tedious explicit use of Green’s functions methods but gives direct access to the

vacuum-to-signal amplitude, and thus the differential number of signal photons encoding the signature

of quantum vacuum nonlinearity in experimentally realistic field configurations.

In the next step, we provide a concise summary of the theoretical foundations of the vacuum emission

picture and detail how it allows to extract quantum vacuum signals from the Heisenberg-Euler effective

action ΓHE[Ā]. To this end, we first split the external field as Āµ → Ā
µ

in
+ Ā

µ

signal
into an initially applied

field and a signal photon field. However, to keep notations compact, throughout this chapter we actually

use the shorthand notations Ā
µ

in
→ Āµ and Ā

µ

signal
→ aµ. Then, the interaction part (2.14) Γ̃HE[Ā] =

ΓHE[Ā] − ΓMW[Ā] of the effective action encoding quantum vacuum effects beyond classical Maxwell

theory can be expanded as

Γ̃HE[Ā + a] = Γ̃HE[Ā] +

∞∑

n=1

1

n!

∫

. . .

∫
(

Γ̃
(n)

HE
[Ā]

)σ1...σn aσ1
. . . aσn

, (3.1)

where we employed the shorthand notation

(

Γ̃
(n)

HE
[Ā]

)σ1...σn :=
δnΓ̃HE[Ā]

δĀσ1
. . . δĀσn

(3.2)

for the effective coupling of n signal photons. In turn, Eq. (3.1) acts as the generator of all effective inter-

actions of the signal photon field in the presence of the initially applied field Āµ. Also note that Eq. (3.2)

is fully non-perturbative in the applied classical field Ā: for even (odd) values of n it accounts for cou-

plings to arbitrary even (odd) orders of Ā; cf. Sec. 2.2. As a consequence of the fact that the general

result for ΓHE[Ā] contains the full information about all possible quantum-fluctuation-mediated interac-

tion processes of an external field Āµ involving arbitrary frequencies, the effective interactions (3.2) are

generically nonlocal. Particularly in the weak-field |F̄µν| ≪ m2/E, low-frequency ω ≪ m regime the

nonlocality is controlled by the Compton wavelength.

As the signal photon fields aµ (field strength tensor f µν = ∂µaν − ∂νaµ) are detected far outside

VI where quantum vacuum nonlinearities are absent, they are naturally to be considered as asymptotic

outgoing on-shell fields that fulfill k2 = 0 in momentum space. In line with that, we assume the signal

photon field to be characterized by manifestly positive energy modes only. Correspondingly, in position-

space it can be represented as

aµ(x) =
∑

p

∫

d3k

(2π)3

1
√

2k0
ǫ
∗µ
(p)

(~k) e−ikx a†p(~k)

∣
∣
∣
∣
∣
k0=|~k|

, (3.3)

where the sum is over the two physical polarizations p transverse to ~k, ǫ
µ
(p)

(~k) are the associated polar-

ization vectors, and a
†
p(~k) is the creation operator for a signal photon of momentum ~k and polarization

p. Our conventions are such that the single signal photon state is given by a
†
p(~k) |0〉 = |γp(~k)〉 and

〈γp(~k)|γ′p(~k′)〉 = δp,p′ δ(~k − ~k′). We highlight that naively accounting for both positive and negative

energy contributions in Eq. (3.3) would result in inconsistencies for processes coupling several signal

photon fields beyond one-loop order: the contraction of ap(~k) and a
†
p′(
~k′) would effectively generate in-
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ternal (transverse) photon lines inconsistent with the external field concept and imply that contributions

would be double counted.

The transition amplitude from the vacuum subjected to an initially applied field Āµ to a state featuring

n signal photons of momenta ~k1, . . . ,~kn and polarizations p1, . . . , pn can then be compactly expressed as

Sp1,...,pn
(~k1, . . . ,~kn) =

〈

γp1
(~k1), . . . , γpn

(~kn)
∣
∣
∣ eiΓ̃HE[Ā+a]

∣
∣
∣0
〉

. (3.4)

Note that because the signal photons are asymptotic states and solve the source-free linear Maxwell

equations ∂µ f µν = 0 by definition, upon adopting the above splitting of the external field as Āµ → Āµ+aµ

to the full Heisenberg-Euler effective action ΓHE[Ā], the contributions ∼ F̄µν f µν and ∼ fµν f µν arising

from ΓMW[Ā + a] vanish identically. Hence, in the present context we have ΓHE[Ā + a] → ΓMW[Ā] +

Γ̃HE[Ā + a].

The definition in Eq. (3.4) ensures that when not resolving any signal photon fields, i.e., setting

aµ → 0 (and accounting for the Maxwell term exp{iΓMW[Ā]}), the correct vacuum-to-vacuum transition

amplitude in the presence of Āµ as given in Eq. (2.23) is recovered. We emphasize that the limit aµ → 0

immediately implies that the entire external field is treated classically and only the vacuum-to-vacuum

term
〈

0
∣
∣
∣ eiΓ̃HE[Ā]

∣
∣
∣0
〉

= eiΓ̃HE[Ā] in Eq. (3.4) can be nonvanishing. As a direct consequence of Eq. (3.3) being

a manifestly positive energy field, no time-ordering is needed in the present context. The differential

number of signal photons associated with the n signal photon emission process in Eq. (3.4) is given by

d3nNp1,...,pn
=

d3k1

(2π)3
. . .

d3kn

(2π)3

∣
∣
∣Sp1,...,pn

(~k1, . . . ,~kn)
∣
∣
∣
2
. (3.5)

In passing, we note that along the same lines in principle also the inverse of signal photon emission,

namely photon absorption by the quantum vacuum subjected to a classical electromagnetic field can be

considered. To this end, one only needs to substitute the signal photon field in Eq. (3.3) by its hermitian

conjugate and consider transitions from a state characterized by a given number of incident photons to

the vacuum state in the presence of Āµ, i.e., essentially exchange the in- and out states in Eq. (3.4).

The probability for a given incident multi-photon state to be completely absorbed by the vacuum in the

classical field Āµ then follows upon taking the modulus squared of this amplitude. However, in generic

inhomogeneous electromagnetic fields Āµ this effect is in general substantially suppressed in comparison

to the associated signal photon emission process. The reason for this is that whereas a given incident

photon state to be absorbed is typically characterized by a finite set of specific photon wave vectors, the

phase space of the emission process typically spans a relatively wide range of possible signal photon

energies and emission directions. This renders the isolated individual contribution of a particular signal

photon wave vector essentially negligible; cf. also Eq. (3.5).

In particular, specializing Eq. (3.4) to the single signal photon state, which usually constitutes the

dominant signal of quantum vacuum nonlinearity, we obtain

Sp(~k) = eiΓ̃HE[Ā] 〈γp(~k)
∣
∣
∣

∫

δΓ̃HE[Ā]

δĀµ
aµ

∣
∣
∣0
〉

, (3.6)
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where we made use of the fact that only the term linear in aµ gives rise to a nonvanishing transition

amplitude. Upon insertion of Eq. (3.3), Eq. (3.6) can be expressed as

= eiΓ̃HE[Ā]
ǫ
∗µ
(p)

(~k)
√

2k

∫

x

e−ik(k̂x) δΓ̃HE[Ā]

δĀµ(x)
, (3.7)

with signal photon energy k = |~k| and normalized four wave vector k̂µ = (1,~k/k). Obviously, the quantity

δΓ̃HE[Ā]/δĀµ constitutes the current sourcing the signal photon field at linear order. The differential

number of signal photons of energy k emitted in the vicinity of the direction ~k/k then follows from

Eq. (3.5) as

d3Np =
d3k

(2π)3

∣
∣
∣Sp(~k)

∣
∣
∣
2
. (3.8)

Alternatively, this result can also be derived within a classical electrodynamics approach resorting to

Green’s function methods [79]. One is often interested in extracting the particular quantum vacuum

signal which is linear in a given subcomponent Āµ of the applied field Āµ → Āµ + Āµ. This is especially

relevant for the signature of vacuum birefringence which can be understood and interpreted in terms of

the scattering of photons associated with the coherent state underlying a specific external field Āµ into a

perpendicularly polarized mode assisted by another electromagnetic field Āµ. The corresponding single

signal photon amplitude can obviously be expressed as

Sp(~k)
∣
∣
∣∼Ā =

∫

Āν
δS p(~k)

δĀν
,

which upon insertion of Eq. (3.6) becomes

= eiΓ̃HE[Ā]

"

Āν
(
δ2Γ̃HE[Ā]

δĀνδĀµ
+ i

δΓ̃HE[Ā]

δĀν

δΓ̃HE[Ā]

δĀµ

)
〈

γp(~k)
∣
∣
∣aµ

∣
∣
∣0
〉

. (3.9)

Equation (2.22) implies that at one-loop level the factor in the big round brackets in Eq. (3.9) equals

−(Π1-loop[Ā])νµ. This is a direct consequence of the fact that only the first term contributes at this order.

On the other hand, in the general case Eq. (2.19) allows to express this factor in terms of the full photon

propagator in the external field (D[Ā])µν and the bare photon propagator Dµν. This results in the following

representation

Sp(~k)
∣
∣
∣∼Ā = −eiΓ̃HE[Ā]

&

Āν(D−1)να
(D[Ā] − D

)αβ
(D−1)βµ

〈

γp(~k)
∣
∣
∣aµ

∣
∣
∣0
〉

, (3.10)

which, e.g., relates the birefringence phenomenon experienced by the photons constituting the macro-

scopic field Āµ to the photon propagator in the presence of Āµ. As detailed in Sec. 2.1 the full photon

propagator used here is normalized to the vacuum of sfQED: if instead a normalization to the field-free

vacuum of QED is adopted, the overall factor of exp{iΓ̃HE[Ā]} in Eq. (3.10) is to be absorbed in the term
(D[Ā] − D

)αβ
and thus does not show up explicitly. Hence, the quantum vacuum signal linear in both

Āµ and aµ is fully determined by the full photon propagator. In turn, at least in principle, associated
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phenomena like vacuum birefringence can be analyzed on the basis of the photon propagator without

any explicit reference to ΓHE[Ā]. This nicely illustrates the link between the present approach and tra-

ditional analyses of photon propagation effects in external fields, such as vacuum birefringence, based

on the photon polarization tensor in constant or plane-wave fields at one loop. Studies of the latter type

grant direct access to the parameter regime of large momentum transfers |pµ| ≫ m inaccessible by any

finite-order derivative expansion.

For slowly varying electromagnetic fields, i.e., fields varying on spatial scales λ (temporal scales τ)

much larger than the Compton wavelength ŻC = 1/m ≃ 3.9×10−13 m (time τC = ŻC/c ≃ 1.3×10−21 s) of

the electron, further simplifications are possible. In this case, one can resort to a derivative expansion of

the effective Lagrangian LHE and in essence restrict oneself to the terms depending only on F̄µν and not

on derivatives thereof. This is often also referred to as a locally constant field approximation (LCFA).

Contributions to LHE containing derivatives of F̄µν are parametrically suppressed by even powers of

{ŻC/λ, τC/τ} ≪ 1, or equivalently (ω/m)2 ≪ 1, where ω denotes the typical frequency scales of varia-

tion of F̄µν; cf. Sec. 2.3.3. This approximation can be readily implemented in Eqs. (3.4) and (3.7) by

substituting Γ̃HE[Ā] →
∫

x
L̃HE, with the effective Lagrangian at zeroth-order in a derivative expansion

L̃HE = LHE − LMW being a function of F̄µν only. In turn, the functional derivatives (3.2) of Γ̃HE[Ā]

determining the effective interactions of the signal photon field assume a particularly simple form, as

δΓ̃HE[Ā]

δĀσ1
(x1)

→ −2
∂

∂x
µ1

1

∫

x

∂L̃HE

∂F̄µ1σ1

(x) δ(x − x1) , (3.11)

which can be readily extended to functional derivatives of nth order. In fact, though being somewhat

more tedious because of the presence of additional derivatives acting on F̄µν, also generalizations ac-

counting for almost local contributions arising from higher-orders in a derivative expansion of LHE can

be straightforwardly accounted for and dealt with along the same lines.

Especially in the slowly varying field regime, quantum vacuum signals associated with signal pho-

ton states characterized by multiple photons are typically parametrically suppressed with powers of

the induced signal photon frequencies |kµ
i
| ≪ m for i ∈ {1, . . . , n}: because each signal photon field

in Eq. (3.3) comes with an overall factor of 1/
√

ki , d3ki ∼ (ki)
3, and the reference scale rendering

these factors dimensionless is m, it is straightforward to show that in this limit Eq. (3.5) scales as

d3nNp1,...,pn
∼ (k1/m)2 × . . . × (kn/m)2 and thus d3nNp1,...,pn

/d3nNp1,...,pn+1
≪ 1. Particularly for weak

quantum vacuum signals characterized by | f µν| ≪ |F̄µν| it is moreover well-justified to describe the

applied field configurations Āµ which drives the signal photon emission process as a solution of the non-

linear Maxwell equations (2.15) initially generated by the source J̄µ = J̄
µ

in
, and thereby to disregard

the backreaction of the signal field aµ on Āµ. In fact, given that the strength of the driving field fulfills

|F̄µν| ≪ m2/e and its typical frequency components ω ≪ m, a criterion which is met for essentially all

macroscopic fields attainable in the laboratory, for the extraction of the leading effects it is even sufficient

to completely neglect the response of quantum vacuum fluctuations on Āµ and thus to model the latter

by solutions of the linear Maxwell equations (2.11). As obvious from Eqs. (2.15), (2.65) and (2.97), in

this limit the applied field is Maxwellian up to corrections of O(α) which are in addition parametrically
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suppressed by powers of (ω/m)2 and (eF̄/m2)2, respectively.

Equation (3.7) implies that the determination of the signal photon emission amplitude boils down

to performing the Fourier transform of functional derivatives of ΓHE[Ā] for Āµ. Upon taking the modu-

lus squared to determine the differential signal photon number, the overall factor of eiΓ̃HE[Ā] results in a

damping term |eiΓ̃HE[Ā]|2 = e−2Im{ΓHE[Ā]} for Im{ΓHE[Ā]} > 0, signalizing the principle possibility of the

quantum vacuum to decay in an external field. However, for the typical field strengths attainable in the

laboratory fulfilling |F̄µν| ≪ m2/e this imaginary part is extremely small and can be safely neglected;

cf. Eq. (2.64). As the overall exponential then amounts to a pure phase term, which plays no role in

the determination of the signal photon number, it can be omitted and Eq. (3.7) reduces to the expression

given in Eq. (5) of [80]. We note that the explicit expressions for the transition amplitudes to states with

multiple signal photons are slightly more complicated: with increasing order of the Taylor expansion of

eiΓ̃HE[Ā+a] in aµ more and more terms are generated because Eq. (3.1) appears as argument of the expo-

nential. Therefore, in general no simple closed-form expressions are available. Nevertheless, especially

for transitions to signal photon states containing few photons the corresponding results can be readily

worked out from Eqs. (3.1)-(3.5). In this case, one has to perform Fourier transforms of polynomials

involving products of different-order functional derivatives of Γ̃HE[Ā].

In Eq. (3.3) we adopted the conventional plane-wave decomposition of the signal photon field. For

completeness, we note that one can, of course, also use other complete bases for its decomposition, such

as orbital angular momentum eigenstates invoked to describe twisted photons [81, 82]. The correspond-

ing modification of Eqs. (3.4)-(3.7) is straightforward. We emphasize that this would likely constitute

the most convenient choice to study quantum vacuum processes involving twisted photons [83–85]. Out-

going signal photons with nontrivial orbital angular momentum are, for instance, to be expected in the

collision of Laguerre-Gaussian laser beams involving modes with nonzero azimuthal index l. In this case,

the vacuum-fluctuation-mediated effective interaction of several of such modes can in particular mani-

fest itself in signal photons featuring orbital angular momentum quantum numbers different from the

driving fields. Aside from a distinct propagation direction or polarization of the signal, this might con-

stitute an additional clear signature allowing to discern optical signals of quantum vacuum nonlinearity

in high-intensity laser experiments from the large background of the driving laser photons.

Finally, some clarifications are in order. While the approach just outlined can also be applied to

macroscopic electromagnetic fields reaching critical or even supercritical field strengths, as well as high-

frequency fields, one should be aware of the following caveats and limitations: first, if the condition

| f µν| ≪ |F̄µν| is no longer met the feedback of the signal field on the initially applied field needs to be

properly accounted for. This requires a self-consistent solution of Eq. (2.15) in the full external field

and is – at least in principle – possible; cf. also the detailed discussion in the context of Eq. (2.24).

However, because a signal field f µν of the same order as the initially applied field F̄µν inherently comes

with a substantial modification of the latter, in this case a clear separation of the outgoing field into an

induced signal and an applied component altered by the effective interaction with the former is typically

inhibited. Second, for driving fields of sufficiently large strength or frequency real electron-positron

pair production may become sizeable such that field-depletion and backreaction effects of the created

charges on the external field can no longer be ignored. While pair-production effects are accounted for
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in the present approach via the imaginary part of ΓHE[Ā], they essentially only manifest themselves as

damping terms in the transition amplitude (3.4) which describe the decay of the quantum vacuum in any

asymptotic pair state, but do not resolve the kinematics of the latter. This is fully consistent with the fact

that by definition an approach based on ΓHE[Ā] does not account for the presence of real charged particles

in the interaction region; cf. Sec. 2.1. These would in particular also modify the current in Eq. (2.15) and

thus react back on the electromagnetic field. Correspondingly, the present approach may still be applied

for the determination of the attainable signal photon numbers induced by quantum vacuum processes

in cases where only few electrons and positrons are produced, the kinematics of which not resolved.

However, one should be aware that it inevitably neglects secondary processes triggered by the presence

of real electrons and positrons, such as their radiation field and annihilation processes into photons. In

extreme parameter regimes, the fluxes of the latter may be as important as the original vacuum emission

signals. A fully-consistent and proper treatment of all these effects will eventually require the use of

non-equilibrium QFT methods.

3.2 Predictions for experiment

3.2.1 Quantum vacuum signals with state-of-the-art technology

The strongest macroscopic electromagnetic fields currently available in the laboratory are obtained in the

foci of high-intensity lasers of the petawatt-class. These are slowly varying, i.e., their frequency scales of

variation fulfillω ≪ m, and reach electric and magnetic peak fields of E = O(1014)V/m and B = O(106)T

[86], much smaller than the QED reference field strengths Ecr = Bcr = m2/e. The highest laser photon

energy demonstrated in the laboratory at an x-ray free electron laser is ω = O(30) keV [87]. Hence,

aiming at providing accurate theoretical predictions for the quantum vacuum signals accessible in the

laboratory with state-of-the-art technology it is usually sufficient to account only for the leading effective

coupling between electromagnetic fields in the perturbative-weak-field and low-frequency limit [5, 88],

L̃HE ≃
m4

360π2

(
e

m2

)4
(

ca F 2 + cb G2) , (3.12)

with numerical constants ca and cb. Up to two-loop accuracy, these can be read of Eqs. (2.65) and (2.129)

and are given by

ca ≃ 4
(

1 +
40

9

α

π

)

and cb = 7
(

1 +
1315

252

α

π

)

. (3.13)

Equation (3.12) is quartic in F̄µν and thus couples four electromagnetic fields. Corrections due to

higher effective couplings of the electromagnetic field and derivative contributions are parametrically

suppressed by powers of (eF̄/m2)2 and (ω/m)2, respectively; cf. Sec. 2.2. Thus, for realistic scenarios of

quantum vacuum experiments that can be envisioned based on current and near-future lasers the two-loop

contribution ∼ α already accounted for in Eq. (3.13) is expected to be the leading correction to Eq. (3.12)

with ca = 4 and cb = 7. It obviously results in corrections of these one-loop values on the 10% level. The

above discussion and Eqs. (3.7) and (3.11) then immediately imply that in this case the leading vacuum
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to signal photon amplitude can be expressed as

Sp(~k) = i
√

2k ǫ
∗µ
(p)

(~k) k̂ν
∫

x

e−ik(k̂x) ∂L̃HE

∂F̄µν
(x) .

Upon insertion of Eq. (3.12) this becomes

= i
√

2k
m4

360π2

(
e

m2

)4

ǫ
∗µ
(p)

(~k) k̂ν
∫

x

e−ik(k̂x) (ca F F̄µν + cb G ⋆F̄µν
)

, (3.14)

which scales cubic with the electromagnetic field. This cubic dependence is a direct consequence of the

fact that the single signal photon amplitude is proportional to the current Γ̃HE[Ā]/δĀµ; cf. also Eq. (3.7).

In the determination of the latter, one of the couplings of Γ̃HE[Ā] to Āµ is effectively promoted to an open

index. For Eq. (3.12), which scales quartic in the field, this results in a cubic field dependence of the

amplitude.

Equation (3.14) implies that in the considered limit an explicit evaluation of the signal photon ampli-

tude only requires performing a Fourier transform of cubic powers of the applied electric and magnetic

field components. Importantly, as noted in Sec. 3.1, practically without compromising the accuracy of

a vacuum emission calculation based on Eq. (3.12), for macroscopic electromagnetic fields fulfilling

|eF̄µν| ≪ m2 the latter can be modelled as solutions of the linear Maxwell equations (2.11); cf. the spec-

ification of the regime of validity of Eq. (3.12) given below Eq. (3.13). This makes the present approach

ideally suited for the quantitatively accurate theoretical study of quantum vacuum signals in the strongest

macroscopic fields available in the laboratory. Probably the most notable advantage is its flexibility con-

cerning the driving fields in which signal photon emission can reliably and self-consistently be studied

on a quantitative level: within the above constraints these are in essence all field configurations for which

the linear Maxwell equations governing their dynamics can be solved (or their solution be sufficiently

accurately approximated), in particular laser fields of generic space-time dependence.

In spherical momentum coordinates where~k = k(cosϕ sinϑ, sinϕ sinϑ, cosϑ) it is easy to see that the

unit vectors orthogonal to ~k can be parameterized by a single angle β as ~e⊥(β) = ~e1(~k) cos β + ~e2(~k) sin β,

with orthonormal vectors ~e1(~k) = (cosϕ cosϑ, sinϕ cosϑ,− sinϑ) and ~e2(~k) = (− sinϕ, cosϕ, 0). Corre-

spondingly, the two vectors forming a linear polarization basis for signal photons of wave vector ~k can

be parameterized as

ǫ
µ
(p)

(~k) =
(

0, ~e⊥(βp)
)

, with βp = β0 +
π

2
(p − 1) for p ∈ {1, 2} , (3.15)

and an angular offset β0 which can be chosen freely, particularly also as a function of ~k/k. Explicitly ac-

counting for β0 is convenient as by adjusting it appropriately a given signal polarization can, for instance,

immediately be chosen to coincide with the axis of a polarization filter. On the other hand, a circular

polarization basis is spanned by ǫ
µ
(±)

(~k) = ∓(0, ~e1(~k)± i~e2(~k)
)

/
√

2, fulfilling ǫ
(p)µ

(~k) ǫ
∗µ
(p′)(

~k) = δp,p′ . Here,

the signs “+” and “−” refer to right and left hand circular polarization, respectively.

Adopting these conventions and a linear polarization basis (3.15) for the signal photons, the ampli-
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tude in Eq. (3.14) can be represented as

S(p)(~k) =
i

2π

m2

45

√

α

π

k

2

(
e

m2

)3 {

cos βp

[

I11(~k) − I22(~k)
]

+ sin βp

[

I12(~k) + I21(~k)
]}

, (3.16)

where we made use of the definition

Ii j (~k) =

∫

d4x e−ik(k̂x) ~ei(~k) · ~U j , (3.17)

with

~U1 = ca F ~E + cb G~B and ~U2 = ca F ~B − cb G~E , (3.18)

encoding the dependence on the electromagnetic fields driving the vacuum emission process. Note that

~U1 and ~U2 are directly proportional to the polarization and magnetization vectors of the quantum vacuum

subjected to the prescribed external field configuration F̄µν, respectively [79]. The compact representa-

tion in Eqs. (3.16)-(3.18) is particularly suited for both analytical [16, 80] and numerical [89, 90] studies

of quantum vacuum signals in experimentally realistic field configurations. It is obvious from Eqs. (3.14)

and (3.18) that field configurations fulfilling F = G = 0 cannot induce a non-vanishing quantum vacuum

signal in the considered parameter regime. Also note that due to the fact that Eq. (3.14) is linear in ǫ
∗µ
(p)

(~k)

the analogous result for the transition amplitude to a circularly polarized signal can be essentially read

off Eq. (3.16).

Having derived explicit formulas allowing to study quantum vacuum signals in generic laser fields,

some additional comments concerning the isolation of different signal components are in order. The

dominant quantum vacuum signals can typically be traced back to quasi-elastic scattering processes of

photons originating from a specific source off the composite field generated by the other sources; recall

also the corresponding discussion in the paragraph below Eq. (3.8) in Sec. 3.1. In field configurations

Āµ → Āµ + Āµ involving at least one laser beam (gauge potential Āµ) which is collided with the field

Āµ generated by additional laser beams or other sources such as, e.g., magnets, one is therefore often

interested in extracting the quasi-elastic scattering signal which can be clearly attributed to a given laser

beam conventionally referred to as the probe (electric and magnetic fields ~E, ~B). In line with this,

the other applied fields constitute the pump (electric and magnetic fields ~E, ~B). This specific signal is

obviously encoded in the contribution to Eq. (3.16) which scales linearly with the field components of

the probe beam; cf. also Sec. 3.1. In turn, it can be expressed in the same form as Eqs. (3.16) and (3.17)

with the replacement ~U1,2 → ~U1,2

∣
∣
∣∼Ā, where

~U1

∣
∣
∣∼Ā = ca

[

F ~E + (~B · ~B − ~E · ~E )~E
]

+ cb

[

G~B − (~E · ~B + ~B · ~E )~B
]

,

~U2

∣
∣
∣∼Ā = ca

[

F ~B + (~B · ~B − ~E · ~E )~B
]

− cb

[

G~E − (~E · ~B + ~B · ~E )~E
]

. (3.19)

As a consistency check, utilizing the leading weak-field contribution to the polarization tensor in the

slowly varying field limit worked out in Eq. (2.80), one can easily confirm that a direct evaluation of the

linearized signal photon amplitude in Eq. (3.9) specialized to one loop, yields the same result.
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3.2.2 Laser beam model

An analytical modeling of focused high-intensity laser beams is typically based on the paraxial approxi-

mation of the wave equation �Āµ = 0, which follows from the linear Maxwell equations (2.11) in vacuo

presuming the Lorenz gauge condition ∂µĀµ = 0 to hold [91–93]. This approximation assumes the com-

plex gauge potential Āµ(x) representing a given laser beam to have a time dependence of the form eiω(κ̂x)

with κ̂µ = (1, ~̂κ) and to fulfill the condition ~̄A · ~̂κ = 0, where the unit vector ~̂κ defines the direction of the

beam axis of the beam constructed along these lines and ω denotes its oscillation frequency; the beam

focus is supposed to be strationary and to be located at ~x = 0. This approximation is valid for beams

made up of plane waves (or equivalently, laser photons) with wave vectors ~k fulfilling ∢(~k, ~̂κ) ≪ 1. The

spatial coordinates parallel and perpendicular to ~̂κ are then normalized by transverse w0 and longitudinal

zR = ωw2
0
/2 reference scales∗, respectively, and the envelope function multiplying eiω(κ̂x) is formally ex-

panded in a power series in θ2 ≪ 1, where θ := w0/zR. Upon insertion of this ansatz, the wave equation

is iteratively solved order by order in θ2. The conventional paraxial approximation amounts to truncating

this expansion at O(θ0), i.e., only accounts for the leading (or equivalently, zeroth order) contribution.

Coherent paraxial beams can be decomposed into an infinite sum of modes which are typically la-

beled by two integer indices. Two widely used bases are Laguerre-Gaussian and Hermite-Gaussian

modes, both of which form a complete basis for coherent paraxial beams at O(θ0) [94,95]. The former is

convenient for beams exhibiting a circular symmetry about the beam axis, and the latter for beams with

a Cartesian transverse symmetry. In this work we only consider rotationally symmetric beams and thus

employ Laguerre-Gaussian modes. At O(θ0) the electric and magnetic fields characterizing the beam

feature the same amplitude profile and are orthogonal to each other as well as to ~̂κ. In turn, the magnetic

field can be expressed in terms of the electric field via ~B = ~̂κ × ~E. To make the following considerations

as transparent as possible, without loss of generality we assume the beam to propagate in z direction and

use cylindrical coordinates (r, ϕ, z); these considerations can be readily generalized to arbitrary propaga-

tion directions by identifying z = ~̂κ · ~x, r2 = ~x 2 − (~̂κ · ~x)2 and letting ϕ parameterize rotations around ~̂κ.

In these conventions, the electric field of a generic paraxial beam at O(θ0) is characterized by a global

polarization vector ~ε and can be expressed as

~E = e−( z−t
τ/2 )2 w0

w(z)
e
−( r

w(z)
)2

∑

l,p

El,p

(
√

2r

w(z)

)|l|
L
|l|
p

(
2r2

w2(z)

)

Re
{

~ε e−iΦl,p(x)
}

, (3.20)

where the sum runs over all the contributing modes labeled by an azimuthal index l ∈ Z and a radial

index p ∈ N0. Here,

L
|l|
p

(
2r2

w2(z)

)

=

p∑

j=0

(−1) j

j!

(

p + |l|
p − j

) (

2r2

w2(z)

) j

(3.21)

are generalized Laguerre polynomials, w(z) = w0

√

1 + (z/zR)2 is a radial length scale (cf. below) and

El,p denotes the mode-specific field amplitudes. The first exponential factor in Eq. (3.20) supplements

∗The identification of the longitudinal reference scale zR with ωw2
0

follows naturally from the form of the wave-equation at

O(θ0); the additional factor of 1/2 is a convention.
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the paraxial beam solution with a finite pulse duration τ†, which is chosen such that the peak field is

reached in the beam focus at t = z = 0. The explicit expression for the mode-specific phase reads

Φl,p(x) = ψ(x) + (|l| + 2p)ψG(z) + lϕ + ψl,p , (3.22)

where we separated off the {l, p} independent part,

ψ(x) = ω(t − z) − z

zR

(
r

w(z)

)2

+ ψG(z) , (3.23)

with Guoy phase ψG(z) = arctan(z/zR) and a mode specific constant phase offset ψl,p. The second term

in Eq. (3.23) accounts for wavefront curvature effects. A mode with non-vanishing azimuthal index l

amounts to an optical vortex of topological charge l. We emphasize that due to the dependence on the

radial coordinate via r/w(z) only, each of these modes does not change its transversal shape as a function

of the longitudinal coordinate z. Also note that the beams constructed along these lines are essentially

monochromatic with a small finite bandwidth arising due to the overall factor that implements the finite

pulse duration. The associated 1/e2 bandwidth with respect to intensity can be easily extracted from

Eq. (3.20) with the help of a Fourier transform and is given by ∆ω = 8/τ; the above pulsed beam

prescription is applicable for ∆ω/ω ≪ 1. Correspondingly, for the quasi-monochromatic laser beams

considered here the number of laser photons N constituting the beam can be related to the energy W put

into the beam as N ≃ W/ω. For the sake of completeness, in the present context we also note that a finite

pulse duration could alternatively be implemented by the introduction of a finite bandwidth in frequency

space, i.e., by appropriately superimposing copies of Eq. (3.20) with different oscillation frequencies

ω. While this ensures that the pulses constructed along these lines fulfill the (considered order of the)

paraxial approximation exactly and no additional restriction on τω needs to be invoked, it typically

comes to the price of an additional non-trivial integration over ∆ω and thus a loss of analytical control;

recall in particular the implicit dependence on ω encoded in the Rayleigh range. For this reason, here

we exclusively stick to the above pulsed beam approximation which nicely aligns with the parameters of

state-of-the-art high-intensity laser systems delivering pulses fulfilling τω ≫ 1.

The conventional (fundamental) Gaussian beam solution follows from Eq. (3.20) upon restriction

to the fundamental mode with l = p = 0; note that this term is typically used for modeling a focused

laser beam solving the paraxial wave equation at O(θ0). The radius of such a beam, or equivalently the

l = p = 0 mode in Eq. (3.20), depends on the value of the longitudinal coordinate z and is given by w(z);

w0 denotes the associated beam waist and zR its Rayleigh range. The far-field divergence of this mode is

defined as its radial opening angle and thus matches the above expansion parameter

θ = lim
z→∞

arctan

(
w(z)

z

)

=
w0

zR

. (3.24)

This specific solution minimizes the product of the beam radius at focus and the far-field divergence.

†This factor acts as a regulator and augments the paraxial beam solution, which is recovered for τ → ∞, with a (Gaussian)

temporal pulse envelope. For finite values of τ this ad hoc prescription implements a finite energy pulsed beam fulfilling the

paraxial equation at O(θ0) approximately. The neglected contributions are of O( 1
τω

) justifying the use of Eq. (3.19) for τω ≫ 1.
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Therefore, it often amounts to the desired output of a high-intensity laser system because it reaches the

minimum beam waist and thus the maximum peak field strength for a given opening angle of the optics

used to focus the beam and fixed other parameter. Nevertheless, for real high-intensity laser beams the

description as a fundamental Gaussian beam is certainly an idealization, specifically also as typically

rather flat-top-like transverse beam profiles are used in the amplification chain to distribute the intensity

load equally and thus to minimize damages of the optics prior to focusing.

The polarization vectors of a linearly polarized beam can be parameterized as ~ε = (cos φ, sin φ, 0)

by a single angle φ. Because ~ε is real-valued, the operator Re{·} in Eq. (3.20) acts nontrivially only

the exponential function in its argument. This results in an overall oscillation of the linearly polarized

field with cos(Φl,p). On the other hand, circularly polarized beams follow upon identifying ~ε = ~ex ± i~ey

where the + (−) sign corresponds to right (left) hand polarization. Correspondingly, the complex-valued

polarization vector implements a phase difference between the x and y components of the field such that

Re{~ε e−iΦl,p} = (cosΦl,p,± sinΦl,p, 0). In this context, we emphasize that the use of real valued fields

is absolutely essential for the consistent evaluation of nonlinear quantum vacuum signals because the

unique mapping between complex and real valued fields clearly holds only for the linear theory. For

linearly polarized beams the peak field amplitude El,p can be related to the energy put in a specific mode

Wl,p as [96]

E2
l,p ≃ 8

√

2

π

p!

(|l| + p)!

Wl,p

πw2
0
τ
, (3.25)

where we neglected contributions ∼ e−#(τω)2

with # > 0 because these are anyhow less important than

terms of O( 1
τω ) not accounted for in the employed approximation from the outset; cf. footnote † on

page 68. Equation (3.25) follows straightforwardly upon integration of the z component of the Poynting

vector ~S = ~E × ~B at a fixed longitudinal coordinate z over the transverse coordinates and time. Alterna-

tively, the expression given in Eq. (3.25) can be determined by integrating the cycle-averaged intensity

profile I(x) =
〈

S z

〉

t over r and t; here 〈·〉t denotes time averaging over one oscillation period. Within the

accuracy of the employed approximation the pulse envelope is not affected by this averaging procedure.

In this case the exponentially suppressed corrections do not even show up. On the other hand, for circu-

larly polarized beams the square of the peak field amplitude is smaller by a factor of two but otherwise

agrees with Eq. (3.25) [97]. This can be easily understood by the fact that, as opposed to the case of a lin-

early polarized beam, for a circularly polarized beam the modulus of the field does not vary with ω(t− z)

and accounting for 〈cos2Φl,p〉t = 1/2. The total energy put into the pulsed beam is W =
∑

l,p Wl,p.

For linearly polarized fundamental Gaussian beams also higher-order corrections in θ have been

worked out analytically by means of the iterative procedure outlined above; up to O(θ11) in Ref. [93]. To

this end, the solution at O(θ0) is identified with the l = p = 0 mode. For a beam polarized along x on its

beam axis the leading terms for the corresponding electric and magnetic fields can be expressed as

~E = e−( z−t
τ/2 )2

E0
w0

w(z)
e
−( r

w(z)
)2

Re

{

e−i[ψ(x)+ψ0]

[

~ex − iθ e−iψG(z) x

w(z)
~ez

+
(

θ e−iψG(z))2
[(

x2

w2(z)
− 1

4

r4

w4(z)

w(z)

w0

e−iψG(z)
)

~ex +
xy

w2(z)
~ey

]]

+ O(θ3)

}

,
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~B = e−( z−t
τ/2 )2

E0
w0

w(z)
e
−( r

w(z)
)2

Re

{

e−i[ψ(x)+ψ0]

[

~ey − iθ e−iψG(z) y

w(z)
~ez

+
(

θ e−iψG(z))2 1

2

r2

w2(z)

(

1 − 1

2

r2

w2(z)

w(z)

w0

e−iψG(z)
)

~ey

]

+ O(θ3)

}

, (3.26)

where we identified E0 := E0,0 and ψ0 := ψ0,0 to simplify notations; also note the identity e−iψG(z) =
w(z)
w0

1
1+iz/zR

. The fields in Eq. (3.26) are transverse and linearly polarized only on the beam axis where

x = y = 0. In this case an integration over the z component of the Poynting vector yields the following

relation between the peak field amplitude and the energy W put into the pulsed laser beam,

E2
0 ≃ 8

√

2

π

W

πw2
0
τ

[

1 −
(
θ

2

)2

+ O(θ4)

]

. (3.27)

where, as in Eq. (3.25), we neglected contributions which are exponentially suppressed with (τω)2. At

O(θ0) Eqs. (3.26) and (3.27) clearly reduce to the l = p = 0 contributions in Eqs. (3.20) and (3.25). The

explicit expressions for the scalar invariants (2.25) associated with Eq. (3.26) can be expressed as

F = −
(

θ
w0

w(z)

)2 (

e−( z−t
τ/2 )2

E0
w0

w(z)
e
−( r

w(z)
)2
)2 1

2

x2 − y2

w2(z)
+ O(θ4) ,

G = −
(

θ
w0

w(z)

)2 (

e−( z−t
τ/2 )2

E0
w0

w(z)
e
−( r

w(z)
)2
)2 xy

w2(z)
+ O(θ4) , (3.28)

which illustrates that both F and G give rise to finite contributions at O(θ2).

3.2.3 Single-beam signal emission

Equation (3.28) in particular implies that, though a single paraxial beam at O(θ0) cannot induce a non-

vanishing quantum vacuum signal because it fulfills F = G = 0, this should eventually become possible

when accounting for higher-order corrections [89, 98]. However, due to the absence of a O(θ0) contri-

bution this signal is expected to be rather small. As shown explicitly in the current section, specifically

at leading nonvanishing order, i.e., O(θ2) on the level of the amplitude, this case is tractable analytically

and closed form expressions for all relevant quantities can be worked out. Apart from providing insights

into the effect of single-beam signal emission itself, this allows us to illustrate and benchmark convenient

approximations allowing to extract simple analytical scalings describing the leading behavior of the stud-

ied quantities in experimentally relevant parameter regimes which can also be employed for scenarios

envisioning the collision of multiple laser fields. Such scalings are very helpful to understand general

trends [99] allowing, e.g., to put forward signal enhancement strategies in experiment [100], and to assist

the interpretation of the phenomena observed in numerical simulations of quantum vacuum effects in

electromagnetic fields which self-consistently fulfill the linear Maxwell equations [101].

Upon plugging the fields (3.26) at O(θ0) and the expressions in Eq. (3.28) into Eq. (3.16), we obtain

S(p)(~k) = θ2(1 − cosϑ)
i

2π

m2

45

√

α

π

k

2

(
e

m2

)3
∫

d4x e−ik(k̂x) cos
(

ψ(x) + ψ0

) ( w0

w(z)

)2

(3.29)
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×
(

e−( z−t
τ/2 )2

E0
w0

w(z)
e
−( r

w(z)
)2
)3 [

ca cos(ϕ − βp)
1

2

x2 − y2

w2(z)
+ cb sin(ϕ − βp)

xy

w2(z)

]

+ O(θ3) .

The integrations over the transverse coordinates and time can be readily performed: using parameter

differentiations they can be reduced to standard Gaussian integrals. This results in

S(p)(~k) ≃ θ2(1 − cosϑ) sin2 ϑ
1

26

ie−iψ0

45

√

α

6

(
eE0

m2

)3

w4
0 zRτm2 k5/2 e−

τ2

48
(k−ω)2

×
[

ca cos(ϕ − βp) cos(2ϕ) + cb sin(ϕ − βp) sin(2ϕ)
]

×
∫ ∞

−∞
dζ

1

ζ − i

1

(ζ + 3i)3
e

izRk(1−cosϑ)ζ−i 1
4

w2
0

k2 sin2 ϑ
ζ2+1
ζ+3i + O(θ3) , (3.30)

where we introduced the dimensionless variable ζ = z/zR and once again neglected terms exponentially

suppressed with (τω)2; cf. also footnote † on page 68. The factor in the second line of Eq. (3.30) encodes

the polarization dependence of the signal. Given that the condition

2(1 − cosϑ)

sin2 ϑ
≥

kw2
0

2zR

(3.31)

is fulfilled, the integral over ζ can be easily evaluated with the help of the residue theorem by closing the

integration contour at infinity such as to enclose the single pole at ζ = i, yielding

∫ ∞

−∞
dζ

1

ζ − i

1

(ζ + 3i)3
e

izRk(1−cosϑ)ζ−i 1
4

w2
0

k2 sin2 ϑ
ζ2+1
ζ+3i = − π

32
e−zRk(1−cosϑ) . (3.32)

The left-hand side of the condition (3.31) is equal or larger than one for all values 0 ≤ ϑ ≤ π and

monotonically increases with ϑ, ultimately going to infinity for ϑ → π. On the other hand, particularly

for k ≃ ω its right-hand side becomes equal to one. Note that the last exponential factor in the first line

of Eq. (3.30) actually ensures the signal to be emitted at this frequency for τ → ∞. Hence, especially

for large values of ωτ ≫ 1, i.e., the limit where the employed pulsed beam approximation should be

most reliable, the condition should be met. In this parameter regime we obtain the following result for

the differential number of signal photons (3.8),

d3Np

dk dϕ dcosϑ
≃ θ4(1 − cosϑ)2 sin4 ϑ

1

210

α4

6075π2

√

2

π

1

m

(
W

m

)3 (w0zR)2m3

τ

(
k

m

)7

e−
τ2

24
(k−ω)2

e−2zRk(1−cosϑ)

×
[

ca cos(ϕ − βp) cos(2ϕ) + cb sin(ϕ − βp) sin(2ϕ)
]2
+ O(θ5) , (3.33)

where we employed Eq. (3.27) to express the peak field amplitude in terms of the energy put into the

laser field.

Two commonly considered signals are the number of signal photons attainable in a polarization in-

sensitive measurement Ntot =
∑2

p=1 Np and the number of polarization-flipped signal photons N⊥. In

a theoretical idealization, N⊥ is most appropriately defined in terms of signal photons polarized per-

pendicularly (⊥) to the driving laser fields far outside the interaction region where the former are to

be discriminated from the photons constituting the latter in experiment. Due to the dependence of the



3.2. PREDICTIONS FOR EXPERIMENT 73

polarization vector governing the orientation of the electric field in Eq. (3.26) on the spatial position

within the beam, in general this requires a different criterion and thus – with regard to an experimental

realization – a differently oriented polarization filter for each far-field emission direction. We note that,

especially with the aid of numerical methods, such a study is possible within the vacuum emission pic-

ture that accounts for the full polarization information of the signal as well as the driving fields and thus

allows for direction resolved polarization analyses. Here, we instead consider the ⊥-signal component to

be defined as being polarized perpendicularly to the polarization direction ~ex of the driving beam on its

beam axis. This results in the criterion ~ex · ~e⊥(βp) = 0 ↔ βp = arctan(cotϕ cosϑ) for the polarization

of the ⊥-signal. In passing, we note that this mimics an experimental scenario involving a polarization

filter transmitting only the component perpendicular to ~ex to analyze the initially applied and induced

field components in the outgoing far field. As the components of the polarization vector of the driving

field in directions other than ~ex are suppressed with powers of ϑx ≃ x/z . θ ≪ 1 and ϑy ≃ y/z . θ ≪ 1,

which can be straightforwardly inferred from the far-field behavior of Eq. (3.26) for large values of z, the

driving beam should indeed be predominantly polarized in x direction particularly also in the far field.

One can therefore expect a substantial reduction of the laser-photon background in the ⊥mode relatively

to the polarization-unresolved case. However, we emphasize that definite statements concerning the in-

principle measurability of N⊥ of course require a consistent quantitative assessment of the laser-photon

background in the ⊥ mode. Moreover, as no perfect polarization filters are available and these only

come with a finite purity, there is always a residual background level in experiment which needs to be

accounted for in order to facilitate reliable predictions of measurable signals.

Upon summation over two independent polarization modes to obtain the differential number of signal

photons attainable in a polarization insensitive measurement, the factor in the second line of Eq. (3.33)

becomes

[·]2 → (c2
a − c2

b) cos2(2ϕ) + c2
b . (3.34)

On the other hand, upon insertion of the above value of βp defining the ⊥-polarized signal component

this factor becomes

[·]2 → 1

2

sin2(2ϕ)

1 + u2 − (1 − u2) cos(2ϕ)

[

(ca − cb)(1 + u) cos(2ϕ) + cb(1 − u)
]2
, (3.35)

with u = cosϑ. Remarkably, for both quantities the integrations over k, ϕ and cosϑ can be performed

analytically, such that closed-form expressions for Ntot and N⊥ as well as the respective single to triple

differential quantities are available. However, these often turn out be quite unhandy and typically obscure

the most relevant parameter dependences: for instance a direct integration over k naturally results in

expressions containing the error function. Therefore, and as they can be readily worked out without any

complications, we do not provide their explicit results here.

Instead, in the following we show that by adopting a set of well-justified approximations one can

work out simple analytical scalings governing the leading behavior in the considered parameter regime:

(i) As discussed already above, the Gaussian factor exp{−τ2(k − ω)2/24} in Eq. (3.33) ensures that for

τω ≫ 1 the signal is predominantly emitted at a frequency of k ≃ ω. The other dependences of Eq. (3.33)
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on k are slowly varying with k in comparison to this one; see also item (ii) below. Hence, it should amount

to a good approximation to identify k = ω everywhere apart from the Gaussian factor. Moreover, the

integral over k can then to an excellent approximation be performed by formally extending its integration

range from −∞ to +∞ resulting in an elementary Gaussian integral. (ii) For k = ω the second exponential

factor in Eq. (3.33) can be expressed as exp{−4(1 − u)/θ2}. Correspondingly, a sizable contribution to

the signal can only be induced for 1 − u . θ2, or equivalently, ϑ . θ. Because by definition θ ≪
1 in the regime where the paraxial approximation is applicable, it should typically be well-justified

to account for the leading non-vanishing contribution 1 − u ≃ ϑ2/2 in this factor only. In line with

that, also the trigonometric functions of ϑ in the prefactor multiplying the exponential functions can

then be approximated such that only the leading non-vanishing dependence of the prefactor on ϑ is

retained. Together with this approximation, the integration over ϑ can be most conveniently performed

by formally extending its upper integration limit to +∞. The exponential damping by the Gaussian

factor exp{−2(ϑ/θ)2} for large values of ϑ ensures that this practically does not impact the accuracy

of the integration. We note that this factor exactly matches the far-field angular decay of the intensity

profile, and thus also the associated photon distribution, of the fundamental Gaussian laser beam driving

the effect. With the help of the approximations (i) and (ii) the expression given explicitly in Eq. (3.33)

can be simplified to






d3Ntot

dk dϕϑdϑ
d3N⊥

dk dϕϑdϑ
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√
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)3 (w0zR)2m3
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(k−ω)2

e−2(ϑ/θ)2

×





(c2
a − c2

b
) cos2(2ϕ) + c2

b
1
4
(ca − cb)2 sin2(4ϕ)





. (3.36)

The scaling of Eq. (3.36) with an overall factor of ϑ8 immediately implies that no signal is induced along

the forward beam axis and that the emission also remains highly suppressed in its surrounding. The

physical reason for this is that only laser photons propagating along the beam axis and its vicinity can

give rise to a sizable quantum vacuum signal in forward direction. However, precisely here the elec-

tric and magnetic fields (3.26) are essentially transverse and thus do not induce a signal. This results

in relatively small signal photon numbers because sizable contributions can only be induced in the an-

gular interval where ϑ > 0 and d
dϑ (ϑ8 exp{−2(ϑ/θ)2} ≈ 0, i.e., in the vicinity of ϑ ≈

√
2θ where the

exponential suppression is already pronounced. As a direct consequence of this behavior, approximation

(ii) is expected to be less accurate in the present case relatively to situations where the prefactor of the

exponential remains finite for ϑ→ 0, which ensures the main contribution to the signal to arise from the

smallest possible values of ϑ. In scenarios envisioning the collision of two or more laser fields on can

always identify configurations that give rise to finite prefactors in this limit and therefore induce much

larger quantum vacuum signals [99, 102]; cf. also Sec. 3.2.4 below.

Integrating Eq. (3.36) over the signal photon energy and the emission directions by formally extend-

ing the integration ranges for the k and ϑ integrals as discussed in the context of the approximations (i)
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and (ii), we arrive at the following compact result for the signal photon numbers per laser shot [90],
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. (3.37)

Note that Ntot/N⊥ ≃ 4(c2
a + c2

b
)/(ca − cb)2 ≈ 28.9 with the explicit values for the coefficients ca,b given

in Eq. (3.13). We emphasize that the scaling {Ntot,N⊥} ∼ 1/w8
0

of the self-emission signal from a single

focused beam derived here is consistent with the outcome of numerical studies [89, 90, 103] modeling

the driving beam with θ < 1 as an exact solution of the linear Maxwell equations (2.11).

A comparison of the results for Ntot and N⊥ obtained by a direct analytical integration of Eq. (3.33)

using Eqs. (3.34) and (3.35) with the analytical scalings in Eq. (3.37) for a driving beam of wavelength

λ = 800 nm, corresponding to a photon energy of ω ≃ 1.55 eV, and a pulse duration of τFWHM = 25 fs‡

unveils that, as to be expected from the above discussion, the relative deviations tend to decrease with

growing w0; note that τω ≃ 100 in this case. The waist w0 of a fundamental Gaussian beam is determined

by the f-number f # of the focusing element as

w0 =
2λ f #

π
, (3.38)

such that the associated far-field divergence is given by θ = 1/(2 f #). Values of f #
& 1 can be achieved in

experiment. For the wavelength and pulse duration specified above, which are representative for many

currently available high-intensity laser systems, the relative deviations are 16% for w0 = 2λ/π (θ = 1/2),

6% for w0 = λ (θ = 1/π), less than 5% for w0 & 1.1λ (θ . 0.29), and less than 1% for w0 & 2.4λ

(θ . 0.14).

We note that deviations of this size are completely acceptable for the present considerations and

justify the use of Eqs. (3.36) and (3.37) for f #
& 1 because the results derived here on the basis of

the paraxial approximation anyhow neglect corrections parametrically suppressed by just one additional

power of θ; cf. Eq. (3.33). This can easily induce corrections of the same order or even larger than the

error associated with approximations (i) and (ii). In fact, even the convergence behavior of the paraxial

approximation, which corresponds to an asymptotic series [104], with increasing powers of θ is a prior

unclear. However, numerical studies of the single-beam signal emission scenario discussed here [89]

indicate a convergence behavior of the first few orders of the expansion for the example parameters

adopted here already for w0 = λ; cf. in particular Fig. 1 of [89].

For the above parameters and the minimal conceivable beam waist of w0 = 2λ/π Eq. (3.37) predicts

Ntot ≈ 1.8 × 10−8 (W/J)3 which implies that a laser pulse energy as large as W = O(500) J would be

needed to induce just a single signal photon per shot; at the same time N⊥ ≃ Ntot/28.9. Clearly, such

small signals at the frequency of the driving laser field would be absolutely background dominated. This

lets us conclude that, as to be expected from the fact that the contribution at O(θ0) vanishes identically for

this case, a single (paraxial) laser beam does not provide us with a quantum vacuum signal measurable

‡In an experimental context, the duration of a laser pulse is typically specified in terms of its full width at half maximum

(FWHM) τFWHM in temporal direction on the level of its cycle-averaged intensity. For Gaussian pulse envelopes as considered

here this implies τ =
√

2/ ln 2 τFWHM ≃ 1.7τFWHM.



76 CHAPTER 3. PHOTONIC QUANTUM VACUUM SIGNALS

with current and near-future technology.

3.2.4 Quantum vacuum signals in laser beam collisions

In the next step, we study quantum vacuum signals induced in the collision of two laser beams [105–

108]. Similarly as for the single-beam scenario discussed in the previous section, here we are mainly

interested in understanding the dependence of the signal on the parameters characterizing the driving

laser fields. To this end, we especially aim at extracting simple analytical scalings for the dominant

signal components. These allow to identify the most prospective setup for experiment. Prior to an actual

experimental implementation, the quantum vacuum signal for this setup is then to be studied in full

detail in the experimentally realistic field configurations with the help of numerical techniques. This is

necessary both to confirm the robustness of the signal under real-world experimental conditions, and to

assist the measurement campaign by accurate predictions in the actually available field configurations.

As in Sec. 3.2.3 we limit our discussion to the leading non-vanishing contribution of the effect in a

paraxial approximation of the driving laser beams and again focus exclusively on the signals attainable

in a polarization insensitive measurement and those scattered into a ⊥-polarized mode. However, now

the leading signal in general arises at O(θ0) and Eq. (3.16) needs to be evaluated in the composite elec-

tromagnetic field of two different laser beams. Because this signal photon amplitude is cubic in the field,

for the case of two beams it naturally decomposes into two parts, each of which is linear in the field

components of one of the beams and quartic in those of the complementary one. Upon restriction to the

terms contributing at O(θ0), Eq. (3.19) simplifies to

~U1

∣
∣
∣∼Ā = ca

(~B · ~B − ~E · ~E )~E − cb

(~E · ~B + ~B · ~E )~B ,

~U2

∣
∣
∣∼Ā = ca

(~B · ~B − ~E · ~E )~B + cb

(~E · ~B + ~B · ~E )~E . (3.39)

Correspondingly, at O(θ0) the signal photon amplitude for two colliding beams can be expressed in the

form of Eqs. (3.16) and (3.17), with the vectors ~U1,2 → ~U1,2

∣
∣
∣∼Ā given by Eq. (3.39) plus the analogous

expression with the electric and magnetic fields of the two beams exchanged as ~E ↔ ~E, ~B↔ ~B.

For simplicity, here we only consider linearly polarized laser fields, though the generalization to

circularly polarized fields is straightforward; cf. the discussion in Sec. 3.2.2. Assuming the beam axes of

the two lasers I and II without loss of generality to be confined to the xz plane, we parameterize their unit

wave vectors and polarization vectors as ~̂κI = ~ez, ~ǫI = (cos φI , sin φI , 0) and ~̂κII = (sinϑcoll, 0, cosϑcoll),

~ǫII = (cosϑcoll cos φII , sin φII ,− sinϑcoll cos φII). The polarization directions of the beams are fixed by

choosing the angles φI and φII appropriately. Finally, we introduce the field amplitude profiles Eb(x) of

the beams b ∈ {I, II} as ~E = EI(x)~ǫI , ~E = EII(x)~ǫII and denote the associated peak field amplitudes

by E0,b. Their oscillation frequencies and pulse durations are ωb and τb, respectively. In the generic

case, the amplitude profiles have the form of Eq. (3.20) with Re{~ε e−iΦl,p(x)} → cosΦl,p(x). With these

definitions, the contribution to the signal photon amplitude linear in EI can be compactly represented



3.2. PREDICTIONS FOR EXPERIMENT 77

as [80]

S(p)(~k)
∣
∣
∣∼EI
=

(

1 − cosϑcoll

) (−i)

2π

m2

45

√

α

π

k

2

(
e

m2

)3
∫

d4x e−ik(k̂x) EI(x)E2
II(x)

×
{[

cosϕ (1 − cosϑ cosϑcoll) − sinϑ sinϑcoll

]

h(φI + φII , βp + φII)

− sinϕ (cosϑ − cosϑcoll) h(φI + φII , βp + φII − π
2
)
}

, (3.40)

where we have made use of the shorthand notation

h(µ, ν) := ca cos µ cos ν + cb sin µ sin ν . (3.41)

Note that, aside from a separate direct calculation, the complementary amplitude linear in EII can be

obtained from Eq. (3.40) by exchanging the labels I and II and transforming the coordinates and field

vector orientations appropriately.

For sufficiently large pulse durations {τIωI , τIIωII} ≫ 1 as considered here, the energy spectra as-

sociated with the amplitude profiles EI,II(x) show two pronounced peaks at the oscillation frequencies

±ωI,II and are compatible with zero at other energies; cf. also the discussion in the paragraph below

Eq. (3.23). This immediately implies that the spectrum of E2
II

(x) exhibits similar peaks at ±2ωII and 0,

with the latter one being about twice as strong because both ±ωII ∓ωII result in this energy. Correspond-

ingly, the specific amplitude ∼ EI in Eq. (3.40) can only induce sizeable signals with energies (a) k ≈ ωI

and (b) k ≈ |ωI ± 2ωII |. On the other hand, in the regime of validity of the paraxial approximation we

have θ ≪ 1, which implies that for the signal-photon momentum similar considerations as for its energy

are possible; recall that on-shell signal photons fulfill k2 = ~k2 − k2 = 0. These let us conclude that the

wave vectors of the signals should fulfill (a) |~k| ≈ |ωI~̂κI | = ωI and (b) |~k| ≈ |ωI~̂κI ± 2ωII~̂κII |. Clearly,

for ~̂κI , ~̂κII only the energy and momentum conditions (a) are compatible with each other; no signal is

induced for ~̂κI = ~̂κII because in this limit 1 − cosϑcoll = 0 and Eq. (3.40) vanishes. In turn, in the con-

sidered two-beam case a sizable signal is only to be expected in the vicinity of (a) ~k = ωI~̂κI . Applying

exactly the same arguments to the amplitude linear in EII , we find that its signal should be predominantly

emitted in the close surrounding of ~k = ωII~̂κII .

Because these signals are independent of the oscillation frequency of the beam the field profile which

enters the respective signal photon amplitude quadratically, in the determination of the dominant signal

component one can safely neglect the terms encoding its dependence from the outset: it can be easily

verified that this amounts to effectively replacing the quadratic dependence on the field amplitude profile

by its cycle average [109]. For the signal photon amplitude ∼ EI in Eq. (3.40) this implies the replacement

E2
II

(x) → 〈E2
II

(x)
〉

t = III(x). Note once again that up to subleading corrections of O( 1
τIIωII

), which are

anyhow not accounted for by our simple pulsed beam model from the outset, the pulse envelope is not

affected by this averaging procedure; cf. footnote † on page 68.

Moreover, for sufficiently different orientations of ~̂κI and ~̂κII , or well-separated frequencies ωI and

ωII , the interference term 2Re
{S(p)(~k)|∼EI

S ∗
(p)

(~k)|∼EII

}

can be safely neglected when taking the modulus

squared of S(p)(~k) to obtain the differential number of signal photons (3.8). As a consequence, the signal
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decomposes into two distinct contributions,

d3Np,b =
d3k

(2π)3

∣
∣
∣Sp(~k)

∣
∣
∣∼Eb

∣
∣
∣
2
, (3.42)

with b ∈ {I, II}. The above considerations in particular imply that the signal Np,b can be interpreted in

terms of laser photons of beam b being quasi-elastically scattered at the cycle-averaged intensity profile

of the other beam mediated by quantum vacuum fluctuations. In this sense, beam b can be considered

as probing the quantum vacuum nonlinearity pumped by the other beam. Subsequently, we concentrate

only on the signal Np,I . As noted below Eq. (3.40), in general the result for Np,II can then be extracted

therefrom with the help of a coordinate transformation and by mapping the parameters of beam I on

beam II and vice versa.

With foresight, in Eq. (3.40) we have chosen ~̂κI = ~ez, such that, (in our conventions) the polar angle

ϑ measures the deflection of the signal from the forward beam axis of beam I. Therefore, we can readily

employ the approximations devised and detailed in Sec. 3.2.3 to simplify the prefactor of the Fourier

integral, namely (i) identify k = ωI and (ii) account only for its leading contribution in the limit of

ϑ ≪ 1. This yields the following expression,

S(p)(~k)
∣
∣
∣∼EI
≈ (

1 − cosϑcoll

)2 (−i)

2π

m2

45

√

α

π

ωI

2

(
e

m2

)3
∫

d4x e−ik(k̂x) EI(x)
〈E2

II(x)
〉

t

×
[

ca cos(ϕ + βp + φII) cos(φI + φII) + cb sin(ϕ + βp + φII) sin(φI + φII)
]

, (3.43)

from which it is obvious that for focused laser beams (reaching their peak field at the same space-time

coordinate) a collision angle of ϑcoll = π yields the maximum signal. We emphasize that this does not

only follow from the overall factor of (1 − cosϑcoll)
2, but also from the Fourier integral to be performed

over the field amplitude profiles: because the Rayleigh range zR of a given beam is always larger than its

focus diameter 2w0, the integral over the field amplitude profiles in Eq. (3.43) typically has the largest

support for ϑcoll = π and thus becomes maximum in this limit; note that the genuine oscillatory behavior

of the integrand as a function of x is approximately removed for k ≃ ωI , such that the integral scales

with the space-time volume where both field amplitude profiles overlap. This dependence of the signal

motivates the use of collision angles π/2 < ϑcoll ≤ π in prospective discovery experiments aiming at the

verification of quantum vacuum nonlinearity. Also note that in this angle regime the orientations of ~̂κI

and ~̂κII should indeed be sufficiently different to render the decomposition invoked to arrive at Eq. (3.42)

well justified.

As in Sec. 3.2.3, here we focus exclusively on the number of signal photons attainable in a polar-

ization insensitive measurement Ntot,I and the number of signal photons scattered in a ⊥-polarized mode

N⊥,I . Because the signal Np,I is predominantly emitted in the vicinity of the forward cone of beam I

constituting the background from which it is to be distinguished in the far-field, it is natural to identify

N⊥,I with the component fulfilling ~ǫI · ~e⊥(βp) = 0 ↔ βp = arctan{cot(ϕ − φI) cosϑ}. For ϑ ≪ 1 as

considered here, this simplifies to βp ≃ π
2
− (ϕ − φI). Employing these definitions and once again (i)

and (ii) to write d3k ≈ ω2
I
dk dϕϑdϑ, the differential number of signal photons (3.42) associated with
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Eq. (3.43) can be compactly expressed as






d3Ntot,I

dk dϕϑdϑ
d3N⊥,I

dk dϕϑdϑ
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1 − cosϑcoll

)4
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I m4 1

(2π)6
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(
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)6 ∣
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(c2
a − c2

b
) cos2(∆φ) + c2

b
1
4
(ca − cb)2 sin2(2∆φ)





, (3.44)

where we introduced the shorthand notation

MI(~k) =

∫

d4x e−ik(k̂x) EI(x)
〈E2

II(x)
〉

t , (3.45)

and ∆φ = φI + φII encodes the full dependence of the signal on the polarization directions of the driving

laser beams. Even though in our conventions the polarization vector ~ǫII of beam II naturally also depends

on ϑcoll, in Eq. (3.44) this dependence factorizes. This allows choosing optimal beam polarizations that

maximize the signal photon numbers independently of the collision angle. As c2
a − c2

b
< 0, the result for

Ntot,I becomes maximum for ∆φ = π/2. On the other hand, for N⊥,I the best choice is clearly ∆φ = π/4.

The ratio of maximum attainable values for Ntot,I and N⊥,I is Ntot,I |∆φ= π
2
/(N⊥,I |∆φ= π

4
) = [2cb/(ca − cb)]2 ≃

21.8 [110]. For completeness, we also note that the signal N‖,I = Ntot,I − N⊥,I polarized parallel to beam

I is again maximized by ∆φ = π/2. For this particular choice we have N⊥,I = 0 and thus N‖,I = Ntot,I .

Subsequently we adopt the choice ϑcoll = π, i.e., focus on counter-propagating laser beams. As ar-

gued above, this results in the maximal signal photon yield. At the same time, it simplifies the calculation

considerably due to the factorization of the transverse and longitudinal coordinate dependences of both

beams in the integral to be performed in Eq. (3.44). Especially for collisions at zero impact parameter,

the resulting field configuration features a rotational symmetry around the common beam axis. From the

form of Eq. (3.20) it is immediately obvious that in the counter-propagating geometry the integrations

over the temporal and the transverse coordinates can be readily carried out analytically for generic field

amplitude profiles; they boil down to simple Gaussian integrals. Only the integration over the longi-

tudinal coordinate z remains in general analytically intractable. Also note that in this case ∆φ directly

measures the angle between the polarization vectors of the two colliding laser beams.

Another important feature of Eq. (3.44) is that it scales linearly with the number of laser photons

NI constituting the probe beam and with a positive power of its frequency ωI . Note that Eq. (3.27)

implies E2
0,I
∼ WI ≃ NIωI , and hence d3Np,I/dkdϕϑdϑ|ϑ=0 ∼ ω4

I
NI . On the other hand, the signals

in Eq. (3.44) scale quadratic with the pulse energy of the pump WII ≃ NIIωII . Taking into account
∫

dϑϑ ∼ θ2
I
∼ 1/ω2

I
, the full integrated signal is thus expected to scale as Np,I ∼ (ωIωII)

2NIN
2
II

; cf. also

Eq. (3.60) below. Among other possibilities, this suggests using a brilliant x-ray probe such as provided

by an x-ray free-electron laser (XFEL) for quantum vacuum experiments based on two laser beams

[109, 111–116]. By reaching a similar order of magnitude for the combined parameter ω2
I
NI , an x-ray

photon energyωI in the keV range should then compensate the typically smaller number of probe photons

NI per pulse provided by XFELs relatively to a petawatt-class near-infrared laser probe in the attainable

signal. At the same time one could benefit from the higher detection efficiencies for photons in the x-ray

regime. Therefore, we specialize our subsequent considerations to an x-ray probe counter-propagating

a near-infrared high-intensity laser beam. For completeness, we also note that in this specific case the
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quasi-elastic signal NII,p ∼ (ωIωII)
2N2

I
NII in the complementary channel is considerably suppressed

relatively to NI,p because of NI ≪ NII .

3.2.4.1 Collisions of fundamental Gaussian beams

To keep the discussion transparent and easy to follow, in a first step we model both the pump and the

probe laser fields as fundamental Gaussian beams. Moreover, to allow for the investigation of the be-

havior of the signal for non-optimal collisions, in this scenario we account for a finite spatial offset ~x0

between the foci of both beams as well as a temporal detuning t0; see the explicit field amplitude profiles

in Eqs. (3.46) and (3.47) below.

An additional advantage of the scenario involving an x-ray and a near-infrared laser beam is that it

allows for further simplifications of the calculation of the Fourier integral in Eq. (3.44) arising from the

fact that x-ray beams with photon energies ωI & 5 keV as considered in the following cannot be focused

even close to their diffraction limit without substantial losses with present technology. Accessible waists

fulfill w0,I & 50 nm, which for the above photon energies translates into Rayleigh ranges zR,I & 30 µm.

Note that the Rayleigh range zR,II of an near-infrared laser with wavelength λII = 800 nm is smaller than

this value if it is focused down to w0,II . 3 µm, which is precisely the waist regime targeted in experiment

to reach the largest peak field strengths with high-intensity lasers. Hence, especially for pump and probe

waists of the same order, w0,I ∼ w0,II , we have zR,I ≫ zR,II such that the widening of beam I as a

function of the longitudinal coordinate z can be safely neglected in the interaction region with beam II for

longitudinal offsets z0 between the beam foci fulfilling z0 ≪ zR,I without compromising the accuracy of

the calculation. This infinite Rayleigh range approximation [80,117] for beam I is equivalent to formally

sending zR,I → ∞ while keeping wI(z) → w0,I constant and will be adopted below. We emphasize that

this approximation is certainly only justified in the interaction region and will be exclusively employed

there. When discussing features of the beam in the far field, i.e., for z ≫ zR,II , its widening with

z inevitably has to be accounted for. For completeness, we note that the same approximation with

wI(z)→ wI(z0) can be used also for finite longitudinal offsets z0 between the beam foci in the parameter

regime where z0 . zR,I , and given that the transverse offset r0 = (x2
0
+ y2

0
)1/2 is sufficiently small such

that the criterion r0 ≪ w0,I holds even for z0 > zR,I . Otherwise, wave-front curvature of the probe need

to be consistently accounted for [118, 119]. However, as to be expected, for longitudinal offsets of the

order of zR,I the attainable quantum vacuum signals are substantially suppressed in comparison to the

regime of primary interest to us characterized by z0 ≪ zR,I .

In line with the above discussion, we choose the field amplitude profiles entering Eq. (3.45) as

EI(x) = E0,I e
−
(

(z−z0)−(t−t0)

τI /2

)2

e
−
(

r−r0
wI

)2

cos
(

ωI

[

(z − z0) − (t − t0)
] − ψ0

)

, (3.46)

and

〈E2
II(x)〉t =

1

2
E2

0,II e
−2( z+t

τII /2
)2

(
w0,II

wII(z)

)2

e
−2

(
r

wII (z)

)2

, (3.47)

with wI := w0,I and wII(z) = w0,II

√

1 + (z/zR,II)2. Upon insertion of Eqs. (3.46) and (3.47) into

Eq. (3.45), the integrations over time and the transverse coordinates can be performed right away, yield-
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ing the following expression for the modulus of Eq. (3.45),

∣
∣
∣MI(~k)

∣
∣
∣ ≃ E0,I E2

0,II

1

4
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2

) 3
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2
( τII
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e
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1+ 1
2

(
τII
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[

τ2
II

(
ωI−k

8
)2+2(
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τI

)2
]

×
∣
∣
∣
∣
∣
∣

∫

dζ
w2

0,II
w2

I

w2
II

(ζ) + 2w2
I

e
−

2r2
0

w2
II

(ζ)+2w2
I

− 1
4

w2
II

(ζ)w2
I

(k sinϑ)2

w2
II

(ζ)+2w2
I e

−
( 4zR,II

τI

)2 ζ
2− z0−t0

zR,II
ζ

1+ 1
2

(
τII
τI

)2

e
izR,II

[
2(ωI−k)

1+ 1
2

(
τII
τI

)2
+k(1−cosϑ)

]

ζ
∣
∣
∣
∣
∣
∣
. (3.48)

Here, we introduced a dimensionless longitudinal coordinate ζ = z/zR,II and wII(ζ) = w0,II

√

1 + ζ2.

Moreover, in accordance with the employed pulsed beam approximation, we neglected a contribution

∼ e−#(τIωI )
2

with # > 0; cf. Eq. (3.25) and footnote † on page 68. Accounting for the approximations (i)

and (ii) already adopted to simplify the prefactor of the Fourier integral in Eq. (3.43), in a next step we

identify k = ωI in the slowly varying terms in Eq. (3.48) and restrict ourselves to the leading contribution

in ϑ ≪ 1 in the exponential; note that in the present context we have θI = 2/(ωIwI) ≪ 1 and ϑ/θI . 1

such that the term scaling with ϑ2/θI ≪ 1 can be safely neglected. This results in the approximation

∣
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e
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e
i
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τII
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ζ
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∣
∣
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, (3.49)

which is well-behaved and can be straightforwardly evaluated numerically for arbitrary parameters. For

the special case of r0 = ϑ = 0, the integral over ζ can even be performed analytically. Resorting to the

following identity for a > 0 and A ≥ 0,

∫

dζ
1

a2 + ζ2
e−Aζ2+(B+iC)ζ =

1

a

π

2
ea2A

∑

s=±1

esa(C−iB) erfc
(

a
√

A + s
2

C−iB√
A

)

, (3.50)

it can be expressed in terms of the complementary error function erfc(·). The latter is related to the error

function by erf(·) = 1 − erfc(·).
Also note that if we had replaced wII(z) in the exponential of Eq. (3.47) by an z independent effective

waist w̄II ≥ w0,II while correctly accounting for the longitudinal localization of the field profile ∼ 1/[1+

(z/zR,II)
2] encoded in its prefactor and had otherwise employed exactly the same approximations as

invoked above we would have arrived at an expression very similar to Eq. (3.49): the corresponding

result follows from Eq. (3.49) by identifying all occurrences of wII(ζ) with w̄II = const. and taking

into account an additional factor of
(

w̄II/wII(ζ)
)2

in the integrand of the ζ integral; this defines |M̄I(~k)|.
Clearly, the integration to be performed in this case has the structure of the one in Eq. (3.49) in the limit

of r0 = ϑ = 0 and thus can also be carried out explicitly. The effective waist w̄II can be interpreted as an

average beam radius governing the radial decay of beam II in the interaction region where the quantum

vacuum signal is induced. Making use of this fact, further analytical insights are possible. Namely,
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we can determine the signal photon amplitude for generic parameters by resorting to the effective waist

approximation and in a second step fix the effective waist by demanding the expressions for
∫

dk |MI(~k)|2

and
∫

dk |M̄I(~k)|2 to agree with each other for r0 = ϑ = 0; recall that in line with (ii) the integral over

k can be extended to the entire k axis without compromising the accuracy of the approximation because

it rapidly decays to zero away from k ≃ ωI . This yields an excellent approximation in a wide range

of parameters and allows for the derivation of simple analytical scalings [99] that can be employed to

identify the most prospective choices of parameters in experiment [100]; see [99] for a generalization to

elliptical probe beam profiles. An explicit evaluation results in

∫
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and
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where we made use of the definition

F(χ, χ0, ρ) :=

√

1 + 2ρ2

3
χ2 e2(χ2−χ2

0
)
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dK e−K2
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∣

2

. (3.53)

Equating Eqs. (3.51) and (3.52) evaluated for r0 = ϑ = 0, we obtain a defining equation for the

effective waist w̄II [100],
(

1 + 2( wI

w̄II
)2

1 + 2( wI

w0,II
)2

)2

=
F(0)

F
( wI

w0,II

) ≤ 1 , (3.54)

where, for convenience, we introduced the shorthand notation

F(b) := F

(
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τII

)

, (3.55)

suppressing the dependences on the laser and collision parameters τI , τII , zR,II and z0−t0. Equation (3.54)

implies that for wI/w0,II → 0 the effective waist w̄II matches w0,II . This is in line with expectations be-

cause in this limit the transverse extent of the interaction region should be determined by wI ≪ w0,II and

thus be essentially insensitive to deviations of the radius of beam II from w0,II . Even though Eq. (3.55)

can be easily evaluated numerically in all relevant parameter regimes, it is also worthwhile to briefly

highlight the immediate analytic insights available in various limits, namely (cf. also [99])

F(b)
∣
∣
∣
zR,II→∞ ≃

4
√

3π
,



3.2. PREDICTIONS FOR EXPERIMENT 83
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Each of these expressions should constitute a reasonable approximation to F(b) if the parameter formally

sent to infinity is much larger than the others out of the set {zR,II , τI , τII , z0− t0} determining the argument

of Eq. (3.55). All the limiting values given in Eq. (3.56) are independent of the longitudinal offset

z0 − t0. The fact that F(b)|zR,II→∞ does not depend on b immediately implies w̄II = w0,II in this limit; cf.

Eq. (3.54). This matches the expected behavior of an infinite Rayleigh range approximation [80,117] for

beam II; cf. also the corresponding discussion in the introductory paragraph of the present section.

In a next step, we use Eq. (3.25) to express the peak field amplitudes via the pulse energies of the

driving laser beams. Adopting the effective waist approximation (3.52) as well as Eq. (3.54), the angular

distribution of the signal photons can then be approximated as
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where only the exponential factors depends on w̄II . To be specific, this result follows from Eq. (3.44)

specialized to ϑcoll = π upon substitution of MI(~k) → M̄I(~k) and integration over the signal photon

energy. With the help of Eq. (3.54) the residual explicit dependence of Eq. (3.57) on w̄II can be readily

eliminated. However, because the resulting expression is not particularly instructive, we refrain from

doing this here. A particular advantage of the approximation (3.57) is that it allows to extract an analytic

result for the far-field angular divergence of the signal, namely

θsignal,I ≃ θI

√
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( wI

w̄II

)2
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√
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)2
(
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F
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)

) 1
4

; (3.58)

recall the definition of the divergence of a fundamental Gaussian beam in Eq. (3.24). From the first

expression in Eq. (3.58) it is obvious that the divergence of the signal surpasses the divergence θI of

beam I for generic choices of the beam waists. Only in the limit of wI/w0,II → 0 we have θsignal,I ≃ θI .

Another key feature of Eq. (3.57) is that it makes explicit the exponential decay of the signal as a function

of the impact parameter r0,

∼ exp

{
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. (3.59)

For later reference, we note that for wI/w0,II → 0 Eq. (3.59) reduces to exp{−4(r0/w0,II)
2}. Finally, we
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Figure 3.1: Schematic layout of the collision scenario considered here for x
µ
0
= 0. In general, the far-field

angular decay of the signal photons Np,I differs from that of the laser photons NI constituting the probe

(blue shaded curve). Typically, the signal photons become discernible for sufficiently large values of ϑ.

highlight that Eq. (3.57) can be straightforwardly integrated over all possible emission angles, yielding
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where we have expressed the pulse energy WI in terms of the number of laser photons contained in

the pulse given by NI ≃ WI/ωI . Obviously, the ratio of the number of signal to driving laser photons

Np,I/NI then scales with the square of the photon energy ωI . Using Eq. (3.54) it is straightforward to

see that when considering wI as a free parameter to be adjusted while keeping the other parameters fixed

the integrated signal photon numbers in Eq. (3.60) become maximum for wI ≪ w0,II . We recall that

this is precisely the limit in which the far-field divergences of the signal θsignal,I and the background θI

approximately coincide.

An important criterion to assess if a quantum vacuum signal is accessible in experiment with reason-

able efforts and not completely background dominated is the signal-to-background separation. This can

typically be formulated in terms of a discernibility criterion, which in the present context is of the form

d3Np,I

d3k
≥ Pp

d3NI

d3k
, (3.61)

where Pp ≥ 0 quantifies the performance or purity of the photon detection system used for the measure-

ment of the p-polarized signal component. In general,Pp depends on the energy k and the emission direc-

tion (ϕ, ϑ) of the photons to be detected. Signal components which fulfill Eq. (3.61) are discernible from

the background of the driving laser photons. For simplicity and for illustration purposes, in this work
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we assume Pp to be independent of ~k, i.e., Pp = const. In this case, Eq. (3.61) can be simply integrated

over all possible photon energies and emission directions, and the analogous criterion for the integrated

number of p-polarized signal photons to be discernible from the number of the driving laser photons NI

traversing the interaction region essentially without modification reads Np,I ≥ PpNI . Here, the quantity

on the right-hand side amounts to the number of background photons registered by the detector. The latter

condition is typically not met for the parameters available in experiment with state-of-the-art technology.

However, the fact that the divergence of the signal (3.58) fulfills θsignal,I > θI for finite wI and w0,II im-

plies that even in situations where Np,I/NI < Pp, and thus also (dNp,I/ϑdϑ) (dNI/ϑdϑ)−1|ϑ=0 < Pp, the

signal will eventually become discernible from a certain polar angle ϑdis
p onwards, i.e., for ϑ ≥ ϑdis

p . See

Fig. 3.1 for an illustration. The far-field angular decay of the number NI of laser photons constituting the

fundamental Gaussian beam I with ϑ is given by

dNI

ϑdϑ
≃ NI

( 2

θI

)2
e
−2

(
ϑ
θI

)2

. (3.62)

Hence, for the two different signals Np,I with p ∈ {tot,⊥} considered here we can easily determine an

analytical expression for ϑdis
p . Using Eqs. (3.57) and (3.62), we obtain

(ϑdis
p

θI

)2

= − κ
2

ln

{

κ − 1

κ

1

Pp

Np,I

NI

∣
∣
∣
∣
∣
r0=0

}

+
( r0

wI

)2
, (3.63)

with

κ :=
w̄2

II
+ 2w2

I

2w2
I

=
1 + 2( wI

w0,II
)2

1 + 2( wI

w0,II
)2 −

√

F
( wI

w0,II

)

/F(0)
> 1 . (3.64)

Also note that the last definition relates the effective waist of beam II and the waist of beam I as w̄II =√
2(κ − 1) wI . Upon integration of Eq. (3.57) over the full azimuthal angle ϕ and ϑ ≥ ϑdis

p , we arrive at a

closed-form expression for the numbers of discernible signal photons,

Ndis
p,I ≈ PpNI

κ

κ − 1

(

κ − 1

κ

1

Pp

Np,I

NI

∣
∣
∣
∣
∣
r0=0

)κ

e
−2

(
r0
wI

)2

. (3.65)

On the other hand, the number of laser photons propagating into the same angular regime follows

straightforwardly from Eq. (3.62). Upon multiplication with Pp it constitutes the background against

which the discernible signal is to be compared to and can be cast in the following form,

N
bgr

p,I
≃ PpNI

(

κ − 1

κ

1

Pp

Np,I

NI

∣
∣
∣
∣
∣
r0=0

)κ

e
−2

(
r0
wI

)2

. (3.66)

We emphasize that the ratio of Eqs. (3.65) and (3.66) is Ndis
p,I/N

bgr

p,I
≃ κ/(κ − 1) > 1 independent of the

signal polarization. It is fully determined by the waists wI , w0,II of the colliding lasers and the effective

waist w̄II; cf. Eq. (3.64). The discernible signal in Eq. (3.65) still scales linearly with NI . At the same

time, its scaling with the energy of beam II is increased to W2κ
II

in comparison to the full signal (3.60)

which is proportional to W2
II

. Similarly, the overall scaling of Np,I/NI ∼ ω2
I

is enhanced to Ndis
p,I/NI ∼ ω2κ

I
.
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In this context it is particularly interesting to note that with the help of Eq. (3.64), the total signal photon

numbers in Eq. (3.60) can be compactly represented as






Ntot,I

N⊥,I





≈ NI

κ − 1

κ

√

3

π

16α4

2025π

(
WII

m

ωI

m

)2 F(0)

(mw0,II)4






(c2
a − c2

b
) cos2(∆φ) + c2

b
1
4
(ca − cb)2 sin2(2∆φ)





e
−2

(
r0

wI
√
κ

)2

, (3.67)

such that for r0 = 0 the entire dependence of Eqs. (3.65) and (3.67) on wI is fully encoded in the

parameter κ. Hence, the probe waist wI which yields the maximum discernible signal for r0 = 0 and

given other parameters can be conveniently extracted by first determining the value of κ that maximizes

the discernible signal and thereafter plugging this value into Eq. (3.64), which is then solved for wI . For

Ndis
p,I the corresponding condition on κ reads

1

Pp

Np,I

NI

∣
∣
∣
∣
∣
r0=0
=

κ

κ − 1
exp

{

−1

κ

(

2 +
1

κ − 1

)}

, (3.68)

which cannot be solved analytical for κ.

In the next step, we aim at illustrating the size of the quantum vacuum signals attainable in the

collision of XFEL and high-intensity laser pulses in a counter-propagating geometry for a specific set of

example parameters to become available at the Helmholtz International Beamline for Extreme Fields (HI-

BEF) at the European XFEL. For the high-intensity laser pump we adopt the parameters of the 300 TW

Relativistic Laser at XFEL (ReLaX) system installed at HIBEF, providing pulses of energy WII = 10 J

and duration τFWHM
II

= 25 fs at a wavelength of λII = 800 nm with a repetition rate of 1 Hz [120]. We

envision these to be focused to a waist of w0,II = 1 µm with a f # = 2 focusing optics; cf. Eq. (3.38).

On the other hand, for the x-ray probe we assume a photon energy of ωI = 12914 eV. For this value the

possibility of high-definition polarimetry was successfully demonstrated in experiment using multiple

Bragg reflections in a pair of silicon channel cuts [121] acting as polarizer and analyzer, respectively,

and the present polarization purity record of P⊥ = 1.4 × 10−11 was achieved with four reflections per

channel cut [122]. Neglecting losses due to focusing optics and the limited acceptance of polarizer and

analyzer but accounting for the increase of the initial XFEL pulse duration by the four reflections in the

polarizer prior to the interaction with the high-intensity pump along the lines of [123,124] (cf. Ref. [102]

for the detailed procedure), at this photon energy the European XFEL is expected to deliver pulses of

NI = 8.26 × 1011 photons at a pulse duration of τFWHM
I

= 129 fs in the interaction region [100, 125]. For

simplicity, we keep these values for NI and τI also when considering the signal Ndis
tot,I in a polarization

insensitive measurement. However, in this case we set Ptot = 1. Being primarily interested in the maxi-

mum achievable signal, in line with the discussion below Eq. (3.45), here we choose ∆φ = π/2 for Ndis
tot,I

and ∆φ = π/4 for Ndis
⊥,I . Moreover, we limit ourselves to ideal collisions with r0 = z0 = t0 = 0. Finally,

the waist of the x-ray beam wI is considered as a free parameter which is chosen to fulfill Eq. (3.68) and

thus to maximize the discernible signals. Upon evaluation of Eq. (3.65) for these parameters we find the

maximum numbers of discernible signal photons per shot to be given by

Ndis
tot,I ≈ 0.226 for κ ≃ 1.03 → wI ≃ 5.3w0,II , w̄II ≃ 1.37w0,II ,
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Ndis
⊥,I ≈ 0.045 for κ ≃ 1.19 → wI ≃ 2.1w0,II , w̄II ≃ 1.30w0,II , (3.69)

where in addition to the value of the parameter κ for which the maximum value is reached we also

provide the corresponding probe waist wI and the effective waist w̄II of the pump. For the repetition rate

of 1 Hz of the high-intensity laser pump mentioned above this amounts to Ndis
tot,I ≈ 814 and Ndis

tot,I ≈ 161

discernible signal photons per hour. The associated signal-to-background ratios are Ndis
tot,I/N

bgr

tot,I
≃ 31

and Ndis
⊥,I/N

bgr

⊥,I ≃ 6, respectively. For comparison, we note that keeping all other parameters fixed but

presuming wI ≪ w0,II , which results in the largest values for Np,I , the signal-to-background ratios for

the photon numbers integrated over all possible emission directions are Ntot,I/(PtotNI) ≃ 2.41 × 10−11

and N⊥,I/(P⊥NI) ≃ 0.079. Hence, in particular with regard to a polarization insensitive measurement,

it is obvious that there is no hope for a successful experimental measurement of the quantum vacuum

signal without using angular cuts or other selection criteria. On the other hand, in both cases considered

in Eq. (3.69) we have wI > w0,II . As to be expected, for the larger value of wI also w̄II is larger: the

widening of the transverse extent of the interaction region of the two beams inherently comes with an

increase in longitudinal direction. This manifests itself in a larger value of the average beam radius w̄II .

We emphasize that because Eq. (3.65) depends on Pp via (1/Pp)κ−1 and κ = 1 + δκ with 0 < δκ ≪ 1 in

Eq. (3.69), the gain in the number of discernible signal photons by achieving Pp ≪ 1 is much smaller

than one may have naively expected. Remarkably, even the value of P⊥ on the 10−11 level quoted above

eventually only contributes a factor of (1/Pp)κ−1 ≃ 115 to Ndis
⊥,I in Eq. (3.69).

It is especially interesting and relevant to assess how many optimal laser pulse collisions n are re-

quired to achieve the measurement of a given quantum vacuum signal consisting of Nsignal signal photons

per shot with a specified significance ofC sigma. Assuming a normal distribution of the data, this requires

the signal over n collisions nNsignal to surpass the standard deviation of the background σ =
√

nNbgr, with

Nbgr background photons registered by the detector per shot, and thus results in the following stringent

criterion,

nNsignal > C
√

nNbgr ↔ n >
C2

Nsignal

(
Nsignal

Nbgr

)−1

. (3.70)

Demanding a measurement of the signals in Eq. (3.69) that maximize the discernible signal photon

numbers for the presumed laser parameters with a significance of 5σ, and invoking the highly idealized

assumption that the full discernible signal can be collected on a detector we find that just n > 3 optimal

collisions are required for the signal attainable in a polarization insensitive measurement, and n > 89

for the ⊥-polarized signal component. These values follow from Eq. (3.70) upon insertion of the signal

photon numbers in Eq. (3.69) and the associated signal-to-background ratios given in the text below

this equation. On the other hand, a 5σ confirmation of the signals integrated over all possible emission

directions and wI ≪ w0,II would require n > 5.21 × 1010 optimal shots for Ntot,I and n > 346 for N⊥,I .

Recall that in the limit of wI ≪ w0,II implied here for Np,I the divergence of the signal (3.58) matches

the divergence of the original probe beam and can thus be collected by the same optics as the probe laser

photons traversing the interaction region without interaction. As noted above, in the present scenario the

latter constitute the background against which the signal is to be discriminated via Nbgr = PpNI . It is

worthwhile to emphasize that in an actual experiment the signals Np,I are expected to be substantially
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reduced even for optimal laser pulse collisions because the tighter the focusing of the x-ray beam, i.e.,

the smaller its waist wI , generically the larger the losses associated with the lens used to focus it down to

this value of wI in experiment. This losses become particularly pronounced for wI ≪ 1 µm. While this

leaves the ratio of Nsignal/Nbgr in Eq. (3.70) unaffected, the additional overall dependence on 1/Nsignal

immediately implies an increase in the number of required shots. Also note that in the parameter regime

where they become maximal, i.e., for wI ≪ w0,II , these signals Np,I decrease by a factor of 1/e2 for

r0 ≃ w0,II/
√

2 ≈ 0.7w0,II relative to their peak values at r0 = 0; cf. Eq. (3.59). Conversely, the discernible

signals (3.67) decay by the same factor for r0 = wI

√
κ: especially those in Eq. (3.69) maximizing the

signal yield are thus reduced by 1/e2 for r0 ≈ 5.4w0,II in case of Ndis
tot,I , and r0 ≈ 2.3w0,II in case of

Ndis
⊥,I . This immediately implies that the latter signals are much less sensitive to a finite transverse impact

parameter r0 than the former. This constitutes another important advantage in favor of the discernible

signals apart from the reduced number of shots required for the measurement of the effect with a given

significance. Collisions with finite impact parameters are inevitable in experiment due to the presence

of shot-to-shot fluctuations. Finally, we remark that as κ = O(1) in Eq. (3.69), an effective reduction

in the number of photons NI available for probing due to a loss as large as 99% could be compensated

by changing the parameters of the pump beam such that WII/w
2
0,II
→ 10 WII/w

2
0,II

. This follows from

Eqs. (3.66) and (3.67). Especially presuming the availability of a focusing optics with f # = 1 instead of

f # = 2 in the case of such a severe loss an increase in the pump pulse energy WII by only a factor of 2.5

would be needed to retain the values of the signal photon numbers given above.

What is certainly unsatisfactory is that the angular cuts required here for the extraction of the dis-

cernible signal are precisely cutting out the main signal component consisting of photons that are quasi-

elastically scattered in the forward cone of beam I with polar angles ϑ . θI . As detailed above, here the

quantum vacuum signal is typically dominated by the background of the driving laser photons. Besides

the comparably wide angular spread of the discernible signals typically comes with large demands on

the optics needed to collect the full discernible signal on the detector. However, what is likely even more

critical with regard to an actual experimental implementation is that for the selection of the discernible

signals the analysis presented here explicitly makes use of the highly idealized assumption that the probe

laser beam amounts to a fundamental Gaussian beam. In the far field where the induced quantum vac-

uum signals are to be discerned from the laser photons contained in this beam, the transverse field profile

of the latter thus exhibits a perfect Gaussian decay with ϑ. Correspondingly, any deviation from this

idealization in experiment will immediately impact the discernible signal photon numbers and slightly

different beam profiles in the far-field will inevitably come with profile-specific and hence even laser-

shot-specific discernibility angles ϑdis
p (ϕ). This motivates the search for strategies allowing to diminish

the background in the main propagation direction of the signal while essentially not reducing the latter,

and for detection schemes that are essentially insensitive to the precise details of the probe laser fields

in the far-field where the quantum vacuum signals are to be detected. At the same time, it should be

emphasized that the scattering phenomenon out of the forward cone of the driving laser beams studied

in detail in this section is generic and thus persists for arbitrary laser fields. In fact, the dependencies

of the quantum vacuum signal on the various parameters of the driving laser beams derived above are

sufficiently general to allow inferring the characteristic properties of the signal and relevant signal en-
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hancement strategies also beyond fundamental Gaussian beams.

Before concluding this section we moreover emphasize that, though resorting to an infinite Rayleigh

range approximation zR,I → ∞ for the probe, the explicit results of this section even allow for rea-

sonable estimates of the quasi-elastic quantum vacuum signals induced in the collision of two optical

high-intensity lasers with Rayleigh ranges zR,I ≥ zR,II in a counter-propagation geometry. The reason

for this is that the finite Rayleigh length zR,II of the pump beam, consistently accounted for in the above

calculation, strongly localizes the strong field region in longitudinal direction to the vicinity of its focus

at z = 0 via a factor ∼ 1/[1 + (z/zR,II)
2] on the level of its intensity profile. Because the signal pho-

ton number scales with the square of the pump intensity and linearly with that of the probe, the impact

of the Rayleigh range of the latter is less relevant and hence can be neglected for qualitative estimates.

However, the less pronounced localization of the composite field of pump and probe tends to somewhat

overestimate the associated quantum vacuum signals in this case.

3.2.4.2 Collisions involving an annular probe beam

An interesting perspective is to consider essentially the same collision scenario as in the previous sec-

tion 3.2.4.1 but to replace the fundamental Gaussian probe by an annular probe beam which features a

field-free shadow in the converging (expanding) beam before (after) focus but retains a pronounced peak

in its focus [126]. When choosing the pump and probe waists appropriately, this should give rise to a

quasi-elastic scattering signal at the probe frequency in the shadow where they can be detected essen-

tially without background. Experimentally, this annular beam approach was pioneered by [127, 128] for

the detection of weak non-linear optics signals in the presence of strong fields. As detailed below, this

approach can prospectively solve both issues highlighted in the last paragraph of the previous section,

namely give rise to a directed discernible quantum vacuum signal that is basically insensitive to the pre-

cise details of the far-field profile of the probe beam because it can be spatially separated from the latter

by setting up an appropriate filter and imaging system. To construct laser fields with these properties we

make use of Eq. (3.20) with l = 0 which forms a full basis for rotationally symmetric beams without

topological charge at zeroth order in the paraxial approximation. The field amplitude profile of a linearly

polarized laser beam of this type propagating in positive z direction then be decomposed as

E(x) = e−( z−t
τ/2 )2 w0

w(z)
e
−( r

w(z)
)2

∑

p

Ep Lp

(
2r2

w2(z)

)

cos
(

ψ(x) + 2pψG(z) + ψp

)

, (3.71)

with Laguerre polynomials Lp(·) = L0
p(·), and the phase ψ(x) defined in Eq. (3.23). The mode-specific

peak field amplitude Ep ≡ E0,p is related to the energy Wp ≡ W0,p put into this mode via Eq. (3.25)

specialized to l = 0. For later reference we also note that the cycle-averaged intensity profile I(x) =
〈E2(x)

〉

t associated with Eq. (3.71) reads

I(x) =
1

2
e−2( z−t

τ/2 )2
(

w0

w(z)

)2

e
−2( r

w(z)
)2

∑

p,p′
Ep Ep′Lp

(
2r2

w2(z)

)

Lp′
(

2r2

w2(z)

)

cos
(

2(p− p′)ψG(z)+ψp−ψp′
)

. (3.72)
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Therewith it is straightforward to implement a specified transverse beam profile at a given value of the

longitudinal coordinate z = z0. To this end, one first needs to expand it in terms of Laguerre polynomi-

als and second choose the mode-specific field amplitudes Ep and phases ϕp in Eq. (3.71) accordingly.

Because Eq. (3.71) fulfills the paraxial wave equation at O(θ0) by construction, this single input profile

defines an entire paraxial beam. In particular, note that the function

Γ
(N + 1, ( r

w(z0)
)2)

Γ(N + 1)
= e
−( r

w(z0)
)2
N∑

n=0

1

n!

(
r

w(z0)

)2n

, (3.73)

referred to as flattened Gaussian (FG) of order N in Ref. [129] is peaked around r = 0 where it reaches

its maximum value of one; Γ(N + 1) = N! and Γ(·, ·) is the incomplete gamma function. For sufficiently

large values of N it exhibits a flat plateau which increases in width with growing N [129, 130]. This

makes it an ideal candidate to construct an annular transverse profile at z = z0 by the subtraction of two

such FG profiles characterized by different values ofN andN ′ [126]. Equation (3.73) has the following

expansion in Laguerre polynomials,

Γ
(N + 1, ( r

w(z0)
)2)

Γ(N + 1)
= e
−( r

w(z0)
)2
N∑

p=0

(−1)p cp,N Lp

(
2r2

w2(z0)

)

, with cp,N =
N∑

j=p

1

2 j

(

j

p

)

. (3.74)

An explicit representation of the expansion coefficients cp,N in the limit of N ≫ 1 is derived in Ap-

pendix A.6; cf. specifically Eq. (A.44).

In a first step, we implement a beam of pulse energy W featuring the transverse profile (3.73) at

z = z0. To this end, we restrict the sums over the radial indices in Eqs. (3.71) and (3.72) to run from 0 to

N and identify

ψp = p[π − 2ψG(z0)] + ψ̃0 , (3.75)

such as to accommodate for the (−1)p term from Eq. (3.74); ψ̃0 denotes a common constant phase offset.

On the other hand, the coefficients cp,N have to be accounted for in the field amplitudes Ep. The total

energy put into the beam can be expressed as W =
∑N

p=0
Wp with mode energies Wp ∼ E2

p; cf. Eq. (3.25).

In order to keep the beam energy to be given by W we thus have to choose [110]

Wp =

(cp,N
CN

)2

W , where C2
N =

N∑

p=0

c2
p,N . (3.76)

The explicit expressions for the field amplitude and cycle-averaged intensity profile of such a beam

following upon plugging Eqs. (3.75) and (3.76) into Eqs. (3.71) and (3.72) hence read

Ez0

N (x) = E e−( z−t
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)
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× cos
(

2(p − p′)
[

ψG(z) − ψG(z0)
])

, (3.77)

with

E2 = 8

√

2

π

W

πw2
0
τ
. (3.78)

For convenience, in Eq. (3.77) we introduced labels: the upper one refers to the longitudinal coordinate

z0 where the FG transverse profile is implemented and the lower one to its order N . From the structure

of Eq. (3.77) the transverse FGN profile at z = z0 is evident: for this particular value of z the cosine

no longer depends on p, p′ and the identity (3.74) can be employed to perform the sums. Obviously,

Eq. (3.77) can be immediately generalized to exhibit an annular transverse profile at z = z0 formed by

the subtraction of an FGN ′ profile with N ′ < N from an FGN profile; in the remainder of this work,

we refer to the resulting beam profile at z = z0 as an FG⊚N ,N ′ profile. This only requires modifying the

expansion coefficients cp,N as

cp,N → cp,N ,N ′ := cp,N − Θ(N ′ − p + 0+) cp,N ′ , (3.79)

while keeping CN fixed; here Θ(·) denotes Heaviside function. In line with this, the pulse energy con-

tained in the resulting beam featuring an FG⊚N ,N ′ profile at z = z0 can be expressed as sum over the Wp

in Eq. (3.76) with the substitution (3.79) and is, of course, smaller than W. Note, however, that its direct

evaluation from the intensity profile at z = z0 employing Eqs. (3.73) and (3.74) typically yields a more

compact representation for the pulse energy of this beam.

For completeness, we remark that in the explicit example discussed below employing such an annular

beam the pulse energy provided by the laser system supposed to create it is always assumed to match

the energy W of the full beam without the central shadow. This is so because in experiment we envision

the latter to be created with the help of an obstacle acting as beamstop and shading part of the cross

section of the initial beam at z = z0. This inherently comes with a loss in pulse energy. In this context,

we also note that while a physical beamstop will inevitably come with diffraction effects, these naturally

and consistently do not arise in our (idealized) theoretical modeling. The reason for this is that, by

construction, we enforce the beam with the desired transverse beam profile at z = z0 to approximately

solve the linear Maxwell equations in vacuo in the absence of any real matter, i.e., Eq. (2.11) with J̄µ = 0.

We emphasize that we expect such diffraction effects to leave our predictions of the peak-field driven

quantum vacuum signals essentially unmodified. However, they will certainly affect the background

level in experiment and thus ultimately need to be accounted for; cf. also the discussion starting in the

second paragraph below Eq. (3.123) where the size of such background effects in the shadow is extracted

from an experimental measurement.

Furthermore, it is obvious that the transverse intensity profile of the beam in Eq. (3.77) should closely

resemble the one in its focus at z = 0 as long as |z| ≪ zR/N because in this case the term 2(p − p′)ψG(z)

in the phase of the cosine is close to zero for all possible values of p, p′. We emphasize that this criterion

also holds for beams featuring an annular transverse profile at z = z0 because this construction only

affects the expansion coefficients cp,N in Eq. (3.77). On the other hand, the Rayleigh range zR associated
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 R

Figure 3.2: Intensity profile I∞
50,5

(x) as a function of the longitudinal and radial beam coordinates mea-

sured in units of the Rayleigh range zR and the waist w0 of the fundamental Gaussian mode, respectively.

The pulse duration is very large and fulfills τ ≫ zR. The local value of the intensity is encoded in the

color scale: the larger its value, the brighter the color. Its maximum is reached in the beam focus at

z = r = 0. The transverse intensity profile in the focus (far field) is shown in the inset (on the right).

with the fundamental mode in Eq. (3.77) still amounts to the longitudinal reference scale separating the

near |z| ≪ zR and the far |z| ≫ zR field, respectively.

Subsequently, we exclusively focus on a far-field implementation of the FGN profile at z0 ≫ zR.

This is equivalent to formally sending z0/zR → ∞ and ψG(z0) → π/2. Note that symmetry implies that

for z0/zR → −∞ the same result is obtained and the forward and backward far fields agree with each

other. In this limit, Eq. (3.77) can be represented in the compact form

E∞N (x) = E e−( z−t
τ/2 )2 w0

w(z)
e
−( r

w(z)
)2
N∑

p=0

cp,N
CN

Lp

(
2r2

w2(z)

)

cos
(

ψ(x) + 2pψG(z) + ψ̃0

)

, (3.80)

I∞N (x) =
1

2
E2 e−2( z−t

τ/2 )2
(

w0

w(z)

)2

e
−2( r

w(z)
)2
N∑

p=0

N∑

p′=0

cp,N
CN

cp′,N
CN

Lp

(
2r2

w2(z)

)

Lp′
(

2r2

w2(z)

)

cos
(

2(p − p′)ψG(z)
)

.

Note that precisely this choice for z0 results in the maximum peak field in the beam focus attainable with

a beam featuring an FGN profile for given parameters: the phases in the intensity profile are such that

the coefficients are added with maximum amplitude at z = 0; cf. Eqs. (3.77) and (3.80). In this limit,

the peak field reached for z = t = r = ψ̃ = 0 becomes identical to E∑N
p=0

cp,N/CN . Clearly, the field

amplitude profile of a beam with an FG⊚N ,N ′ profile in the far field and the corresponding cycle-averaged

intensity profile are given by

E∞N ,N ′(x) = E∞N (x)
∣
∣
∣
cp,N→cp,N ,N′

and I∞N ,N ′(x) = I∞N (x)
∣
∣
∣
cp,N→cp,N ,N′

, (3.81)

where the substitution is implicitly assumed to affect both cp,N and cp′,N in case of the intensity profile. In

Fig. 3.2 we depict the intensity profile of such an annular beam for the case ofN = 50 andN ′ = 5 [126].

In the remainder of this section, we are primarily interested in the case of N & N ′ ≫ 1 where the FGN

and FGN ′ far-field profiles of the beams to be subtracted to form the annular beam are flat-top-like. This
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results in an macroscopically extended, completely field-free region in the FG⊚N ,N ′ far-field profile of the

resulting beam; cf. Eq. (3.90) below.

Equation (3.80) is parameterized in terms of the waist of the fundamental Gaussian mode w0. How-

ever, for a beam made up of many modes this parameter does not have an immediate physical interpreta-

tion and is hard to access in experiment. Hence, it is beneficial to trade w0 for the physical waist wN of

the resulting beam to be measured and manipulated in experiment. We define the latter as the 1/e2 radius

of the intensity profile I∞N (x)|z=0 in the beam focus, which results in the defining equation

N∑

p=0

cp,NLp

(

2s2
N
)

= es2
N−1

N∑

p=0

cp,N , (3.82)

where the scaling parameter sN = wN/w0 measures wN in units of w0. For the present scenario, where

the FGN profile is implemented in the far field, the widening of the FGN profile with N results in an

increase of the physical divergence of the beam. As the divergence and the waist size are indirectly

proportional to each other, this implies wN+1 < wN , and thus sN < 1 for N ≥ 1. Expanding the above

defining equation up to quadratic order in sN < 1, we obtain the estimate [126]

s2
N ≈

(1 − e−1)
∑N

p=0
cp,N

∑N
p=0

(2p + e−1) cp,N
for N ≥ 1 . (3.83)

Upon insertion of the finite-sum representation of the expansion coefficients given in Eq. (3.74), the sums

in Eqs. (3.83) can be performed explicitly, yielding

N∑

p=0

cp,N = N + 1 ,

N∑

p=0

p cp,N =
1

4
N(N + 1) . (3.84)

This results in s2
N ≈ 2(1−e−1)/(N+2e−1) and correspondingly sN ≪ 1 for sufficiently large values ofN .

The analogous result for a beam with an FG⊚N ,N ′ far-field profile and a physical waist wN ,N ′ = sN ,N ′ w0

follows from Eq. (3.83) upon insertion of Eq. (3.79) and using Eq. (3.84): s2
N ,N ′ ≈ 2(1− e−1)/(N +N ′ +

1 + 2e−1). In particular for N +N ′ ≫ 1 we hence have

wN ,N ′ ≃ w0

√

2(1 − e−1)

N +N ′ and wN = wN ,0 . (3.85)

Note that an FG⊚N ,N ′ profile withN ′ = 0 amounts to a FGN profile and
√

2(1 − e−1) ≈ 1.1. Subsequently

we stick to the identification in Eq. (3.85). However, we emphasize here that though the 1/e2 radius given

in Eq. (3.85) obviously amounts to an approximation, if desired, results derived on its basis for given

values of N and N ′ can always be readjusted to the exact value (3.82) by rescaling the parameter wN ,N ′

fixed by the identification in Eq. (3.85) accordingly. In this context, we also highlight that, because of

zR ∼ w2
0
, for beams featuring an FG⊚N ,N ′ far-field profile and a physical waist given by Eq. (3.85) the

above condition |z| ≪ zR/N on the longitudinal coordinates for which the transverse beam profile closely

resembles its focus profile can actually be rephrased as |z| ≪ zR|w0→wN ,N′ .
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In the forward far field z ≫ zR, we have r/w(z)→ r/(θ z) ≃ ϑ/θ, where the polar angle ϑ is measured

with respect to the forward beam axis. Taking into account N ≃ W/ω and W =
∫ ∞

0
drr

∫ 2π

0
dϕ

∫ ∞
−∞ dt I(x),

the far-field angular decay of the number of laser photons N contained in a beam with FGN far-field

profile (3.80) as a function of ϑ can thus be expressed as

dN

ϑ dϑ
≃ N

C2
N

(
2

θ

)2
(

e−( ϑθ )2
N∑

p=0

(−1)p cp,N Lp

(
2ϑ2

θ2

)
)2

=
N

C2
N

(
2

θ

)2
(
Γ
(N + 1, (ϑθ )2)

Γ(N + 1)

)2

, (3.86)

where we made use of Eq. (3.74) in the last step; θ is the far-field divergence of the fundamental Gaussian

mode (3.24). Because of r ∼ ϑ this quantity is directly proportional to the transverse intensity profile of

the beam in its far field; integrations over the azimuthal angle ϕ and time t only affect its amplitude by

an overall factor. The analogous result for a beam with FG⊚N ,N ′ far-field profile follows by substituting

cp,N → cp,N ,N ′ , which yields

dN⊚

ϑ dϑ
≃ N

C2
N

(
2

θ

)2
(
Γ
(N + 1, (ϑθ )2)

Γ(N + 1)
−
Γ
(N ′ + 1, (ϑθ )2)

Γ(N ′ + 1)

)2

, (3.87)

where N⊚ < N denotes the number of photons contained in this annular beam. On the other hand, for

such a beam and N +N ′ ≫ 1, using Eqs. (3.24) and (3.85) we can write

θ ≃ 2

ωwN ,N ′

√

2(1 − e−1)

N +N ′ . (3.88)

Also note that, as shown in the Appendix A.4, the following identity holds

lim
N→∞

Γ
(N + 1,Nχ2)

Γ(N + 1)
= Θ(1 − χ) for χ ≥ 0 . (3.89)

Employing Eq. (3.89) in Eq. (3.86) and performing the integration over ϑ, we can determine an explict

expression for the factor CN in the limit ofN ≫ 1, namely CN ≃
√

2N . In the limit ofN & N ′ ≫ 1 the

far-field angular decay of the laser photons contained in the annular beam (3.87) can thus be compactly

represented as

dN⊚

ϑ dϑ
≃ N

ω2w2
N ,N ′

4(1 − e−1)

(

1 +
N ′
N

) (

Θ(θout − ϑ) − Θ(θin − ϑ)
)

, (3.90)

with the inner and outer divergences of the beam given by

θout =
2

ωwN ,N ′

√

2(1 − e−1)

1 + N
′
N

and θin = θout

√

N ′
N . (3.91)

The analogous result for a beam with FGN far-field profile and N ≫ 1 follows from Eq. (3.90) upon

setting N ′ = 0. Because the energy put into the beam is proportional to its cross-sectional area and the

total cross section of the beam in the far field (including the shadow) scales as ∼ θ2
out, while that of the

central shadow scales as ∼ θ2
in

, we can readily infer from Eq. (3.91) that for N & N ′ ≫ 1 the beamstop
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envisioned to create the (perfect rectangular) shadow in experiment is supposed to block a fraction

∆W

W
=

(
θin

θout

)2

=
N ′
N (3.92)

of the total energy W put into the original beam featuring a FGN far-field profile with N ≫ 1; ∆W is

the energy blocked by the beamstop. For completeness, we remark that a steep discontinuous far-field

profile as implemented in Eq. (3.90) generically comes with a smooth focus profile; cf. also Eq. (3.99)

and Fig. 3.3 below. This in particular implies a smooth beam profile in the interaction region, which thus

does not at all challenge the slowly varying field approximation invoked in Sec. 3.2.1 for experimentally

realistic laser beam parameters.

Building on these preparations, we can now study quantum vacuum signals in laser beam collisions

utilizing a much more advanced laser beam model than provided by fundamental Gaussian beams. At the

same time, mainly by considering the limit of N & N ′ ≫ 1 which implements ideal flat-top transverse

profiles in the far field for both the original beam and the resulting annular beam featuring a field-free

central shadow, we retain full analytical control; cf. also below. We highlight that this limit aligns well

with experimental capabilities, where such beam profiles are often used prior to focusing. In our explicit

example detailed below we focus on the head-on collision of an x-ray probe featuring a FG⊚N ,N ′ far-field

profile fulfillingN & N ′ ≫ 1 with a fundamental Gaussian high-intensity pump in a counter-propagation

geometry, i.e., revisit the scenario discussed in Sec. 3.2.4.1 with an annular probe beam. To this end, we

return to Eqs. (3.44) and (3.45) and essentially repeat the same calculation for a different probe amplitude

profile EI(x). The pump field profile EII(x) remains to be given by Eq. (3.47). We emphasize that for

simplicity and not to obscure the impact of the much more involved probe beam structure on the quantum

vacuum signal by additional technicalities, in our explicit calculations accounting for the details of the

full probe beam profile we limit ourselves exclusively to optimal collisions at vanishing impact parameter

x
µ
0
= 0. Note, however, that it will turn out that the results on the finite impact dependence inferred for

the head-on collision of two fundamental Gaussian beams in Sec. 3.2.4.1 can also be invoked to reliably

estimate the reduction of the signal photon numbers to be detected in the present scenario; cf. in particular

Eq. (3.119) below.

Recall, that we have already established that the transverse profile of the x-ray probe with FG⊚N ,N ′

far-field profile and physical waist Eq. (3.85) closely resembles its focus profile for |z| ≪ zR|w0→wN ,N′ .

Because of zR|w0→wN ,N′ ≪ zR, in this regime also the field profile in longitudinal direction is insensitive

to effects arising from the finiteness of zR. This immediately implies that particularly for an x-ray waist

wN ,N ′ of the same order as that of the near-infrared pump w0,II , we have zR|w0→wN ,N′ ≫ zR,II . In turn,

the longitudinal extent of the interaction region is controlled by zR,II and similarly to the fundamental

beam case in Sec. 3.2.4.1 an infinite Rayleigh range approximation can be adopted for the probe beam

in the interaction region. Correspondingly, in particular forN +N ′ ≫ 1 which ensures that the physical

waist of the beam is well-approximated by Eq. (3.85), in the interaction region the field amplitude of the
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probe beam should be well-described by

EI(x) = E0,I

√

2(1 − 1/e)

N +N ′ e
−( z−t

τI /2
)2

e
−( r

wI
)2 2(1−1/e)

N+N′
N∑

p=0

cp,N ,N ′

CN
Lp

(
2r2

w2
I

2(1−1/e)
N+N ′

)

cos
(

ωI(z − t) − ψ̃0

)

, (3.93)

where we have identified wI := wN ,N ′ such that, similarly as for the fundamental Gaussian probe in

Eq. (3.46), wI amounts to the physical waist of the beam. Moreover, here the field amplitude E0,I is

defined in a way that it is related to the energy WI put into the full beam prior to implementing the

central shadow as

E2
0,I = 8

√

2

π

WI

πw2
I
τI

, (3.94)

and thus matches the analogous relation for a fundamental Gaussian beam. To arrive at these expressions

we made use of Eq. (3.78) as well as Eqs. (3.80) and (3.85). At the same time, the number of laser

photons N⊚
I

contained in the probe beam with FG⊚N ,N ′ far-field profile and their angular decay in the

outgoing far field follow from Eq. (3.90) with the replacements N → NI , ω→ ωI and wN ,N ′ → wI . This

immediately implies that only N⊚
I
= (1 − N ′/N)NI out of the NI laser photons constituting the original

probe beam prior to implementing the central shadow reach the interaction region and thus can potentially

participate in the effective interaction with the pump laser beam. Also note that using Eqs. (3.79) and

(3.84) we can immediately derive an explicit expression for the peak field amplitude obtained by setting

z = t = r = ψ̃0 = 0 in Eq. (3.93). The latter is given by

Epeak

I
=

√

2(1 − 1/e)
N −N ′

CN
√
N +N ′

E0,I
N≫1−−−−→

√

1 − 1/e

1 + N
′
N

(

1 − N
′

N

)

E0,I , (3.95)

where we made use of the fact that for large values of N we have CN ≃
√

2N . From this result we can

in particular infer that Epeak

I
≤
√

1 − 1/eE0,I forN ≫ 1, with the upper limit reached for a beam without

central shadow, i.e., for N ′ = 0. For completeness, we emphasize once again that even though the

identification of the beam waist with the approximate expression (3.85) employed in Eq. (3.93) is clearly

motivated only for N + N ′ ≫ 1, Eq. (3.93) can still be adopted for the study of beams parameterized

by generic values of N > N ′, the only caveat being that for N and N ′ not fulfilling the criterion

N + N ′ ≫ 1 the waist wI no longer amounts to the physical waist of the beam and has to be rescaled

accordingly depending on the specific values of N and N ′; cf. also the comment below Eq. (3.85).

In a next step, we highlight that for beams with either an FGN far-field profile with N ≫ 1 or an

FG⊚N ,N ′ far-field profile with N & N ′ ≫ 1 additional simplifications are possible. These even allow for

a closed-form representation of the field amplitude profile (3.93) of the probe beam in the interaction

region. Using the sum representation of the Laguerre polynomials in Eq. (A.27) it is easy to show that

Lp(x/N) = 1 − p

N x +

p∑

j=2

(−1) j

( j!)2

(
p

N x

) j(

1 + O( 1
p

))

= 1 − p

N x +

∞∑

j=2

(−1) j

( j!)2

(
p

N x

) j(

1 + O( 1
p

))

+
1

[(p + 1)!]2
O(( p

N x)p+1) . (3.96)
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For the terms written explicitly in the second line of this equation the sum can even be performed,

yielding the closed-form result J0

(

2
√

xp/N)

, where Ja(·) is the a Bessel function of the first kind of

order a. For later reference we note that J0

(

2
√

−xp/N)

= I0

(

2
√

xp/N)

with modified Bessel function

of the first kind I0(·). Together with Eq. (A.47) the expression given in Eq. (3.96) implies that forN ≫ 1

we have

N∑

p=0

cp,N Lp(x/N) = N
∞∑

j=0

(−1) j

( j + 1)! j!

(
x

2

) j(

1 + O( 1
N

))

= 2N J1

(√
2x

)

√
2x

(

1 + O( 1
N

))

. (3.97)

With the help of Eq. (A.48) we can analogously infer that for N & N ′ ≫ 1 the following identity holds,

N∑

p=0

cp,N ,N ′ Lp(x/N) = 2N
[

J1

(√
2x

)

√
2x

− N
′

N
J1

(√
2(N ′/N)x

)

√
2(N ′/N)x

]
(

1 + O( 1
N

))

, (3.98)

where we count O(1/N ′) = O(1/N). Hence, in cases where either N & N ′ ≫ 1 or N ≫ 1 and

simultaneously N ′ = 0, Eq. (3.93) can be compactly represented as

EI(x) = 2E0,I

√

1 − 1/e

1 + N
′
N

e
−( z−t

τI /2
)2

×





J1

(√

2(1−1/e)

1+N
′
N

2r
wI

)

√

2(1−1/e)

1+N
′
N

2r
wI

− N
′

N

J1

(√

2(1−1/e)

1+N
′
N

N ′
N

2r
wI

)

√

2(1−1/e)

1+N
′
N

N ′
N

2r
wI





cos
(

ωI(z − t) − ψ̃0

)

, (3.99)

where we set exp{−( r
wI

)2 2(1−1/e)
N+N ′ } → 1. This is well-justified because in the considered limit the ex-

pression containing the Bessel functions ensure the field to decay with r/wI . Note, that the transverse

intensity profile associated with Eq. (3.99) precisely matches the Airy pattern arising as the Fraunhofer

diffraction pattern of a circular aperture. This is in line with expectations because the far-field profile

which gives rise to Eq. (3.99) describing the field in the vicinity of the beam focus amounts to a step func-

tion; cf. Eq. (3.90). One can easily check that the 1/e radius of the pronounced central peak characteristic

for this field profile is well-approximated by wI for generic choices of the parameter 0 ≤ N ′/N < 1,

which thus confirms the validity of the approximation (3.85) invoked in its construction. Correspond-

ingly, aiming at capturing exclusively the effect of the central peak that typically dominates the transverse

field profile of the beam, one can adopt the following Gaussian approximation to Eq. (3.99),

EI(x) = Epeak

I
e
−( z−t

τI /2
)2

e
−( r

wI
)2

cos
(

ωI(z − t) − ψ̃0

)

, (3.100)

with the peak field amplitude given by Eq. (3.95) in the limit of N ≫ 1. See Fig. 3.3 for an illus-

tration of the associated focus intensity profiles together with the corresponding far-field intensity pro-

files for different values of the ratio N ′/N . In this figure we also confront Eq. (3.99) with its Gaus-

sian approximation (3.100). As Eq. (3.100) is precisely of the form of Eq. (3.46) at vanishing spatio-
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Figure 3.3: Focus and far-field transverse intensity profiles of laser beams featuring ideal flat-top pro-

files in the far field characterized by different representative values of the blocking fraction N ′/N in

Eq. (3.92). Upper panel: The curves accounting for the Airy ring structure (blue) are obtained from

Eq. (3.99) via cycle-averaging as II(x) = 〈E2
I
(x)〉t and setting t = 0. Analogously, the Gaussian curves

(red) follow from Eq. (3.100). The insets show the same results on a logarithmic intensity scale. Lower

panel: Far-field distributions of the laser photons constituting the beam extracted from Eq. (3.90). Here,

ϑ̂ := ωIwIϑ is an appropriately rescaled polar angle.

temporal offset x
µ
0
= 0, the quantum vacuum signals induced by the central peak in the transverse field

profile alone ignoring the Airy rings follows readily from the results worked out in Sec. 3.2.4.1. In

fact, only the peak field of the probe has to be adjusted accordingly, resulting in an overall factor of

(1 − 1/e)(1 − N ′/N)2/(1 + N ′/N) to be accounted for on the level of the (differential) signal photon

numbers; cf. Eq. (3.95). While this may constitute a very good approximation for determining the domi-

nant signal in certain parameter regimes, it has to be taken with caution because its quality is certainly not

universal: in the focus the information about the actual far-field profile of a given laser beam is encoded

in the Airy ring structure. Analogously also the far-field distribution of the signal depends decisively

on the details of the focus profiles of the driving laser fields. Hence, in particular if only the central

Gaussian peak (3.100) of the probe focus profile is accounted for in the determination of the associated

signal photon distribution in the present scenario, this signal will feature a Gaussian profile by definition.

Especially in cases where the probe is focused to a waist much smaller than that of the pump, which im-

plies a sizable fraction of the Airy ring structure of the probe to be illuminated by the pump, significant

deviations from the true signal photon distribution are to be expected; cf. also the detailed discussion in

the context of Eq. (3.111) below.
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In a next step, we note that making use of parameter differentiations Eq. (3.93) can be expressed as

EI(x) =

√

2(1 − 1/e)

N +N ′
N∑

p=0

cp,N ,N ′

CN
Lp

(−2∂χ
) E0,I e

−( z−t
τI /2

)2

e
−χ( r

wI
)2 2(1−1/e)

N+N′ cos
(

ωI(z − t) − ψ̃0

)

︸                                                      ︷︷                                                      ︸

=Eq. (3.46)|
x
µ
0
=0,w2

I
→ 1
χ w2

I
N+N′

2(1−1/e)
, ψ0→ψ̃0

∣
∣
∣
∣
∣
χ=1

.

(3.101)

In turn, the integrations over the spacetime coordinates necessary for the explicit evaluation of the am-

plitude (3.45), which is linear in EI(x), reduce to those required for the collision of two fundamental

Gaussian beams in Sec. 3.2.4.1. As the arguments invoked between Eqs. (3.48) and (3.49) to simplify

the expression of the corresponding amplitude remain valid also in the present case, we can employ

Eq. (3.101) directly to the appropriately simplified result given in Eq. (3.49). Note that it is easy to see

that for the case of x
µ
0
= 0 and ψ0 → ψ̃0 considered here the modulus of the amplitude in Eqs. (3.48)

and (3.49) is related to the amplitude asMI(~k) =
∣
∣
∣MI(~k)

∣
∣
∣ e−iψ̃0 ; cf. also Ref. [109]. Hence, for the spe-

cific scenario studied here the result for the differential number of signal photons can be obtained from

Eq. (3.44) with the relevant amplitude now given by

MI(~k) ≈ E0,I E2
0,II

1

4

(π

2

) 3
2

√

2(1 − 1/e)

N +N ′
τII zR,II w2

0,II
√

1 + 1
2
( τII

τI
)2

e
− 2

1+ 1
2

(
τII
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)2
τ2

II
(
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8
)2
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×
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Lp

(−2∂χ
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e
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e
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∣
∣
∣
∣
∣
χ=1

, (3.102)

where we introduced the shorthand notation

v(ζ) :=
wII(ζ)

wI

√

2(1 − 1/e)

N +N ′ . (3.103)

With the help of Eq. (A.21) in the Appendix the parameter differentiations in Eq. (3.102) can be carried

out explicitly. This results in the relatively compact expression

MI(~k) ≈ E0,I E2
0,II

1
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. (3.104)

Equation (3.104) can be considered as the analogue and generalization of Eq. (3.49) to the case of a probe

with FGN or FG⊚N ,N ′ far-field profile. It can in particular be evaluated numerically for generic choices of

N andN ′ (when accounting for an appropriateN andN ′ dependent rescaling of wI for those values not

fulfilling N +N ′ ≫ 1; cf. the corresponding comment in the paragraph below Eq. (3.95)).

For either N & N ′ ≫ 1 or N ≫ 1 and at the same time N ′ = 0, i.e., probe beams featuring an ideal

flat-top profile, additional simplifications of Eq. (3.104) are possible. Utilizing Eq. (A.44), the following
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identity,
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, (3.105)

and accounting for Eq. (3.96), in a first step we obtain
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where

r(ζ) :=

√

Nv2(ζ) =
wII(ζ)

wI

√

2(1 − 1/e)

1 + N
′
N

. (3.107)

To arrive at the result in Eq. (3.106), we moreover made use of the fact that v(ζ) ≪ 1 forN +N ′ ≫ 1 to

simply the arguments of the Legendre polynomials as well as the exponential function in Eq. (3.104) and

completely omitted subleading corrections suppressed by inverse powers of N and N ′. Finally, because

the dependence of the summands on the ratio p/N is manifest in Eq. (3.106), in the considered limit we

can rewrite the sum over p in terms of an integral. To this end, we identify P = 2p/N and thus obtain

the manifestly finite expression
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(3.108)

for the modulus of the amplitude. Equation (3.108) does not depend individually on N and N ′ but only

on the ratio 0 ≤ N ′/N < 1 that measures the fraction of the far-field cross-sectional area, or equivalently

the beam energy, blocked by the obstacle implementing the central shadow; cf. Eq. (3.92). It can be

readily evaluated numerically for generic parameters. In particular, note that the first two terms in the

integrand in the second line of Eq. (3.108) are of the structure I0(2
√

ab) e−a−b, which makes the finiteness

of Eq. (3.108) for arbitrary parameters manifest.

To obtain further analytical insights, in a next step we utilize an effective waist approximation for

the high-intensity pump as already employed in Sec. 3.2.4.1 for the collision scenario involving two

fundamental Gaussian beams. This amounts to identifying all occurrences of wII(ζ) in Eq. (3.108) with

w̄II = const. while accounting for an additional factor of (w̄II/wII(ζ))2 in the integrand of the integral

over ζ. As in Sec. 3.2.4.1 we denote the corresponding amplitude by M̄I(~k). It should be noted that

because the defining equation (3.54) for the effective waist devised for the collision scenario of two fun-

damental Gaussian beams depends only on the probe pulse duration τI , the probe waist wI and pump laser

parameters, all of which play exactly the same role also in the present collision scenario, we can adopt
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this definition here also. Resorting to this approximation the integration over ζ can then be performed

with Eq. (3.50), yielding
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With the help of Eq. (3.53) the square of Eq. (3.109) integrated over the signal photon energies can in

turn be compactly expressed as
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Upon substitutingMI(~k)→ M̄I(~k) in Eq. (3.44), integrating it over all possible signal photon energies k

and inserting Eq. (3.110), we finally arrive at a compact result for the directional emission characteristics

of the dominant quasi-elastic scattering signal d2Np,I/dϕϑdϑ. The resulting expression can be easily

evaluated numerically and analyzed for generic choices of the parameters of the driving laser beams.

However, in the remainder of this section we rather demonstrate that, especially when invoking a single

additional well-founded condition on the far-field angular decay of the induced quantum vacuum signals,

further simplifications are possible. This will in particular allow us to obtain essentially analytic expres-

sions for the signals scattered into the central shadow in the outgoing probe beam that are as simple as

those derived for the collision of two fundamental Gaussian beams in Sec. 3.2.4.1.

In order to ensure that the signal is peaked in forward direction and falls off slowly with increasing ϑ

we demand the second derivative of Eq. (3.110), or equivalently Eq. (3.109), for ϑ to vanish identically

[131]. This results in the following relation between the probe waist wI , the effective waist of the pump

w̄II and the ratio ν := N ′/N corresponding to the blocking fraction introduced in Eq. (3.92),

(
w̄II

wI

)2

≃ − 1

1 − 1/e

1 + ν

1 − ν ln ν . (3.111)

As will be clear below, using this constraint guarantees the possibility of an analytic treatment of the

integral still to be performed in Eq. (3.110) and thereby helps to substantially simplify the subsequent

calculation. At the same time the choice (3.111) is expected to approximately give rise to the maximum

number of signal photons scattered into the shadow. This follows form the following reasoning: In the

context of Eq. (3.100) we argued that the central peak dominating the transverse field profile of the probe

in the focus is well approximated by a Gaussian of waist wI . Hence, especially for wI & w̄II/
√

2 the
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far-field angular decay of the signal with ϑ should be accurately described by the last exponential factor

in Eq. (3.57) derived for the collision of two fundamental Gaussian beams, implying a Gaussian decay

of the signal with ϑ.§ In this regime it moreover holds true that the larger wI for given w̄II , the wider the

divergence of the signal (3.58) and thus generically the smaller the signal in the shadow. On the other

hand, when decreasing the probe waist to wI . w̄II/
√

2 the overlap of the side peaks of the probe profile

with the strong pump field increases. As these in particular encode the information about the shadow in

the far-field profile of the probe, this shadow starts to get imprinted also in the far-field distribution of

the signal induced in the interaction region of the two beams, leading to a local minimum of the signal

photon distribution at ϑ for wI . w̄II/
√

2 which gets increasingly pronounced when further decreasing

towards wI ≪ w̄II . Because both of these behaviors effectively tend to decrease the signal in the shadow,

we expect this signal to become maximum when tuning the ratio of the waists wI/w̄II to the inflection

point between them. Therefore, we adopt the choice (3.111) in all our subsequent considerations. We

emphasize that Eq. (3.111) does not immediately fix the ratio of wI and w̄II to a numeric constant, but

instead expresses it in terms of the blocking fraction 0 ≤ ν ≤ 1 which controls the details of the Airy

pattern associated with the probe beam focus in Eq. (3.99) and amounts to a free parameter to be adjusted

at will. However, when choosing ν such as to maximize the signal photon number in the shadow we

indeed find a value of wI/w̄II close to the naive estimate of 1/
√

2; see Eq. (3.118) below. Upon plugging

Eq. (3.111) into Eq. (3.110) we arrive at
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where we expressed each occurrence of wI in terms of w̄II . Next, we note that for ϑ ≤ θin, with θin as

defined in Eq. (3.91), which in the present context (i.e., after substituting ω→ ωI and wN ,N ′ → wI) and

accounting for Eq. (3.111) reads

θin =
2

ωIw̄II

√

−2ν ln ν

1 − ν , (3.113)

the argument of the Bessel function in Eq. (3.112) fulfills

0 ≤
√

− ln ν

1 − ν
P

2
w̄II ωI ϑ ≤ 2 . (3.114)

This immediately implies that for the evaluation of the signal component scattered into the central shadow

in the probe beam it is sufficient to expand the Bessel function I0(·) up to quartic order in its argument.

Making use of this approximation, the integral over P in Eq. (3.112) can be performed analytically,

yielding

§The factor of
√

2 accounted for here originates in the fact that the quantum vacuum signal under consideration scales

linearly in the probe (I) and quadratic in the pump (II) field.
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. (3.115)

From Eq. (3.44) withMI(~k) → M̄I(~k) the number of signal photons scattered into the central shadow

N•
p,I then follows upon integration over the full azimuthal angle ϕ and over the polar angle ϑ from 0 to

θin given in Eq. (3.113). For the counter-propagating laser fields considered here, this results in
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where NI ≃ WI/ωI and we expressed the electric field amplitudes in terms of the laser pulse energies via

Eqs. (3.25) and (3.94). We emphasize that using the particular condition in Eq. (3.111) on the far-field

angular decay behavior of the signal photons we could eventually also eliminate any explicit reference of

the signal photon numbers in Eq. (3.116) on the effective pump waist w̄II . Recall, however, that choosing

a specific value of ν is now equivalent to fixing the ratio w̄II/wI , which in turn is related to the ratio

w0,II/wI directly accessible in experiment via Eq. (3.54). One can easily check that the expression in the

curly brackets in Eq. (3.116) becomes maximum for ν = N ′/N ≃ 0.19. For this choice of ν we have

{·} ≃ 3.59, such that
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. (3.117)

Using ν ≃ 0.19, which implies that 19% of the energy put in the original beam are to be blocked by the

obstacle creating the shadow in the beam [cf. Eq. (3.92)], in Eqs. (3.111) and (3.54) we moreover find

wI

w̄II

≃ 0.51 ↔ wI

w0,II

≃ 0.60 . (3.118)

The focus and far-field transverse intensity profiles for a probe beam with precisely this value of the

blocking fraction ν are depicted in the middle panel in Fig. 3.3. Also note that the value of wI/w̄II

maximizing the signal in the shadow given in Eq. (3.118) is indeed reasonably close to the naive estimate

of ≈ 1/
√

2 ≃ 0.7 based on Gaussian transverse beam profiles; cf. the paragraph below Eq. (3.111)
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elaborating on this.

On the other hand, using the central-peak approximation (3.100) for the probe beam the number of

signal photons scattered into the shadow can be readily extracted from the results derived in Sec. 3.2.4.1.

To this end, one has to multiply Eq. (3.57) by the rescaling factor identified in the paragraph below

Eq. (3.100) and limit the integration over the polar angle to ϑ ≤ θin with θin defined in Eq. (3.91). Recall,

that in the present context ω → ωI and wN ,N ′ → wI . This yields the following approximate result for

the signal photon numbers scattered into the central shadow imprinted into the probe beam,
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, (3.119)

which should hold for probe waists fulfilling

wI & w̄II

√

−1 − 1/e

ln ν

1 − ν
1 + ν

. (3.120)

This criterion follows readily from Eq. (3.111), the value of which delimits the regime of probe waists for

which a fundamental Gaussian approximation should allow for trustworthy insights from below. Notably,

Eq. (3.119) even accounts for the possibility of a finite spatio-temporal offset x
µ
0

between the foci of the

two colliding laser beams and thus allows to estimate its impact on the attainable signal photon numbers.

However, as it only accounts for a single central peak in the transverse focus intensity profile of the

probe which is supposed to dominate the latter, by construction this approximation is insensitive to the

oscillatory behavior of the signal as a function of the transverse impact parameter r0 induced by the Airy

ring structure in its focus, that is to be encountered for transverse offsets r0 & wI . In turn, it is even

expected to overestimate the drop of the signal with growing r0 to a certain degree.

Specializing Eq. (3.119) to a vanishing spatio-temporal offset and choosing ν ≃ 0.19 and wI/w̄II ≃
0.51 such as in Eq. (3.118), apart from an overall multiplicative factor of ≈ 0.95 we retain the result given

in Eq. (3.117) that consistently accounts for all the relevant details of the transverse probe profile (3.99).

This clearly confirms that the quantum vacuum signals studied here can be predominantly traced back to

probe laser photons that originate in the central peak dominating the transverse field profile of the probe in

the interaction region. At the same time, there are distinct differences in the angular decay of the full and

the approximate signal photon distributions with ϑ. These can thus be attributed to the subleading peaks

giving rise to the Airy rings in the transverse probe field profile. For a graphical representation of the

far-field distribution of the signal as well as the background as a function of an appropriately normalized

polar angle ϑ at zero impact parameter, see Fig. 3.4. Note, that for the specific parameters adopted

here, the divergence of the signal is well-characterized by the Gaussian approximation in Eq. (3.58),

which yields θsignal,I ≃ 2.44. This is in line with the above observation that the signal photon numbers

inferred from a calculation approximating the actual probe beam featuring an FG⊚N ,N ′ far-field profile

as a fundamental Gaussian beam are in good agreement with the results of a full calculation for the
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Figure 3.4: Far-field angular decay of signal and background for a blocking fraction of ν = 0.19. The

solid blue (discontinuous) curve depicts the background of the probe laser photons; cf. the middle bottom

panel in Fig. 3.3. The solid black (continuous) curve shows the exact decay of the signal predicted by

Eq. (3.112) and the dashed red one the result of the approximation (3.115). By construction, in the central

shadow in the probe beam this approximation is in excellent agreement with the exact result.

parameters considered here. The latter clearly meet the criterion (3.120).

Moreover, a comparison of Eq. (3.117) and Eq. (3.60) unveils that for laser pulse collisions in a

counter-propagation geometry at zero impact parameter the numbers of signal photons scattered into

the field free shadow for ν ≃ 0.19 is reduced by a factor of ≃ (3.59/4)/16 ≈ 0.056 in comparison to

the analogous signals integrated over all possible emission angles induced in the collision of ordinary

fundamental Gaussian beams in the limit of wI → 0. We recall that the latter signal photon numbers

amount to the best result in principle attainable for given parameters of the fundamental Gaussian beams

and considering the x-ray waste wI as free parameter to be adjusted at will. These signals are, however,

typically background dominated. On the other hand, in the scenario involving an annular probe beam the

background in the shadow in its forward far-field, where the detection is assumed to take place, should

be substantially reduced. In the ideal case considered here the shadow is even completely field free.

Hence, this essentially means that under ideal conditions a fraction of ≈ 5.6% of the maximum quantum

vacuum signal that can be in principle induced with fundamental Gaussian beams should become directly

accessible in experiment with the dark field setup put forward here.

In particular for an angle of ∆φ = π/4 between the polarization vectors of the linearly polarized

colliding beams Eq. (3.117) can be compactly expressed as
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where the ‖ and ⊥-polarized components are proportional to (ca + cb)2 and (ca − cb)2, respectively.

An important point is that the shadow in the probe beam should make both polarization components

accessible in experiment. It is especially interesting to note that the ratio
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99
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)

(3.122)

does not depend on intensity and thus is insensitive to fluctuations in experimental parameters such as
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spatio-temporal jitter or intensity fluctuations. These typically limit the achievable precision in exper-

iments requiring the overlap of pump and probe foci. Also note that it is obvious from the discussion

in the paragraph below Eq. (3.45) that the maximum attainable result for the number of signal photons

scattered into the shadow is given by N•
tot,I |∆φ= π2 = [2cb/(ca − cb)]2 N•⊥,I |∆φ= π4 ≈ 21.8 N•⊥,I |∆φ= π4 .

Adopting the same parameters as in Sec. 3.2.4.1 for the high-intensity laser pump modelled after

the ReLax laser system at HIBEF, i.e., λII = 800 nm, WII = 10 J, τFWHM
II

= 25 fs, w0,II = 1 µm, and

NI = 8.26 × 1011, ωI = 12914 eV, τFWHM
I

= 129 fs for the XFEL probe, Eq. (3.121) which implicitly

assumes a blocking fraction of ν ≃ 19% and a probe waist of wI ≃ 0.6w0,II , predicts






N•‖,I
N•⊥,I






∣
∣
∣
∣
∣
∣
∣
∆φ= π

4

≈





0.689

0.051





(3.123)

signal photons to be scattered into the central shadow in the probe beam. For completeness, we note

that with the help of Eq. (3.112) we find at the same time that the integrated numbers of signal photons

scattered beyond the outside divergence of the probe beam, i.e., to ϑ > θout, exceed the values quoted in

Eq. (3.123) by a factor of ≃ 1.13. Figure 3.4 clearly demonstrates that these signals are roughly limited

to ϑ < 4/(wIωI), which implies that they are scattered into a solid angle interval that is ≈ 15 times larger

than the one associated with the central shadow [126]. Correspondingly, in the central shadow ϑ < θin

the number of signal photons per solid angle surpasses the one in the outside area of the probe beam

θout < ϑ < 4/(wIωI) by a factor of ≈ 13. In any case, in the present context we focus exclusively on the

signals scattered into the central shadow because the realization of a very efficient and robust background

suppression scheme allowing to measure precisely this signal component is experimentally conceivable.

See also the discussion of aspects of the experimental concept sketched in Fig. 3.5 below.

An elementary test setup recently demonstrated a level of S = (3 ± 1.7) × 10−8 of the primary beam

intensity in the shadow [131], a value which is expected to be substantially improved by the use of

apertures and a properly set up imaging system. Taking into account that the initial XFEL beam features

an inherent polarization purity on the P⊥ = 10−6 level [132], for the ⊥-polarized signal component

the background in the shadow can thus be conservatively estimated as Nbgr = SP⊥NI ≃ (3 × 10−8) ×
10−6 NI = 3 × 10−14 NI . In turn, Eq. (3.70) predicts that for the laser parameters adopted in the present

work n > 238 optimal laser pulse collisions are needed to confirm the ⊥-component of the quantum

vacuum signal with a significance of 5σ. We note that by combining the annular probe scheme with

high-precision polarimetry it should be possible to reduce the required number of shots even further.

Analogously, estimating the background for the ‖-component to be given by Nbgr = SNI ≃ 3 × 10−8NI ,

we find that n > 1.30 × 106 optimal shots would be required for a 5σ signal based on the above estimate

for S. On the other hand, one can easily infer from Eq. (3.70) that in order for the latter component to

reach a 5σ significance for the number of shots n > 238 just obtained for the ⊥-component the quoted

conservative value ofS needs to be improved by about four orders of magnitude toS ≃ 5.5×10−12. Such

an improvement should indeed be possible by setting up an appropriate imaging system using lenses and

apertures to block the direct optical path of parasitic scattering signals to the detector, but is yet to be

set up and confirmed in a dedicated benchmark experiment. Based on the approximate result (3.119)
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and employing the values in Eq. (3.118) we moreover find that for the parameters considered here one

can expect the signal photon yield to be reduced by a factor of 1/e2 for r0 ≈ 1.0w0 independent of the

considered polarization component.

A comparison with the signal photon numbers determined in Sec. 3.2.4.1 for same laser parameters

unveils that the number of n > 238 optimal shots required for a 5σ measurement of the ⊥-component

N•⊥,I of the quantum vacuum signal utilizing an annular probe beam determined here is somewhat larger

than the threshold value of n > 89 found for the optimal discernible signal Ndis
⊥,I consisting of ⊥-polarized

signal photons scattered out of the forward cone of a fundamental Gaussian probe laser beam and smaller

than the value of n > 346 obtained for a measurement of the full ⊥-signal N⊥,I attainable with a fun-

damental Gaussian probe in the limit of wI ≪ w0,II . In summary, we find that the lower threshold for

the numbers of optimal shots n required for a 5σ detection of the different signals Ndis
⊥,I , N•⊥,I and N⊥,I

roughly scale as 1 : 3 : 4. Note however, that while all the different cases of laser beam collisions

discussed in this work employ exactly the same pump laser field, the probe laser energy assumed to be

put into the central focus peak of waist wI in Sec. 3.2.4.1 differs notably from the scenario studied here.

Already for a beam featuring a flat-top far-field profile without shadow, i.e., for ν = N ′ = 0, the energy

put into the central focus peak of radius wI is reduced by a factor of (1−1/e) ≃ 0.63 relatively to that of a

fundamental Gaussian featuring a single peak in its beam focus; cf. Eq. (3.95). For the optimal blocking

fraction of ν ≃ 19% inferred for the laser parameters adopted in the present work, Eq. (3.95) predicts

this energy to be reduced even further by an additional factor of (1 − ν)2/(1 + ν) ≃ 0.55. Hence, in the

specific scenario studied here the energy put into the central focus peak of radius wI of the annular probe

amounts to just ≈ 0.35 of the fundamental Gaussian beam value. In fact, the scaling of the number of

shots (3.70) required to measure the discernible signal Ndis
p,I in the fundamental Gaussian beam case with

a specified significance as n ∼ 1/(Ndis
p,I) ∼ W−1

I
[cf. Eqs. (3.65) and (3.66)] implies that a reduction of the

probe pulse energy WI by this value would increase the required number of shots by a factor of ≈ 3. In

turn, for a given energy put into the central focus peak of radius wI a similar number of shots would be

required for the detection of the two distinct signals Ndis
⊥,I and N•⊥,I with a given significance.

At this point, we furthermore emphasize once again that the explicit predictions for the signal photon

numbers N•
p,I scattered into the central shadow of the annular beam given here are based on a conservative

estimate for the shadow quantity S. This value can likely be improved by several orders of magnitude

with a properly set up imaging system. This is in sharp contrast to the signals N⊥,I and Ndis
⊥,I that depend

critically on the polarization purity P⊥ which is limited by the divergence of the source. As argued in

Ref. [133], the current limit that is possible to realize under ideal experimental conditions is a polarization

purity of P⊥ = 2 × 10−12 at XFELs with a divergence of 1 µrad. This limiting value just implies the

possibility of an improvement by a factor of 7 relatively to the currently realized polarization purity

record of P⊥ = 1.4 × 10−11 on which the explicit results for the signals N⊥,I and Ndis
⊥,I determined in

Sec. 3.2.4.1 are based on. Another important point in favor of the annular probe beam concept put

forwards here is that it should not be very sensitive to the precise details of the employed probe beam.

The key features to be imprinted into the probe beam are a pronounced on-axis peak in its focus and

a essentially field-free shadow in its far field profile. Clearly, the details of the outside decay of its

transverse intensity profile around ϑ & θout should essentially not affect the signal in the shadow. At the
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Figure 3.5: Schematic layout of an experiment using an annular probe beam. The XFEL is focused to a

spot with a beamstop creating a central shadow in the beam on both sides of the focus while retaining a

central intensity peak in the focus. X-ray optics image the beamstop to a matched aperture plane. The

interaction with the pump results in signal photons scattered into the central shadow. The ⊥, ‖-polarized

signal components are directed to separate detectors using a crystal polarizer.

same time, also the specifics of the decay of its transverse intensity profile from the annulus containing

the majority of the laser photons of the probe in the far field into the central shadow should not be

too critical with regard to an experimental implementation. This becomes clear from the experimental

arrangement involving several apertures to select the specific far field region to be imaged on the detector

envisioned in Fig. 3.5; cf. also Ref. [131]. In fact, one should always come very close to the scenario

theoretically modeled with a hard shadow even for cases where the decay of the laser photons into the

shadow is smooth and rather slow: if there was a finite decay width over which the background photons

leaked into the shadow, one could always choose the area selected by the apertures as smaller until one

effectively cut out a region of radial divergence θap . θin where the background is sufficiently suppressed.

In the worst case this leads to a somewhat increased integration time required to measure the quantum

vacuum signal with a given significance. Because the differential signal photon number depicted in

Fig. 3.4 remains practically constant throughout the shadow, the signal to be measured per shot is then

reduced by a factor of ≈ (θap/θin)2. In turn, the number of shots required to reach a specified significance

for a given shadow quality S increases by ≈ (θap/θin)−4; cf. Eq. (3.70). We note that this is different

for the signal scattered outside θout in Fig. 3.4 briefly mentioned above: first this signal decays quite

rapidly with ϑ, and second it depends critically on the decay of the background for ϑ & θout which is not

improved by imaging and filtering techniques in the setup devised in Fig. 3.5.

Finally, it should also be noted that in experiment it may be more convenient to implement a rectan-

gular shadow in the probe beam by blocking a part of the incident far-field of the beam with a wire. While

the corresponding calculation is outside the scope of this work, we remark that it can be straightforwardly

performed along the same lines as the one for the annular probe beam presented here. The central dif-

ference is that to model this scenario appropriately one rather needs to decompose the amplitude profile

of the beam to be subtracted from the rotationally symmetric one featuring an FGN far-field profile in

Hermite-Gaussian modes. This then allows to implement a rectangular-shaped flattened-Gaussian far-

field profile in the latter and thereby to imprint a rectangular shadow into the far-field profile of the probe

beam.
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Conclusions and Outlook

In this work we studied quantum vacuum nonlinearities in strong electromagnetic fields, covering a

wide range of subtopics: from the fundamentals of the underlying theory, via controlled approximations

and assumptions to the phenomenological implications, namely quantitative predictions of signatures

of quantum vacuum signals accessible in experiment with state-of-the-art technology. A key topic on

the fundamental side was the emergence of one-particle reducible contributions to the Heisenberg-Euler

effective action beyond one loop and their relevance in the limit of strong quasi-constant magnetic- or

electric-like fields. With regard to phenomenology, we mainly concentrated on the prospective quantum

vacuum signals induced in the collision of a brilliant XFEL probe with a near-infrared high-intensity

laser pump, such as will become possible at the recently inaugurated Helmholtz International Beamline

for Extreme Fields at the European XFEL.

In Chapter 2, we focused on the fundamentals and provided a detailed account of the present knowl-

edge of the Heisenberg-Euler effective action governing the physics of macroscopic electromagnetic

fields in the QED vacuum. After detailing and clarifying its emergence from the underlying microscopic

theory of QED, we explicitly rederived the one-loop result in slowly varying quasi-constant electromag-

netic fields originally worked out by Heisenberg, Euler and Weisskopf in their seminal papers [2, 3] in a

rather pedagogical and easy to understand way. To this end, we resorted to Schwinger’s proper time rep-

resentation [4]. Subsequently, we introduced the photon polarization tensor in the presence of an external

electromagnetic field and used the one-loop constant-field result first derived by Batalin and Shabad [34]

to determine the leading derivative corrections to the effective action at one loop. This constitutes an al-

ternative and complementary route to the results originally obtained by Gusynin and Shovkovy [58, 61].

One of our new results in this context is an explicit expression for the imaginary part of the correspond-

ing effective Lagrangian in general electromagnetic fields. This allowed us to infer the leading derivative

correction to Nikishov’s generalization [36] of the renowned Schwinger-formula [4] describing the decay

of the quantum vacuum via electron-positron pair production in generic slowly-varying field configura-

tions at zeroth order in a derivative expansion. Thereafter, we discussed higher-loop contributions to

the effective action. At two loops we briefly reviewed the result of Ritus for the one-particle irreducible

contribution [33, 71] and worked out its strong-field behavior. This expression is confronted with the

one-particle reducible contribution of the same loop order, the relevance of which was only recently dis-
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covered [12]. Moreover, we explicitly derived the low-energy limit of the photon polarization tensor in

slowly-varying fields at two loops. We concluded this chapter with a detailed discussion of contributions

of arbitrary loop order. Here, we put special attention on the one-particle reducible sector of the theory

and showed that it dominates the one-particle reducible one in the strong field limit. We in particular

worked out the all-loop strong field limit of the Heisenberg-Euler effective Lagrangian at zeroth order in

a derivative expansion by means of an explicit calculation, i.e., without resorting to the iterative algebraic

construction procedure [17] invoked for its first derivation in Ref. [76]. This expression involves contri-

butions scaling at most linearly with α1-loop(e
√

2F )

. As a new result, we then identified the contributions

to the effective action giving rise to the leading strong-field behavior at any order in α1-loop(e
√

2F )

. This

specifically allowed us to explicitly determined the parameter regime where such an expansion is sys-

tematic in the sense that the higher-loop corrections are dominated by the term linear in α1-loop(e
√

2F )

and higher-order contributions with regard to this parameter become less and less relevant.

On the other hand, in Chapter 3 we switched to the phenomenologically relevant question of how pho-

tonic signals of quantum vacuum nonlinearities can be conveniently extracted from the Heisenberg-Euler

effective action discussed in detail in the preceding chapter. Here we presented the theoretical founda-

tions and the regime of applicability of the vacuum emission picture [16, 78] which corresponds to our

approach of choice for the evaluation of photonic quantum vacuum signals in unprecedented detail. Aim-

ing at providing accurate predictions for such signals that should be accessible with state-of-the-art and

near-future technology, in a next step we limited ourselves to the leading vacuum-fluctuation-mediated

nonlinear interaction between electromagnetic fields in the perturbative-weak-field and low-frequency

limit. To this end, we moreover briefly reviewed a convenient laser beam model based on an approxi-

mate solution of the paraxial wave equation allowing for an analytical evaluation of prospective quantum

vacuum signals induced in the collision of pulsed laser beams. Resorting to this description, as a sim-

ple introductory example we determined the emission characteristics of the dominant signal component

induced by a single focused paraxial laser beam in vacuo. In this context, we in particular introduced

several convenient approximations allowing to arrive at simple analytical scalings of the signal photon

numbers and their emission characteristics with the different parameters characterizing the driving laser

field. In the remainder of the chapter, we then switched to the collision of two laser beams and discussed

two different scenarios in full detail. Here, also means to enhance the signal-to-background separation

in experiment were highlighted. To be specific, the two-beam collision scenarios studied here were:

first, the collision of two fundamental Gaussian beams [99, 100], and second the collision of an annu-

lar probe beam with a fundamental Gaussian pump [126, 131] in a counter-propagation geometry. In

these cases we moreover envisioned the probe to amount to an XFEL and the pump to a near-infrared

high-intensity laser beam. This allows for additional simplifying assumptions for the probe beam and

thereby facilitates a controlled analytical treatment of these scenarios. In the present work special em-

phasis was put on the annular probe case, which was discussed in full breadth: starting from a probe

beam with flattened-Gaussian transverse profile of finite orderN [129], in particular the limit ofN → ∞
yielding a top-hat-like far-field profile was worked out explicitly for the first time. The annular probe

beam constructed by superposing two such beams was then collided with a fundamental Gaussian pump.

This allowed for essentially analytical predictions of the quantum vacuum signals scattered into the cen-
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tral shadow in the outgoing far field of the annular probe beam. Interestingly, the corresponding results

account for all the relevant details of the driving laser beams, but at the same time do not require the

additional simplifications invoked in Ref. [131].

The present work provides many impulses for future research activities and directions. With regard to

the fundamentals these concern, for instance, the role of finite-temperature corrections to the Heisenberg-

Euler effective action in the strong field limit discussed in Chapter 2. In fact, from the detailed discussion

in Sec. 2.4.3 it is already obvious that especially for temperatures T well below the electron mass the

leading finite-temperature correction ∼ T 4 to the effective action will follow by dressing the two-loop

contribution scaling as ∼ T 4 derived in [134] with zero-temperature tadpoles [17]. This will effectively

generate one-particle reducible contributions to the effective action of arbitrary loop order [76]. Upon

extracting the leading strong-field behavior at any given loop order and resumming it along the same

lines as in Sec. 2.4.3, one should then be able to extract a closed-form all-loop strong field result rem-

iniscent of Eq. (2.172) for the finite temperature correction ∼ T 4. Another important aspect for future

research on the fundamental side will be insights into the manifestly non-perturbative strong field limit

of the theory beyond a perturbative loop expansion. As clear from Chapter 2, so far no manifestly

non-perturbative results for the Heisenberg-Euler effective action are available. While it is presently

completely unclear how to obtain controlled insights into this parameter regime for ordinary external-

field QED, such insights should be possible for a particular deformation of ordinary external-field QED,

namely its generalization to N generations of electrons and positrons featuring the same mass and charge

and considering an appropriate large N limit [77], characterized by sending N → ∞, while keeping Nα

as well as eĀµ constant [21]. We are convinced that external-field QED in the large N limit constitutes an

interesting deformation of standard external-field QED and strongly believe that its study will also have

a large feedback on the latter and be of high relevance for it. In any case, it will facilitate unprecedented

comparisons with perturbative results for the effective action and unveil useful information about their

convergence properties.

With regard to questions of phenomenological relevance a both natural and important next step will

be the extension of the annular probe scheme to account for rectangular-shaped shadows in the transverse

beam profile. The latter are likely to be more straightforwardly implemented in experiment, essentially

by using wires as beamstop. In addition, it would certainly also be interesting to adopt similar analytical

approximation strategies as detailed and put forward in Chapter 3 of this work to prospective scenar-

ios for quantum vacuum experiments envisioning the collision of more than two [84, 117, 135–138] or

multicolor [90, 101] laser fields. We are absolutely convinced that controlled analytical approximations

are extremely helpful for identifying the most prospective scenario and optimal parameters for quantum

vacuum experiments. The outcomes of such studies can then serve as a convenient starting point and

valuable input for in-depth numerical studies in experimentally realistic field configurations which self-

consistently fulfill the Maxwell equations in vacuo and eventually set the stage for the actual experiment.
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Appendix A

Supplementary material

A.1 Elimination of the dual field strength tensor

Starting from the identity ⋆F̄µαF̄ν
α = Ggµν it can be easily shown that G2 can be expressed in terms of

the field strength tensor alone, without resorting to the dual field strength tensor or expressions involving

the Levi-Civita symbol, respectively. More specifically, we have

G2 =
1

4
(⋆FµαF̄να)(F̄νβ

⋆Fµβ) = −1

8
(F̄ρσF̄ρσF̄βνF̄

βν − 2F̄ρσF̄ρνF̄βνF̄
βσ) . (A.1)

The last identity follows straightforwardly upon plugging in the definition of the dual field strength tensor

and making use of the fact that

ǫµαρσǫµβκλ = −(δαβδ
ρ
κδ
σ
λ + δ

α
κ δ

ρ
λ
δσβ + δ

α
λδ

ρ
β
δσκ − δακ δ

ρ
β
δσλ − δαβδ

ρ
λ
δσκ − δαλδ

ρ
κδ
σ
β ) . (A.2)

Along the same lines, we can express the scalar quantity ∂ρG∂ρG as

∂ρG∂ρG =
1

4
∂ρ(

⋆F̄µαF̄να) ∂ρ(F̄νβ
⋆F̄µβ)

= F̄ρµF̄σµ∂αF̄σν∂
αF̄ρν − 1

4
F̄µνF̄

µν∂αF̄ρσ∂
αF̄ρσ − 1

4
F̄µν∂αF̄µνF̄ρσ∂

αF̄ρσ . (A.3)

in terms of the field strength tensor and derivatives thereof without any reference to the dual field strength

tensor.

A.2 Scalar QED

The microscopic Lagrangian defining scalar quantum electrodynamics (sQED) reads

LsQED = −
(

Dµ[A]Φ
)∗(

Dµ[A]Φ
) − m2Φ∗Φ − 1

4
FµνF

µν , (A.4)
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with complex scalar field Φ. Employing the substitution S ψ → SΦ, with

eiSΦ[A] =

∫

DΦ∗
∫

DΦ e i
∫

Φ∗(D2[A]−m2)Φ = det−1/2(−D2[A] + m2) , (A.5)

in the partition function (2.3) and in the subsequent considerations, essentially all results derived for

spinor QED in the main text can be readily, and with only minor modifications, transferred to sQED

also. In the present case, we obviously have ln det(·) = tr ln{·}. Equation (A.5) in particular implies that

upon subtracting the zero-field contribution, we have

SΦ[A] =
i

2
tr ln(−D2[A] + m2) − i

2
tr ln(−∂2 + m2) , (A.6)

which closely resembles the analogous expression for spinor QED given in Eq. (2.45): apart from an

overall minus sign and the additional Dirac trace, the spinor result only features the extra term e
2
Fµνσ

µν

in the argument of the logarithm.

A.3 Low-order derivatives for the field strength

As detailed in the main text, at leading order in a derivative expansion with respect to the strength F̄µν of

the external field the effective LagrangianLHE is a function of the scalar invariants of the electromagnetic

field F and G2 only. This holds at arbitrary orders ℓ in the loop expansion Lℓ-loop

HE
. Correspondingly, it

is convenient to express derivatives for the field strength tensor F̄µν in terms of derivatives for F and G.

The explicit expressions for these transformations for L = L(F ,G) up to cubic order in the derivative

for F̄µν are
∂L
∂F̄µν

=
1

2

(

F̄µν
∂L
∂F +

⋆F̄µν
∂L
∂G

)

, (A.7)

∂2L
∂F̄αβ∂F̄µν

=
1

4

[

(

gαµgβν − gανgβµ
) ∂L
∂F + ǫµναβ

∂L
∂G + F̄αβF̄µν

∂2L
∂F 2

+ ⋆F̄αβ
⋆F̄µν

∂2L
∂G2

+
(⋆F̄αβF̄µν + F̄αβ

⋆F̄µν
) ∂2L
∂F ∂G

]

, (A.8)

and

∂3L
∂F̄ρσ∂F̄αβ∂F̄µν

=
1

8

{

F̄ρσF̄αβF̄µν
∂3L
∂F 3

+ ⋆F̄ρσ
⋆F̄αβ

⋆F̄µν
∂3L
∂G3

+
(

F̄ρσ
⋆F̄αβF̄µν + F̄ρσF̄αβ

⋆F̄µν +
⋆F̄ρσF̄αβF̄µν

) ∂3L
∂F 2∂G

+
(⋆F̄ρσ

⋆F̄αβF̄µν +
⋆F̄ρσF̄αβ

⋆F̄µν + F̄ρσ
⋆F̄αβ

⋆F̄µν
) ∂3L
∂F ∂G2

+
[(

gαµgβν − gανgβµ
)

F̄ρσ +
(

gρµgσν − gρνgσµ
)

F̄αβ +
(

gραgσβ − gρβgσα
)

F̄µν

] ∂2L
∂F 2
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+
(

ǫµναβ
⋆F̄ρσ + ǫµνρσ

⋆F̄αβ + ǫαβρσ
⋆F̄µν

)∂2L
∂G2

+
[(

ǫµναβF̄ρσ + ǫµνρσF̄αβ + ǫαβρσF̄µν
)

+
(

gαµgβν − gανgβµ
)⋆F̄ρσ

+ (gρµgσν − gρνgσµ)⋆F̄αβ + (gραgσβ − gρβgσα)⋆F̄µν

] ∂2L
∂F ∂G

}

. (A.9)

In all these expressions we have explicitly ensured that the antisymmetry under the exchange of the

Lorentz indices of a given field strength tensor is preserved.

Moreover, we give the result for the contraction of two second-order derivatives of the effective

Lagrangian for F̄µν, which is relevant for the extraction of the low-energy limit of the photon polarization

tensor at two loops,

∂2L
∂F̄αβ∂F̄ρσ

∂2L
∂F̄ρσ∂F̄µν

=
1

4

{

(

gαµgβν − gανgβµ
) 1

2

[(
∂L
∂F

)2

−
(
∂L
∂G

)2
]

+ ǫµναβ
∂L
∂F

∂L
∂G

+ F̄αβF̄µν

[

∂L
∂F

∂2L
∂F 2

+ F
[(
∂2L
∂F 2

)2

−
(
∂2L
∂F ∂G

)2]

−
(
∂L
∂G − 2G ∂

2L
∂F 2

)
∂2L
∂F ∂G

]

+ ⋆F̄αβ
⋆F̄µν

[

∂L
∂F

∂2L
∂G2
− F

[(
∂2L
∂G2

)2

−
(
∂2L
∂F ∂G

)2]

+

(
∂L
∂G + 2G∂

2L
∂G2

)
∂2L
∂F ∂G

]

+
(⋆F̄αβF̄µν + F̄αβ

⋆F̄µν
) 1

2

[(
∂2L
∂F 2

− ∂
2L
∂G2

) (
∂L
∂G + 2F ∂2L

∂F ∂G

)

+ 2G
[
∂2L
∂F 2

∂2L
∂G2
+

(
∂2L
∂F ∂G

)2]

+ 2
∂L
∂F

∂2L
∂F ∂G

]}

. (A.10)

We note that this expression is spanned by the same tensor structures as Eq. (A.8).

A.4 Gamma function representation of the Heaviside function

Here, we show that the following identity (3.89) holds

lim
N→∞

Γ
(N + 1,Nχ2)

Γ(N + 1)
= Θ(1 − χ) for χ ≥ 0 . (A.11)

To this end, we first note that Eq. (3.73) implies

Γ
(N + 1,Nχ2)

Γ(N + 1)
= e−Nχ

2
N∑

n=0

1

n!

(Nχ2)n
. (A.12)

This is the representation used for the subsequent analysis. For χ ≥ 0 Eq. (A.12) clearly is non-negative

and reaches its maximum of one for χ = 0, such that

0 ≤ Γ
(N + 1,Nχ2)

Γ(N + 1)
≤ 1 . (A.13)
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With Eq. (A.13) it is easy to show that

∂

∂χ2

Γ
(N + 1,Nχ2)

Γ(N + 1)
= − N

(Nχ2 e−χ
2)N

Γ(N + 1)
, (A.14)

which, employing Stirling’s formula N! =
√

2πN (N
e

)N (

1 + O( 1
N )

)

, becomes

= −
√
N(

χ2 e1−χ2)N
√

2π

(

1 + O( 1
N )

)

. (A.15)

Taking into account that χ2 e1−χ2

< 1 for all χ ≥ 0 apart from χ = 1, we can hence infer that

lim
N→∞

∂

∂χ2

Γ
(N + 1,Nχ2)

Γ(N + 1)
= 0 for χ ∈ R

+
0 \ {1} . (A.16)

Due to the fact that Eq. (A.12) equals one for χ = 0, Eq. (A.16) immediately implies that

lim
N→∞

Γ
(N + 1,Nχ2)

Γ(N + 1)
= 1 for 0 ≤ χ < 1 . (A.17)

On the other hand for χ > 1, we can use χn ≤ χN for 0 ≤ n ≤ N to obtain

Γ
(N + 1,Nχ2)

Γ(N + 1)
≤ e−Nχ

2
N∑

n=0

1

n!
Nn χ2N =

(

χ2 e1−χ2
)N
. (A.18)

With χ2 e1−χ2

< 1 for χ > 1, we thus have

lim
N→∞

Γ
(N + 1,Nχ2)

Γ(N + 1)
≤ 0 , (A.19)

and together with Eq. (A.13),

lim
N→∞

Γ
(N + 1,Nχ2)

Γ(N + 1)
= 0 for χ > 1 . (A.20)

Combining Eqs. (A.17) and (A.20) we arrive at Eq. (A.11) and the desired identity is shown to hold.

A.5 Laguerre derivative identity

Here, we show that the following identity holds true,

Lp(−2∂χ)
1

2 + χr2
e
− a

2+χr2

∣
∣
∣
∣
∣
χ=1
= e
− a

2+r2
(2 − r2)p

(2 + r2)p+1
Lp

(
−2ar2

4−r4

)

. (A.21)



126 APPENDIX A. SUPPLEMENTARY MATERIAL

To this end, we first write

1

2 + χr2
e
− a

2+χr2 = e
− a

2+r2

∞∑

j=0

1

j!

(ar2) j

(2 + r2) j

(χ − 1) j

(2 + χr2) j+1
, (A.22)

which allows us to infer that

(−2∂χ)k 1

2 + χr2
e
− a

2+χr2

∣
∣
∣
∣
∣
χ=1
= e
− a

2+r2

∞∑

j=0

1

j!

(ar2) j

(2 + r2) j
(−2∂c)k c j

(2 + r2 + cr2) j+1

∣
∣
∣
∣
∣
c=0

. (A.23)

Using the general Leibniz rule, we obtain

∂k
c

c j

(2 + r2 + cr2) j+1
=

k∑

l=0

(

k

l

)

∂l
cc j ∂k−l

c

1

(2 + r2 + cr2) j+1
, (A.24)

which immediately implies

∂k
c

c j

(2 + r2 + cr2) j+1

∣
∣
∣
∣
∣
c=0
=

k∑

l=0

(

k

l

)

j! δl, j ∂
k−l
c

1

(2 + r2 + cr2) j+1

∣
∣
∣
∣
∣
c=0

=

k∑

l=0

(

k

j

)

k! δl, j
(−r2)k− j

(2 + r2)1+k
, (A.25)

with Kronecker delta δl, j. Upon insertion of Eq. (A.25) into Eq. (A.23) we arrive at

(−2∂χ)k 1

2 + χr2
e
− a

2+χr2

∣
∣
∣
∣
∣
χ=1
= e
− a

2+r2 k!
(2r2)k

(2 + r2)k+1

k∑

j=0

(

k

j

)

(−1) j

j!

(
a

2 + r2

) j

= e
− a

2+r2 k!
(2r2)k

(2 + r2)k+1
Lk

(
a

2+r2

)

, (A.26)

where we employed the series representation of the Laguerre polynomials following from Eq. (3.21)

upon setting l = 0,

Lp(x) =

p∑

j=0

(

p

j

)

(−1) j

j!
x j , (A.27)

to perform the sum over j in the last step. Resorting to Eq. (A.27), from Eq. (A.26) we can then deduce

that

Lp(−2∂χ)
1

2 + χr2
e
− a

2+χr2

∣
∣
∣
∣
∣
χ=1
= e
− a

2+r2

p∑

k=0

(

p

k

)

(−2r2)k

(2 + r2)k+1
Lk

(
a

2+r2

)

. (A.28)

Finally, the sum in Eq. (A.28) can be performed explicitly with the help of the following identity [139]

p∑

k=0

(

p

k

) (
x

1 − x

)k

Lk(y) =
1

(1 − x)p
Lp(xy) , (A.29)

which results in Eq. (A.21).



A.6. EXPANSION OF LARGE-ORDER FG PROFILES IN LAGUERRE BASIS 127

A.6 Expansion of large-order FG profiles in Laguerre basis

In this section, we show that the expansion coefficient of a flattened Gaussian (FG) profile of order N in

a Laguerre basis given in Eq. (3.74),

cp,N =
N∑

j=p

1

2 j

(

j

p

)

, (A.30)

simplify significantly in the limit of large ordersN ≫ 1. Note that Eq. (A.30) obviously implies that for

generic N we have

c0,N = 2 and cN ,N = 0 . (A.31)

Making use of the fact that the binomial coefficients fulfill

(

n

k

)

+

(

n

k + 1

)

=

(

n + 1

k + 1

)

, (A.32)

and the obvious identity

cp,N+1 = cp,N +
1

2N+1

(

N + 1

p

)

, (A.33)

which is a direct consequence of the definition of the coefficients in Eq. (A.30), one can readily show

that the following recursion relation holds

cp+1,N = cp,N −
1

2N

(

N + 1

p + 1

)

. (A.34)

From Eq. (A.34) we can infer that the (forward) finite difference

∆[cp,N ](p) := cp+1,N − cp,N , (A.35)

which measures the variation of the cp,N with respect to a change in the integer value p, can be expressed

compactly as

∆[cp,N ](p) = − 1

2N

(

N + 1

p + 1

)

. (A.36)

The second-order (forward) finite difference can then be analogously defined as

∆2[cp,N ](p) := ∆[cp,N ](p + 1) − ∆[cp,N ](p) , (A.37)

yielding

∆2[cp,N ](p) = − 1

2N
N + 1

p + 1

(

N
p

) (

N − p

p + 2
− 1

)

. (A.38)

For completeness, we remark that more advanced finite difference methods are not needed here because

in the limit of N ≫ 1 on which we subsequently focus on, the refinements coming with such techniques

are essentially rendered irrelevant. Together with Eq. (A.31), Eq. (A.36) implicates that the value of the

cp,N monotonically decreases with growing p from c0,N = 2 to cN ,N = 0. On the other hand, Eq. (A.38)



128 APPENDIX A. SUPPLEMENTARY MATERIAL

implies the existence of a turning point. Clearly, for N ≫ 1 the latter is located at p ≃ N/2. In a next

step, we study the behavior of Eq. (A.36) in the vicinity of this value. To this end, we introduce a finite

parameter |δ| < 1, identify p = (1 + δ)N/2, and study the behavior of

∆[cp,N ](p)
∣
∣
∣
p=N

2
(1+δ)
= − 1

2N

(

N + 1
N
2

(1 + δ) + 1

)

(A.39)

for N & (1 + δ)N/2 ≫ 1, where Eq. (A.39) can be recast as

= − 1

2N
2

1 + δ

N!
(N

2
(1 + δ)

)

!
(N

2
(1 − δ))!

(

1 + O( 1
N

))

. (A.40)

With Stirling’s formula (Na)! =
√

2πNa
(Na

e

)Na(
1 + O( 1

N )
)

for N ≫ 1 and finite a, we then obtain

∆[cp,N ](p)
∣
∣
∣
p=N

2
(1+δ)
= − 1

√

2πN(1 − δ2)

4

1 + δ

[(
1

1 + δ

)1+δ( 1

1 − δ

)1−δ]
N
2 (

1 + O( 1
N

))

, (A.41)

which for δ = 0 reduces to

∆[cp,N ](p)
∣
∣
∣
p=N

2

= − 4
√

2πN

(

1 + O( 1
N

))

. (A.42)

As the expression in the square brackets in Eq. (A.41) vanishes for finite values of |δ| < 1 and N → ∞,

we have thus established that in the limit of N ≫ 1 we have

√
N ∆[cp,N ](p) = −2

√

2

π
δp,N/2 . (A.43)

Correspondingly, Eqs. (A.31), (A.36) and (A.43) allow us to infer that

cp,N ≃ 2Θ
(N/2 − p

)

for N ≫ 1 . (A.44)

For (3.79) this implies

cp,N ,N ′ = 2
[

Θ
(N/2 − p

) − Θ(N ′/2 − p
)]

for N & N ′ ≫ 1 (A.45)

Finally, we note that with Eq. (A.44) we immediately obtain

N∑

p=0

cp,N = N , C2
N =

N∑

p=0

c2
p,N = 2N ,

N∑

p=0

p cp,N =
1

4
N2

(

1 + O( 1
N

))

, (A.46)

as well as for sums involving general powers of p,

N∑

p=0

pn cp,N =
1

2n

1

n + 1
Nn+1

(

1 + O( 1
N

))

. (A.47)

The results given in Eq. (A.46) are in line with the analogous expressions derived in Eq. (3.84) on
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the basis of the finite-sum representation (A.30) and the result for C2
N determined below Eq. (3.89).

Moreover, with Eq. (A.45) it is straightforward to show that

N∑

p=0

pn cp,N ,N ′ =
1

2n

1

n + 1

(Nn+1 − N ′n+1)
(

1 + O( 1
N

))

(A.48)

for N & N ′ ≫ 1 and thus O(1/N ′) = O(1/N). Also note that with Eqs. (A.44) and (A.45) one readily

obtains
N∑

p=0

e−
p

N x2

cp,N =
1

x2
N

(

1 − e−
1
2

x2
) (

1 + O( 1
N

))

, (A.49)

and
N∑

p=0

e−
p

N x2

cp,N ,N ′ =
N/2∑

p=N ′/2
e−

p

N x2

=
1

x2
N

(

e−
1
2
N′
N x2 − e−

1
2

x2
) (

1 + O( 1
N

))

. (A.50)

A comparison with the previous identity confirms that Eq. (A.50) holds for the two cases of relevance in

the present work, namely for either N & N ′ ≫ 1 or N ≫ 1 but at the same time N ′ = 0.
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