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Abstract 
Robot polishing is increasingly being used in the production of high-end glass workpieces such as astronomy mirrors, 
lithography lenses, laser gyroscopes or high-precision coordinate measuring machines. The quality of optical components 
such as lenses or mirrors can be described by shape errors and surface roughness. Whilst the trend towards sub nanome-
tre level surfaces finishes and features progresses, matching both form and finish coherently in complex parts remains a 
major challenge. With increasing optic sizes, the stability of the polishing process becomes more and more important. If 
not empirically known, the optical surface must be measured after each polishing step. One approach is to mount sen-
sors on the polishing head in order to measure process-relevant quantities. On the basis of these data, machine learning 
algorithms can be applied for surface value prediction. Due to the modification of the polishing head by the installation 
of sensors and the resulting process influences, the first machine learning model could only make removal predictions 
with insufficient accuracy. The aim of this work is to show a polishing head optimised for the sensors, which is coupled 
with a machine learning model in order to predict the material removal and failure of the polishing head during robot 
polishing. The artificial neural network is developed in the Python programming language using the Keras deep learning 
library. It starts with a simple network architecture and common training parameters. The model will then be optimised 
step-by-step using different methods and optimised in different steps. The data collected by a design of experiments 
with the sensor-integrated glass polishing head are used to train the machine learning model and to validate the results. 
The neural network achieves a prediction accuracy of the material removal of 99.22%.

Article highlights 

•	 First machine learning model application for robot pol-
ishing of optical glass ceramics

•	 The polishing process is influenced by a large number 
of different process parameters. Machine learning can 

be used to adjust any process parameter and predict 
the change in material removal with a certain probabil-
ity. For a trained model,empirical experiments are no 
longer necessary

•	 Equipping a polishing head with sensors, which pro-
vides the possibility for 100% control
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The present work combines the two key technologies of 
the twenty-first century "Optical Technologies" and "Arti-
ficial Intelligence" with the objective of contributing to 
an increase in the understanding of polishing process of 
optical surfaces for material removal maximisation. The 
experimental and theoretical investigations carried out 
within the framework of this work on the mechanisms 
of action of the process, as well as on the technologi-
cal interrelationships of the influencing parameters, are 
intended to provide further fundamentals for the robotic 
polishing of glass. Special attention is paid to the applica-
tion of machine learning to the largely empirical process 
technology of glass polishing. On one hand, the use of 
sensors serves as business motivation such as plannable 
maintenance measures, shortening of downtimes, cost 
minimisation, especially predictive maintenance and 
condition monitoring. On the other hand, the sensors and 
actuators can be used to make scientific statements and 
achieve repeatable results, including the observation of 
new effects that remain hidden due to process divergence 
and improvements can be made on recognised weak spots 
of the process. The use of sensors also provides the basis 
for readjusting the process parameters in the event of 
damage or for intervention by the machine operator.

Without exploring the highly nonlinear physi-
cal removal mechanism of polishing, the data-driven 
approach proposed in this study models the relationship 
between process variables and material removal using a 
neural network. The enhanced process understanding and 
knowledge gained about the polishing system can sup-
port the increasingly important knowledge-based process 
design in this regard.

1  Introduction

Polishing is one of the oldest manufacturing processes 
in the world. About 70,000 years ago, people polished 
bones to improve the feel of tools [1]. Optical lenses have 
been manufactured and polished for about 3000 years [2]. 
Today, polishing is still a very skilled process based mainly 
on experience and empiricism. Due to its complexity, the 
mechanism of action of the process is still not fully under-
stood today [3–9].

Since the 2000s, the level of automation in the optics 
industry has been steadily increasing. Robots are used as 
CNC polishing machines in addition to integrated han-
dling. According to Brinkmann [10], in 2000 the degree of 
automation of the systems was low, as well as the repro-
ducibility of the polishing processes on these machines 
was not yet given. From about 1990 onwards, CNC-con-
trolled precision machine tools found their way into the 
production of optical components. Since 1988, surfaces of 

highest precision have been produced by targeted com-
puter-controlled polishing (CCP), which nowadays corre-
sponds to a shape deviation of 0,15–0,28 nm (depending 
on the spatial wavelength range between 0.5 and 30 µm) 
[11].

Robotic polishing is used by the companies Safran (for-
merly Sagem) [12] and Zeiss Semiconductor Technologies 
[13]. Commercial production machines are available for 
smaller optics [14, 15]. The company Coherent (formerly Tin-
sley) uses a gantry portals approach as a polishing machine 
[16]. The IRP (Intelligent Robotic Polishers) machines from 
the company Zeeko have eight degrees of freedom and are 
used in CCP up to a roughness of 0.2–0.3 Å with a shape 
deviation of λ/20 of the wavelength [17].

For the fabrication of single precise device surfaces, 
the operations of core fabrication have to be applied cor-
respondingly often. The qualitative evaluation of the sur-
face is ensured by interferometric measuring or testing 
procedures. For deterministic manufacturing, profound 
process understanding, automatic measurement, as well 
as material-specific and process-relevant parameters are 
necessary. According to the “Steering Committee Optical 
Technologies” (original: Lenkungskreis Optische Tech-
nologien), process control in polishing is a challenge 
for the twenty-first century. Due to the large number of 
process-relevant influencing variables, process control is 
difficult. The Steering Committee recommends, at least 
for preferred glasses, the investigation of the parameters, 
the monitoring of the polishing agent, as well as the inte-
gration of sensors and measuring technology for online 
surface assessment [10]. The American counterpart “Har-
nessing Light” describes CCP and the production of high-
precision optics, for example for EUV technology (extreme 
ultraviolet radiation), as one of the key technologies of the 
twenty-first century. Here, roughnesses of 0.1 nm rms and 
1 nm peak-to-valley (PV) are achieved [18]. For sustained 
repeatability, the performance of the manufacturing pro-
cesses must be increased [19].

The main component of the polishing process consists 
of a polishing tool that is passed over the glass surface. 
All material removal takes place in the polishing gap, the 
area between the polishing tool and the glass surface. The 
polishing tool usually consists of an elastomer and a pol-
ishing film, the viscoelastic polishing agent carrier. Due to 
the elastic behaviour of the material, the polishing tool 
clings to the glass surface, even if it is uneven. The polish-
ing gap usually contains a polishing suspension of water 
and polishing grains.

Deterministic models are suitable for describing 
individual aspects of the polish but do not manage to 
describe the polish completely. If individual process 
parameters diverge or are changed, the validity of the 
model is no longer given. The use of sensors improves the 
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understanding of the process, but data-driven models do 
not directly convey a better understanding of the process, 
as physical models do, for example. The models attempt 
to describe one or more interactions.

Many parallels can be found between the polishing of 
optical surfaces and the chemical–mechanical planarisa-
tion of wafers, especially in the area of material removal 
hypotheses. In chemical-mechanical polishing (CMP), also 
called chemical mechanical planarisation, wafers of differ-
ent materials (including monocrystalline silicon or silicon 
carbide) are polished to a thickness accuracy of ± 0.5 µm 
[20]. By planarising, multi-layer microelectrical circuits 
can be realised on wafers. Due to the higher economic 
importance and the larger research community, there are 
a larger number of publications for chemical–mechanical 
planarising than for glass polishing. This polishing pro-
cess differs from the glass polishing process in geometry 
(exclusively planar workpieces), workpiece size (a work-
piece contour), relative speed, the movement system and 
the number of pieces. CMP of wafers is understood to be 
similar to the polishing of glass workpieces and is primarily 
heuristic, i.e. researched via trial and error [21]. As long as 
the process can be held constant, the removal prediction 
is accurate. If parameters are changed in the process, no 
detailed statement about the process can be made [22]. 
Another reason for the low understanding in CMP is also 
the low use of in situ sensors [23].

Khalick et al. [24] also used a neural network for robotic 
polishing of metals. Both material removal and roughness 
were considered. The learning curve of the network has 
the appearance of overfitting and the results are for plane 
samples. The set-up is functional, but very similar to the 
set-up of the experiments conducted in this work.

Yu et al. [25] used neural networks to make statements 
about the final roughness of the glass polish with the 
robot based on the Preston equation. Since an adequate 
number of experimental data sets was lacking, many data 
were simulated. The resulting model has a prediction 
probability of 25.16%, although the results themselves 
were described as not optimal.

With regard to grinding and polishing with the robot, 
Diestel et al. [26] use sensors to create an automatic polish-
ing process of injection moulds. Vibration sensors are used 
in the CMP process in the industrial sector to evaluate the 
polishing tool and the polishing slurry feed. Pilný and Bis-
saco [27] monitor the polishing process using acceleration 
sensors. Ahn et al. use sensors to detect when the polish-
ing tool is worn or when it should be changed to the next 
smaller grain size. With similar process parameters as in 
the present work, a dependence of vibrations on the final 
roughness achieved is shown [28]. Segreto and Teti use 
accelerometers, strain gauges and measure current to use 
the data and an artificial neuronal network to predict the 

final surface finish achieved in CMP. In wafer planarisation, 
the polishing tool is dressed in the running process with a 
separate spindle. If the vibrations at the dressing unit are 
too high on the complete surface, the conditioning disc 
must be replaced. If there are individual local abnormal 
vibrations due to too much friction, a polishing nozzle 
must be adjusted or replaced [29]. Immersion cameras 
are used in situ to assess the polishing tool, especially the 
closure of the pores by material abrasion [30].

Currently, there is no adequate data-driven approach in 
the optics industry to predict material removal. The aim of 
this work is to build a sensor-based robot polishing head 
for glass–ceramic polishing and to predict the material 
removal based on the acquired sensor data with machine 
learning (with an artificial neural network). In contrast to 
deterministic polishing models, the process should also 
be predicted in this way, despite process fluctuations. 
Furthermore, 100% control is generated, as every process 
deviation is recorded.

2 � Proceeding

This section deals with the general basics of this work. The 
individual steps that are necessary for data acquisition are 
shown. These include the process overview, the measure-
ment technology and the experimental design. In addi-
tion, the selection of sensors and actuators is discussed.

In the present work, an existing standard neural net-
work is optimised and applied to removal prediction in 
polishing. For this purpose, a test sequence for 17 tests is 
defined with a test plan and the data from these tests are 
used to train the neural network. Within the trials, the PLC 
samples at approx. 15 Hz. As a result, a total of 434.549 
individual measurements with 15 assigned sensor data 
each are generated in the 17 trials, which are used for 
training. The network is trained using the hyperparame-
ters epoch, optimiser, batch size, learning rate, number of 

Fig. 1   Schematic illustration of the robot polishing cell
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neurons, number of layers and dropout. The optimisation 
takes place sequentially.

2.1 � Set‑up

The motion system for this research project is an industrial 
robot ABB IRB 4400 with an S4C + controller. A polishing 
head is attached to the robot, which has a rotation motor 
for the rotary movement and a linear drive (pneumatic or 
electric) for the Z-stroke. In order to minimise vibrations, 
the polishing head is optimised for stiffness and has the 
lowest possible swing mass. Whilst a pneumatic stroke 
cylinder readjusts approximately every 16 rotations at 
a speed of 1000 min−1, an electric direct drive readjusts 
every 0.27 rotations. The latter is used for the experiments. 
Highly dynamic linear bearings are used for the normal 
movement of the linear drive. The polishing tool consists 
of a workpiece carrier, an elastomer for height compensa-
tion and the polishing pad. The polishing tool used is a ball 
cut-out with a ball diameter of 70 mm and a total width 
of 50 mm. The polishing wheel is a purchased part from 
Optotech, the polishing foil is a custom cut with a CO2-
laser from the material LP66. The robot cell is enclosed in 
a protective cage. The polishing tray collects the polishing 
agent and feeds it back into the polishing agent reservoir. 
This has an agitator to prevent the polishing agent from 
settling. A peristaltic pump returns the polishing suspen-
sion to the polishing head and supplies the process with 
new polishing agent. The polishing suspension filters dirt 
particles before the nozzle on the polishing head and 
before the reservoir. The set-up is shown schematically in 
Fig. 1.

Tests were carried out with two newly manufactured 
polishing heads, which were optimised for sensor usage. 
With the first polishing head, the primary objective was 
to attach sensors as a feasibility study. In a second step, 
an optimised polishing head with sensors was built. In 
the process, sensors of minor significance were removed, 
and the dynamics, mechanical and process stability were 
increased. Unless otherwise stated, all results were gen-
erated with the second polishing head, the optimised 
machine learning polishing head. To support the machine 
operator, the polishing head has a voice assistant. The two 
polishing heads are described comparatively in Table 1. 
The pH value and temperature of the polishing slurry 
is determined in the polishing fluid tank. The density is 
measured in the feed to the nozzles on the polishing head 
and the temperature is measured once more. On the pol-
ishing wheel itself, the motor current, power (voltage and 
current), speed and motor temperature are measured. The 
normal force is measured directly above the polishing tool. 
Vibrations and tilt are measured further above the polish-
ing wheel.

2.2 � Metrology

A Fizeau laser interferometer Zeiss DIRECT 100 (short: 
D100), is used. The Fizeau interferometer has a HeNe laser 
with a wavelength of 633 nm. A CCD camera (Charge-
Coupled Device) with a resolution of 2048 × 2048 pixels 
serves as the detector. The set-up consists of a collimator 
with a diameter of 6" (equivalent to Ø152.4 mm) and a 
lens system. Due to this design and the special measuring 

Table 1   Overview of the polishing heads built up and used

Description Polishing head

I II

Sensors Motor current
Motor voltage
Vibration
Motor rotation speed
Normal force
Tilt x-axis
Tilt y-axis
pH
Polishing wheel rotation Motor temperature
Fluid-temperature Fluid-temperature (2x)
Polishing wheel torque Density

Special feature Can be converted to polishing wheel, eccentric and rotating 
polishing pad removal modes + ceramic bearing

Direct drive
Ceramic bearing

Material removal modus polishing wheel cylinder Polishing wheel ballsegment
Usage Machine learning flat work piece Machine learning konkave work piece
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algorithms, the quality of the measurements is not directly 
dependent on the surface quality of the lenses [31, 32].

In interferometry, surface profiles are back-calculated 
by constructive and destructive interferences of the light. 
These interferences are usually visible at the measuring 
machine in an interference pattern for the adjustment of 
the measuring object. The interference patterns are based 
on a reference measurement. Compared to other interfer-
ometers, this allows many individual measurements to be 
averaged within a short time during subsequent measure-
ment. By averaging several individual measurements, ran-
dom errors (vibrations, air fluctuations and temperature 
fluctuations) are eliminated. The D100 can record up to 
32.000 measurements/hour at a measurement frequency 
of up to 25 Hz. The measurements are displayed as a false 
colour image [33].

Before and after polishing, the complete workpiece sur-
face of the glass ceramic is measured several times and 
then averaged. For this purpose polished area and the sur-
rounding, nonpolished surface are measured. The Zernike 
fringes are subtracted from the averaged measurements. 
The absolute material removal of the polishing step is cal-
culated from the two relative measured surfaces and thus 
several polishing tests can be carried out sequentially with 
one sample.

If the surface roughness is greater than the wavelength 
of the laser, two difficulties arise: firstly, the speckle pattern 
of the laser is visible and masks the macroscopic interfer-
ences and secondly, the rough surface scatters the light 
too much so that a high laser power is required to obtain 
sufficient light at the detector. Therefore, the initial surface 
must be pre-polished [34]. The height resolution is in the 
range of 20 µm.

Roughness measurements are taken with the ZYGO 
NEWVIEW 8300 white light interferometer (WLI) [35]. With 
the help of the known wavelength of the light source and 
the destructive and constructive interferences, the surface 
can be measured optically. Roughness measurements are 
not used for validation in the carried out tests. WLI meas-
urements are used to evaluate whether the glass work-
piece can be measured on the Zeiss D100 or to evaluate 
polishing structures on the sample surface. The pre-pol-
ished glass samples for the polishing tests have a rough-
ness of less than 9 nm (Sa value).

2.3 � Workpiece preparation

As a workpiece, a concave surface is ground and pre-pol-
ished from a Zerodur raw block. The concave has an outer 
diameter of 150 mm, a radius of curvature of 1050 mm 
with a centre height of approx. 5 mm. The surfaces of the 
work pieces were pre-polished in order for the material 
removal to be measured in the laser interferometer D100.

For the preliminary tests, plane samples were used and 
for the main tests, plane-concave optics were used. The 
delivered raw blocks have a rough surface due to the saw 
cut. The plane samples were pre-polished in a first lapping 
step with the polishing grains ABRALOX E220 (average 
grain size 80 µm) and then with PLAKOR 9 (average grain 
size between 8.5 and 11 µm). Abralox is aluminium oxide, 
including approx. 3% titanium oxide, approx. 1% silicon 
oxide and approx. 0.15% iron oxide, and has a blocky struc-
ture with sharp edges. Plakor is also aluminium oxide with 
a purity of over 99% and a grain length to width ratio of 
1:5 [36]. In a further polishing step, the target surface for 
the polishing tests is achieved with opalines (cerium oxide 
with an average grain size of 1 µm).

A plano-concave Zerodur lens with a diameter of 
150 mm and a radius of curvature of 535.4 mm and an 
aperture angle of 15.67° is used as the test optics. The 
plano-concave shape is produced in several iterative 
grinding steps using a RÖDERS RXP DS 500 HSC milling 
machine with grinding oil option. Electroplated diamond 
grinding pins with grit sizes D76, D126 and D151 are used 
in succession. Contrary to the commonly used grinding 
machines, the milling machine has rigid kinematics, which 
means that the spindle presses with its full processing 
weight and unyieldingly on the glass surface. With grind-
ing or polishing machines, the tool is usually pressed elas-
tically onto the surface with a defined pressure via the 
z-axis. When polishing the optics, the high number and 
the size of the depth damages are therefore visible to the 
naked eye. These must also be removed in the subsequent 
polishing steps. The aluminium polishing shells are also 
produced on the milling machine, then covered with LP 
66 polishing pad and the mould is machined in a further 
milling step. The polishing pad is identical to the one of 
the robot polishing tool and contains cerium oxide as a 
filler. It has a density of 0.42 g/cm3 with a Shore hardness A 
(durometer) of 26. The polishing bowls for the plane speci-
mens are dressed using diamond-studded conditioning 
plates. Subsequently, the glass workpieces are polished 
through with one polishing bowl per polishing agent. Due 
to the relative measurements of the material removal, up 
to ten tests (plane specimen) or three tests (plane concave) 
can be carried out on a specimen before the specimens 
have to be reset to their initial state. After pre-polishing 

Table 2   Listing of the input parameters for the DoE

Parameter Unit Lower limit Upper limit

Rotation speed min−1 50 800
Normal force N 10 15
Polishing time min 10 60
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the samples, the test parts have a roughness of less than 
9 nm (Sa value).

2.4 � Design of experiments

Statistical design of experiment (DoE) is a method for 
analysing technical systems. With the help of statistical 
experimental designs, the relationship between several 
influencing factors (e.g. speed and normal force) and 
individual target variables (e.g. material removal) is to be 
determined as precisely as possible with as few individual 
experiments as possible. In contrast to the conventional 
approach, in which only one influencing variable is var-
ied in each individual series of experiments, several influ-
encing variables can be changed simultaneously in the 
statistical design of experiments. The commercial soft-
ware for statistical experimental design Design- Expert 
from the company STAT-EASE is used to create the DoE 
[37]. The software is used in the optimisation of process 
parameters and serves to check and validate the machine 
learning model in the following experiments. The use of 
an experimental design brings structure to the sequence 
of experiments and the selection of process parameters. 
In order to reduce the number of trials, a partial factorial 
trial design is used, e.g. in the case of limited resources or 
for trial designs with a high number of factors, as there 
are fewer runs than with a factorial trial design [38]. The 
number of factors determines the number of experiments 
in the Box–Behnken design. The experimental design 
model is mainly used when extreme input parameters 
cannot be measured in a factorial design. The design 
can be rotated around the centre point, the corners can 
therefore be neglected and extreme parameters can be 
avoided [39]. The Box–Behnken design is suitable for 3 to 
21 factors. Due to the high power of the polishing head 
and the risk of fire for the polishing foil, the experimental 
design is adapted during the running process so that it no 
longer corresponds to a Box–Behnken design. However, 
the number of parameters and the boundary conditions 
are identical. The controllable parameters speed (min−1), 
normal force (N) and the polishing time (min) of the sur-
face to be processed serve as input factors. This means 
17 trials with three input factors. The material removal 
(mm3) serves as the target variable. The test parameters 
are shown in Table 2. Compared to minimising the surface 
roughness during polishing by known adjustment of the 
process parameters, maximising the material removal is a 
greater challenge. For this reason, maximisation of mate-
rial removal is chosen as the target parameter. In order to 
minimise systematic errors (e.g. external vibrations, tem-
perature fluctuations) on the individual tests and to avoid 
correlations associated with this, the tests are carried out 
in random order [40].

By using a ball tool of appropriate size, the polishing 
foil wear is negligible due to the size. The polishing tool 
is a ball cut-out with a diameter of 72 mm and a width of 
52 mm. A rectangular meander with the size 80 × 80 mm 
is polished. The concave workpiece has a diameter of 
150 mm, with a width of the polishing tool of 52 mm, a 
phase (circumferential 1 mm) and a circumferential border 
as a measuring reference surface, this results in a polishing 
field size of 80 × 80 mm.

The point spacing is 1 mm in the x-direction and the 
web spacing is 0.4 mm. The density of the polishing sus-
pension is measured with an aerometer before the test 
and adjusted to 1.052 g/cm3. If the density of the polish-
ing slurry is too high, the individual polishing grains block 
each other. If the density is too low, there are too few pol-
ishing grains and too little removal takes place. A density 
value of 1.052 g/cm3 has become established in the litera-
ture [41]. The pH value was adjusted to 8.55 mol/l by con-
ditioning at the beginning of the experiments. Dissolved 
substances, which also contribute to material removal as 
well, keep the pH value stable through buffering proper-
ties. The pH value must remain at a constant level for a 
long time. With preconditioning, the pH value is brought 
to a plateau at which it no longer changes significantly 
and remains constant. Such a plateau was achieved at a 
pH value of 8.55 by adding removed Zerodur.

The advantage of statistical software over machine 
learning models is the known algorithms in the back-
ground. The software gets the identical and static param-
eters for all respective tests without process-related fluc-
tuations. The machine learning model reacts to temporary 
fluctuations in the process and can adapt to them.

2.5 � Data preparation

The sensor data are stored by the PLC in a CSV file (comma 
separated values) and processed offline to be used for the 
training of the machine learning model. In this case, the 
term data preparation describes the transformation of the 
raw data into a data frame. The data are in a tabular structure 
and have the same data format as the public machine learn-
ing datasets of the UCI database of the University of Massa-
chusetts Amherst [42]. The vast majority of machine learn-
ing frameworks have interfaces for files from this database. 
Data preparation is, next to training the machine learning 
model, the most time-consuming step in achieving intel-
ligent algorithms. FIGURE EIGHT, a company specialising 
in machine learning, surveys specialists in this field every 
year, and according to this survey, 60% of the working time 
is needed to prepare the raw data [43]. The processing of 
the measurement data of the ablation is carried out with 
the laboratory’s own software ZAPHOD. This software is opti-
mised for dwell time-controlled polishing. In the first step, 
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the ablation data is trimmed, then outliers that lie outside 
1.5 times the standard deviation are eliminated. In a further 
step, the points are calculated at an equidistant distance 
and the maximum value is set to 0, which allows the vol-
ume removal to be calculated. This is needed for the evalua-
tion of the experimental design with the statistical software. 
By triangulation, the closed area is finally calculated from 
these points. Data vectorisation is the conversion of input 
and target parameters into tensors. The input parameters 
are already available as floating point number tensors. In the 
present work, the material removal is the target parameter: 
with the projection of the robot track onto the 3D surface, to 
each sensor value a material removal can be assigned. The 
latter is used as the target parameter for machine learning. 
Approach and departure paths of the polishing head are not 
considered for the further calculation.

To mitigate the edge effects, the peaks on the ablation 
data are smoothed using the ROBUST PEAK DETECTION 
algorithm. This algorithm is also known as Z-SCORE ALGO-
RITHM. Compared to most other peak detection algorithms, 
this one is initialised with only three parameters and has few 
constraints [44].

The preprocessing process increases the learning success 
and the prediction accuracy of the neural network and thus 
its performance. Preprocessing operations include normal-
ising, scaling and standardising the input and the target 
parameters.

The input parameters should have a certain consistency 
in order to simplify learning for the neuronal network. If this 
is not the case, extensive updates of the gradient can occur, 
which makes it difficult to converge the network. The indi-
vidual features should have a standard deviation of 1 and 
a mean value of 0. This means that the values of all input 
parameters lie in the same interval. In order to avoid the pre-
diction of a negative removal, the value range of the target 
parameter or the material removal is scaled to a value range 
between 0.15 and 0.85 [45].

2.6 � Evaluation scheme

A standard method for evaluating regression models is the 
root-mean-square error (RMSE) or the squared value, the 
mean squared error (MSE). Both values quantify the distance 
between the vector of all predictions and the vector with 
the known target values and are described as follows [46]:

MSE =

n
∑

i=1

(

ŷi − yi
)2

n

ŷi: describes the predicted values; yi: is the observed 
values; n: is the number of observations.

The difference between prediction and actual meas-
ured value, also called prediction accuracy, is validated 
via the mean absolute error (short: MAE). It is defined as 
the average absolute error of the difference between the 
predicted and the actual value:

The predictive accuracy of a regression model is evalu-
ated in the literature by the R2 value, among other things. 
R2 is the percentage of variation explained by the relation-
ship between two variables. The R2 value corresponds to 
the Pearson coefficient. Another evaluation parameter is 
the R-value: the root of the R2 value, which allows nega-
tive values. A value of 0 means that the input character-
istics are not taken into account by the regression model. 
A value of 1 would be a perfect model fit. As a measure 
of quality, R2 exclusively represents linear correlations. 
It is the explained variation by the total variation and is 
described mathematically as follows [47]:

y ̅: average.

3 � Machine learning model

The search for the optimal hyperparameters epoch, batch 
size, optimiser as well as the learning rate is realised via the 
grid search. The remaining hyperparameters are consid-
ered constant here. For training, a primitive basic grid with 
sensible parameters and few hidden layers is used. For the 
batch size, contrary to the recommendation (batch size 
32 [46]) from the literature, values between 64 and 1024 
are available. The epochs are staggered between 50 and 
400 epochs. The optimisers available are adam, RMSprop 
and SGD. The learning rate is graduated in four logarith-
mic steps between 0.001 and 1. Batch size and epochs as 
well as optimiser and learning rate are optimised together 
in one step. The raster search delivers a batch size of 64 
with 50 epochs. The optimiser is adam, with a learning 
rate of 0.001. These hyperparameters are considered con-
stant in the following step and are used unless otherwise 

RMSE =

√

√

√

√

n
∑

i=1

(
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ŷi − y
�2

∑n

i=1

�

yi − y
�2



Vol:.(1234567890)

Research Article	 SN Applied Sciences            (2022) 4:33  | https://doi.org/10.1007/s42452-021-04916-7

mentioned. Batch size, optimiser and learning rate are thus 
identical to preliminary tests on plane samples [48].

The optimisation is performed by Hyperas, which 
selects and sets hyperparameters for each layer of a net-
work. The created network is then trained and validated 
using the MSE. The smaller this value is, the better the 
existing network is. For reliable validation, the entire data 
set was divided into three parts: the training part (60%), 
the validation part (20%) and the testing part (20%). The 
latter is unknown to the neural network and is used for 
evaluation after training.

A neural network is only performant and efficient at the 
same time if the width and the depth of the network are 
dimensioned correctly in proportion. Five networks with 
one to five hidden layers are optimised separately. Due to 
the large number of parameter combinations, not all of 
them can be tested. Therefore, random search approaches 
are used within the framework of limited iterations.

As described above, activation functions ReLU, Softplus 
and Sigmoid are used. The number of neurons is individ-
ual for each layer: for a shallow network, usually fewer are 
used than for a deep network. Based on this data, a four-
layer network is used, the parameters of which are shown 
in Table 3.

The reduction of the computing time via a reduction of 
the features (especially features with a high correlation to 
each other) was carried out. Likewise, a ranking was made 
according to the importance of each feature. However, the 
ablation prediction error increases so that all features are 
used to calculate the ablation. This shows the good selec-
tion of the individual sensors.

Table 3   Network used and the associated parameters

Network parameter

Optimiser Adam (adaptive 
moment estima-
tion)

Batchsize 64
Epoch 50
Learning rate 0.001

Layer Amount of Neurons Activation function Dropout [%]

1 256 ReLu 0,24
2 1024 Sigmoid 14.20
3 512 Sigmoid 12.00
4 128 Sigmoid 34.26
Output layer 1 linear –
Feature fluid_pH, PTPY, tiltY, fluid_density, current_NC, torque_NC, tiltX, fluid_temp, Force, fluid_temp2, RMSY, rpm_NC, 

Motortemp, PtPX, RMSX

Fig. 2   Learning curve of the trained model

Fig. 3   Sequencing of all test data for validation of the trained net-
work
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4 � Results

In contrast to the creation of the network parameters, 
which takes several hours or days, the final training of the 
neural network takes a few minutes.

The learning curve of the trained model is shown in 
Fig. 2 as a loss function. This curve shows the training suc-
cess and allows conclusions about the quality and behav-
iour of the predictions. In this case, the loss function, the 
difference between predicted and actual removal, is to 
be minimised. The typical exponentially decreasing train-
ing curve is recognisable. The validation curve fluctuates 
more, without a clear trend over the epochs. The validation 
data set curve is above that of the training data set, i.e. the 
model reproduces the validation data set better than the 
training data set. Another indicator of the good quality of 
the training is the overfitting of the two curves. In the case 
of overfitting, both curves would reach a plateau without 
crossing and they would have a high MSE. At the same 
time, errors in the training data would be much lower and 
the two curves would not overlap [46]

To illustrate the accuracy, all the removal data from the 
17 tests are shown one after the other in Fig. 3. They form a 
large data set. The 20% validation data also forms the basis 
for the percentage predicted value. Apart from the outlier 
within the first 200 s, the predicted ablation matches the 
real one very well. The shape is well mapped, but there 

are slight deviations in the amount of ablation. The neural 
network achieves a prediction probability of 99.22%. The 
MAE of 24.7 nm is slightly higher than the MAE of the plan 
pretests, which had a value of 10 nm.

In addition, the use of the sensors alone made it pos-
sible to make statements about process fluctuations, 
anomalies in the process and the condition of the polish-
ing head.

4.1 � Validation with unknown data

The validation data are extracted from the raw training 
data. The data are unknown to the machine learning 
model, but the structure and value ranges are known. For 
the validation of the machine learning model, completely 
unknown data with deviating parameters is therefore also 
used. The polishing field size is increased by 56% from the 
original 80 × 80 mm to 100 × 100 mm. With the use of the 
plano-concave glass sample, the tilting angle of the polish-
ing head increases by a total of 2.15° in the x and y direc-
tions. In addition, previously unknown values are used for 
the parameters of rotation speed and polishing time. The 
polishing time for this polishing field is 10 min and the 
speed of 450 min−1 is 6% faster than the highest speed so 
far. The individual values are summarised again in Table 4. 
The trained model was able to reproduce the data with a 
prediction probability of 60.25% (R-value). As can also be 
seen in Fig. 4, the maximum deviation of the prediction 
from the target surface is 385.88 nm (MAE). The neural 
network predicts too little material removal and can only 
insufficiently reproduce the fluctuations of the material 
removal due to the edge effect (roughness on the global 
shape of the curve).

4.2 � Results design of experiments

The analysis of variance (ANOVA) [49] of the statistical soft-
ware gives an indication of the predictive accuracy of the 
statistical regression model. If only the input variables of 
the test plan (rotation speed, normal force and polishing 
time) are considered, the statistical test plan software can-
not create a significant model.

If the input parameters are selected according to the 
maximum prediction probability, the software selects only 

Table 4   Comparison of the 
training parameters to the 
validation parameters

Parameter desctiption Values used for training Values used for validation

polishing field size: 80 × 80 mm 100 × 100 mm
max. tilt angle: 8.57° 10.72°
Rotation speed: 50–425 min−1 450 min−1

Polishing time: 5–20 min 10 min

Fig. 4   Comparison of predicted material removal to the real mate-
rial removal of the validation test
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the rotation speed. On the one hand, this reflects the high 
importance of the speed, but also shows that the software 
cannot completely represent the process variance.

The sensor data of all individual trials, a total of 434.549 
lines (training data) with 16 columns (15 sensor data and 
the material removal), cannot be processed by the soft-
ware due to the high number of input lines. Looking at 
each trial individually, the software can create a significant 
model with a prediction probability of 36%.

The advantage over the machine learning model is the 
short calculation time and the ease of use. If the test data 
of the executed test plan are transferred to the statistical 
software, a few seconds are needed for evaluation. The 
polishing process and the edge effects are not taken into 
account. This results in a certain uncertainty regarding the 
material removal rate. The larger the area to be polished 
and the greater the relative removal, the smaller the influ-
ence of these anomalies on the removal prediction.

The removal data scatter very strongly and the math-
ematical model is not able to represent the noise of the 
data and the systematic errors. As an example of a system-
atic error, the sensor signal of the tilt sensor can be shown 
here: By processing a concave surface, the mean value in 
Y direction should be 0° and not − 0.18° as determined.

5 � Discussion

The use of sensors alone allows statements to be made 
about the process and its stability. There is a constant evo-
lution in the design of the polishing heads, which will also 
find its way into polishing practice in the future. Further 
polishing process parameters can be readjusted in the 
future. In the present work, only the rotation speed of the 
motor and the normal force are readjusted. By a process 
readjustment the process has a lower divergence and can 
provide even better data for the machine learning model.

The presented ML model has an R2 value of 0.9922 (R: 
0.9961) in the evaluation. For classification, this value is 
compared with the results of the PHM (Prognostics and 
Health Management) data challenge for wafers. The scien-
tific PHM teams achieved an R2 value between 74.89 and 
90.1% [50]. Kong gives an R2 value of 90.14% [51]. The work 
of Jia published two years later gives an R2 value between 
0.9817 and 0.9914 (R: 0.9908–0.9957), depending on the 
network parameters [52]. This puts the prediction accuracy 
well above the data challenge results and in the order of 
magnitude of Jia.

Feature selections were used to possibly reduce the 
data or calculation times (including correlation matrices, 
SelectKBest, Recursive Feature Elimination). For known 
dependencies, such as motor current and motor torque 
(the last is calculated from the motor current) or the 

dependency of the pH value on the polishing fluid-tem-
perature, a feature can be skipped. The prediction results 
are nevertheless performed with all features and thus 
achieve the lowest prediction error.

It can be assumed that the prediction is possible when 
all parameters are changed. Thus, the model has 15 pro-
cess parameters that can be varied at will. A human would 
struggle to make such a process prediction based on the 
sensor data. Physical models usually do not have the high 
number of variable parameter values.

With an R2 of 36%, statistical process prediction has 
a lower prediction probability than the neural network. 
The reason for this is the higher number of manipulated 
parameters in a neural network (a total of 1921 neurons 
distributed over four layers and an output layer, the latter 
having only a single neuron) compared to the lower num-
ber in a polynomial equation. The statistical model runs 
behind the random scatter and cannot represent measure-
ment errors. In contrast to the data-driven machine learn-
ing model, the statistical experimental design evaluation 
has the advantage of providing a mathematical model that 
represents the physical laws. Thus, despite this low value, 
the process prediction is better in the case of diverging 
process parameters than the empirical observation of the 
polishing process or the observation of polishing models 
describing individual process aspects.

The stability of the process and the exact calibration of 
the system are the challenges and not the application of 
intelligent data models. In the future, the main task will be 
in the constructive area of the polishing head manufactur-
ing and/or the measurement technology. In this set-up, 
the ex-situ measurement of the stock removal is the weak 
point: For example, the polishing head produces a depth 
stock removal of 12.5 µm at a normal force of 10 N, a speed 
of 425 min−1 and a surface machining rate of 3 mm3/s. This 
produces edges at the edge of the polishing field that are 
too steep and can no longer be measured with the D100. 
The optical D100 measuring device can measure up to 
approx. 24 µm of form removal before the edge flanks of 
the polishing field become too steep. Time-consuming 
tactile measurements or variable polishing data sets are 
an alternative. With such variable polishing data sets, the 
edge of the polishing field is polished with lower polishing 
pressure or lower speed. As a result, the opening angles of 
the resulting flanks become flatter and can still be meas-
ured optically. Furthermore, the measurement technique 
results in the largest error.

Some parameters are not taken into account: The contact 
condition of the tribological system, consisting of the glass 
material, the polishing tool and the colloidal polishing sus-
pension can be described with the help of the viscosity of 
the polishing liquid [22]. The viscosity is considered constant 
during polishing and has an influence on the polishing gap 
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height [53], the friction force in the polishing gap and on 
the material removal [54]. Another type of sensor used in 
polishing wafers is strain gauges [55]. The advantage of this 
type of sensor is the comparative ease of implementation, 
as they can be placed almost anywhere. Furthermore, they 
offer the possibility to make statements about the stability, 
the mechanical condition of the polishing head and the local 
position of a possible damage at the polishing head than 
the possibility of temperature measurement presented here. 
Their attachment to eccentric tools is constructively difficult 
and economically almost impossible.

The inspection of the surface must be done directly in situ 
on the machine. Due to the more complex design compared 
to ex-situ measurements, a deviation of less than three per 
cent is assumed for in situ measurements of the mould [56]. 
This accuracy is not sufficient for final correction processes. 
However, measuring the material removal via sensors could 
completely eliminate the need for offline measurement in 
the first polishing steps. Furthermore, an application of the 
presented machine learning model for aspheres is reason-
able. Due to their complex geometry, these can be measured 
either only in partial areas or only by computer-generated 
holograms. The latter has to be adapted for each test geom-
etry, which is economically reasonable only in serial produc-
tion [57].

If acceleration sensors with three measuring axes in the 
respective spatial coordinates are used, the position of the 
polishing tool can be calculated at any time. Using the tilt 
sensor, this can also be calculated, but only for concave and 
convex optics. In combination with ablation sensor technol-
ogy (e.g. confocal sensors) or the use of the machine learn-
ing model, a large part of the measurement technology in 
optics production can be dispensed with. This applies espe-
cially to the first polishing steps in iterative polishing.

Machine learning is always useful when one has a rough 
idea of the problem at hand. Without own empirical expe-
rience in polishing, a reasonable selection of sensors or 
a meaningful evaluation of the machine learning model 
would not have been possible. Due to the high number of 
network parameters, machine learning is still referred to as 
a "black box". It is difficult to understand the calculations.

The different processing times of the polishing field 
result in a different number of sensor and ablation data. 
Consequently, bias occurs when training the machine 
learning model. This could be remedied by adjusting the 
ablation rate. However, recorded data are not all used in 
this process. An inline feedback of the ablation by the 
machine learning model is currently not given. Data prep-
aration per data set is currently too time-consuming. The 
process can be accelerated with programming close to the 
hardware or optimising the data preparation. Acceleration 
through a suitable choice of hardware for computation 
could also help.

6 � Summary and outlook

Today, high-performance optical systems are a key com-
ponent in numerous fields of application, e.g. lithography 
lenses or astro mirrors. As central components, high-preci-
sion glass lenses and glass–ceramic mirror substrates play 
a decisive role in determining the performance of these 
systems. Constant requirements and expansion of the 
fields of application demand an increase in manufactur-
ing quality with regard to dimensional accuracy. Polishing 
is a decisive factor in determining the quality within the 
production chain of glass optics.

Despite thousands of years of human use of polish-
ing, fundamental mechanisms of action are not yet fully 
understood. The creation of physical models only offers 
the possibility to look at individual aspects of polishing. 
Classifying polishing processes according to the principles 
of action of polishing is equally unhelpful. Depending on 
the workpiece or material to be polished, the polishing 
process must be considered as a whole. The choice of 
polishing medium, polishing pad and kinematics, among 
other things, must be made individually for the problem. 
Data-driven systems offer a possibility to represent such 
complex systems almost completely. A large number of 
main process parameters are collected and analysed by 
statistical evaluation, Big Data models or machine learn-
ing models.

In the present work, such an intelligent glass polish-
ing system was set up for any contours, not exclusively 
for plane specimens. The basis is formed by robot polish-
ing heads equipped with sensors. Adding sensors to an 
existing industrial polishing head is more complex than 
creating a new and optimised polishing head. Improved 
components and actuators (including ceramic ball bear-
ings, dynamic rotary and linear motors) are used in the 
new design. Therefore, this polishing head has lower 
divergences in the running polishing process and the 
sensors can be used directly in their purpose. Indirect 
measurement, for example speed measurement on the 
gearbox and not on the motor, is not necessary with the 
new design. The evaluation of the sensor data via standard 
procedures alone shows the necessity of such a sensor-
based design.

An optimised machine learning model is created from 
a conventional basic model by hyperparameter optimisa-
tion. The network parameters of the neural network are 
again shown in Table 3. The optimised and subsequently 
trained network has a prediction probability of 90.22% and 
thus exceeds all previous literature values.

A data-driven model lacks generalisability: it only 
applies to this or similar robot cells with this polishing 
head and the input parameters. If the process parameters 
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vary too much, if the wear of the polishing head is too 
high or if other material materials are used, the machine 
learning model cannot make a sufficient statement about 
the removal rate. The process divergence of the individual 
parameters is recorded as a by-product and can be addi-
tionally evaluated by machine or manually. In an indus-
trial manufacturing environment, the data-driven model 
can be used, for example, for one type of polishing head, 
each attached to a robot from a common robot manu-
facturer. An application for other glasses should also be 
investigated.

The manufacturer of the PLC used now offers inter-
faces for machine learning models that have already been 
trained. Trained neural networks with their parameters 
(including number of layers, number of neurons, individual 
weights of the neurons) can be loaded onto the PLC and 
used. Currently, the system is not real-time capable, so 
there is a slight delay of a few seconds. Statements about 
the material removal would no longer have to be made 
offline but can also be provided by the PLC in the process 
[58].

The roughness after the individual polishing steps and 
damage under the surface, so-called "sub-surface dam-
age" (SSD), are not taken into account in the polishing 
in the present work. However, when using a polishing 
wheel, structures are created in the direction of rotation 
of the polishing wheel. The direction-dependent traces of 
the polishing wheel are clearly visible. First attempts to 
apply the "maximum entropy method" [59] took place in 
the margins of this work, without being part of it. In this 
method, the polishing head is rotated around its Z-axis, 
perpendicular to the contact point of the polishing head. 
Controlled chaos should be introduced into the polishing 
path to avoid or reduce polishing structures.

Although the central question of a data-based polish-
ing model has been answered, additional questions have 
arisen during the course of this work that should be pur-
sued in future research. In the future, the optics industry 
should provide standardised machine learning data to the 
research community. This would allow researchers to use 
the data without all the hassle of building their own, and 
in return the optics industry would get better algorithms 
and better results. This has led to the push for the technol-
ogy at the CMP and the publication of numerous techni-
cal papers. In addition, sensors should be placed closer to 
the polishing gap to develop a data-based system for the 
mechanisms of action in the gap. Design improvements to 
the polishing heads can and will continue to significantly 
improve the understanding of the process. This will also 
enable the consideration of further and also new ques-
tions in the polishing process.

The machine learning model has not yet been applied 
to the PHM data. With the statistical software, however, a 
better result could be achieved through process under-
standing than the winning teams (e.g. eliminating outli-
ers). A publication on these results is still pending.

There is a high level of interest on the part of industry 
due to the high growth in the photonics sector and the 
focus of German companies on precision optics. The shift 
from an empirical, experience-based to a knowledge-
based process design is considered an indispensable 
step for maintaining the competitiveness of Germany 
as a production and research location. Polishing is cur-
rently not sufficiently researched.
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