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Abstract

Strong laser fields are essential for exploring laser-atom dynamics in modern physics.

High-order harmonic generation (HHG) represents a prominent strong-field process in

which an ionized electron accelerates with the electric field of an incident laser and

subsequently recombines with its parent ion. The accelerated electron eventually emits a

photon within the recombination process, which yields high-order harmonic radiation

at the macroscopic scale. Recent advances in laser technology enable the generation of

intense mid-infrared laser fields. These new laser sources extended the parameter range

of HHG significantly toward the weakly relativistic regime in which the magnetic field of

the incident laser field contributes to the process. This dissertation provides a theoretical

model of HHG, which is a formal extension of the well-known strong-field approximation

toward the weakly relativistic regime. Generally, the model considers arbitrarily spatially

structured light fields, in contrast to current approaches, and therefore provides the

opportunity to investigate twisted light beams within the weakly relativistic regime. The

developed model explicitly considers an elliptically polarized plane wave laser beam as an

example. In addition, more sophisticated laser fields are considered and briefly discussed

afterward. In addition, this dissertation investigates phase matching in the context of

HHG, which is afflicted with a low conversion efficiency of less than 0.1 %. Finding

suitable sets of external parameters under which the conversion efficiency is respectively

high is therefore of substantial interest to the strong-field community. An analytic

expression of the critical intensity is derived that fulfills the phase-matching condition

for an arbitrary set of initial parameters. The approach is limited to hydrogen-like noble

gases and linearly polarized Gaussian laser pulses with arbitrary laser field parameters

that incorporate the commonly utilized configurations. The analytical error compared to

numerical computations is less than 1 %, while the computation time improves by four

to six orders of magnitude.
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Zusammenfassung

Starke Laserfelder sind für die Erforschung der Laser-Atom-Dynamik in der moder-

nen Physik unerlässlich. Die Erzeugung von Harmonischen höherer Ordnung (HHG)

ist ein bedeutender Starkfeldprozess, bei welchem ein ionisiertes Elektron durch das

elektrische Feld des einfallenden Lasers beschleunigt wird und anschließend mit seinem

Mutterion rekombiniert. Das beschleunigte Elektron emittiert bei der Rekombination

schlussendlich ein Photon, welches auf makroskopischer Ebene höherer harmonische

Strahlung entspricht. Jüngste Fortschritte in der Lasertechnologie ermöglichen die

Erzeugung intensiver Laserfelder im mittleren Infrarotbereich. Diese neuen Laserquellen

erweitern den Parameterbereich der HHG erheblich bezüglich des schwach relativistischen

Bereichs, in welchem das Magnetfeld des einfallenden Laserfeldes zu diesem Prozess

beiträgt. In dieser Dissertation wird ein theoretisches Modell der HHG vorgestellt,

welches eine formale Erweiterung der bekannten Starkfeld-Näherung auf den schwach

relativistischen Bereich darstellt. Generell kann das Modell im Gegensatz zu aktuellen

Ansätzen beliebig räumlich strukturierte Lichtfelder berücksichtigen und bietet somit die

Möglichkeit, verdrillte Lichtstrahlen im schwach relativistischen Regime zu untersuchen.

Das hier entwickelte Modell betrachtet explizit einen elliptisch polarisierten ebenen

Laserstrahl als Beispiel. Darüber hinaus werden auch komplexere Laserfelder betrachtet

und anschließend kurz diskutiert. Darüber hinaus wird in dieser Dissertation die Phase-

nanpassung im Kontext der HHG untersucht, die mit einer geringen Konversionseffizienz

von weniger als 0, 1 % behaftet ist. Die Suche nach geeigneten externen Parametern,

unter denen die Konversionseffizienz entsprechend hoch ist, ist daher von großem In-

teresse für die Starkfeldgemeinde. Es wird ein analytischer Ausdruck für die kritische

Intensität abgeleitet, der die Bedingung der Phasenanpassung für einen beliebigen Satz

von Anfangsparametern erfüllt. Der Ansatz ist auf wasserstoffähnliche Edelgase und

linear polarisierte Gauß-Laserpulse mit beliebigen Laserfeldparametern beschränkt, die

die üblicherweise verwendeten Konfigurationen umfassen. Der analytische Fehler im

Vergleich zu numerischen Berechnungen ist kleiner als 1 %, während die Berechnungszeit

um vier bis sechs Größenordnungen verbessert wird.
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“Remember to look up at the stars and not down at your feet. Try to make sense of what

you see and wonder about what makes the universe exist. Be curious.”

— Stephan Hawking





Chapter 1.

Introduction

“If you are not completely confused by quantum mechanics, you do not

understand it”

— John Wheeler

The interactions of light and matter are associated with the fundamental understanding

of our everyday life. Essentially, everything one can see denotes a direct consequence of

this interaction, apart from gravitation and nuclear forces. The nature of light and the

constituents of matter have therefore captured the imagination and inspiration of people

ever since. From the 19th century to the present, science has revealed increasingly intimate

details about the nature of reality. Faraday and many others discovered light as an

electromagnetic wave during their studies on the interplay of electric and magnetic fields

on itself in the vicinity of charged particles [9]. The investigations converged in 1845 to

Maxwell’s classical field theory, which accurately describes the dynamics of the respective

electric, magnetic, and electromagnetic fields [10]. Since then, light has been understood

as an electromagnetic wave. The Maxwell equations, complemented by equations that

account for the state of matter, explain many macroscopic phenomena associated with

light-matter interactions. As science proceeded, the limitations of Maxwell’s classical

field theory became predominantly visible within the microscopic regime. A famous

example is the photoelectric effect, in which a metal plate emits electrons as a light

source illuminates the plate. This phenomenon could not be explained by the wave

properties of light until Einstein resolved this riddle in 1905 [11]. Einstein forsakes

the interpretation of light as a continuous wave to describe it by discrete packages,

or quanta, of well-defined energy E = hν with the frequency of light ν and Planck’s

constant h [12]. The quantization of light indicates the initiation of many discoveries,

including a quantized theory of the constituents of matter. These discoveries condense

to the Schrödinger equation [13] and later to the Dirac equation [14], which describe

1



Introduction 2

the dynamics of spin 1/2 particles like electrons and later protons and neutrons. These

theories describe the stability and structure of atoms so that the attraction between the

electrons and the nucleus is associated with the electrostatic force. Further discoveries

reveal that electrons can only exist in states of well-defined quantized energy near an

atomic nucleus. Pauli discovered a unique property of quantum mechanics, namely that

every well-defined quantum state is simultaneously associated with at most a single

fermion [15].

However, this approach cannot directly explain the details of these quantized states,

like the energetic structure. How can one measure these structures or even influence and

control them? Questions similar to those have inspired physicists since the beginning of

quantum mechanics. In the middle of the 20th century, the answers became accessible

by one of the greatest inventions of that time, maybe ever. The laser, invented by

Maiman in 1960, provides a bright and coherent light source with wavelengths λ = ω/2πc

of extraordinarily narrow bandwidth. This powerful tool enables the decoding of a

variety of processes in the microscopic regime. Photoionization represents one of these

processes and is also closely related to the photoelectric effect. Photoionization essentially

describes a process in which a bound electron absorbs a finite number of photons, or

light quanta, to overcome the respective binding potential of the nucleus. The necessary

amount of energy an electron needs can originate from single, high-energetic, or many

low-energetic photons. The ionization probability drastically decreases with an increasing

number of absorbed photons. An increase in the classical electromagnetic field amplitude

corresponds to an increase in the photon density per unit volume, which compensates for

the decrease in the absorption probability. Further increasing the electric and magnetic

amplitude of the laser field directs to the regime of strong-field atomic physics.

In his 1964 work [16], Keldysh proposed a method to classify the strong-field regime

by three parameters. These parameters are the incident laser field intensity I0, the

wavelength λ, and the ionization potential of the atomic species Ip. One may observe

various processes within the strong-field regime by irradiating a gas cloud of atomic

targets with an intense laser field. Generally, these processes separate into two categories:

First, electron emissions, such as strong-field ionization, and second, photon emission

processes such as high-order harmonic generation (HHG) [17]. The simplest form of

strong-field ionization occupies a particular position as it is the building block for more

complex processes such as non-sequential double ionization [18] in which two electrons

are nonsequentially ionized or HHG. HHG denotes a process in which an initially ionized

electron propagates throughout the continuum and, eventually, recombines radiatively
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Figure 1.1.: High-order harmonic generation setup with the incident laser field (green), the gas
emitter (orange), the gas cloud (purple), and the high-order harmonic radiation
(blue). The incident laser pulse is colorized in black, while the emitted High-order
harmonics pulse is shown in red.

with its parent ion. During propagation in the continuum, the electron receives energy

from the electric field. The electron’s kinetic energy finally converts into a single high-

order harmonic photon within the recombination process. Figure 1.1 illustrates a classical

HHG setup, which has been extensively utilized in previous decades and helped to

significantly improve our understanding of laser-atom interactions.

Photons generated in the HHG process preserve the coherence of the incident laser

field and further lead to extraordinarily short laser pulses [19]. The pulse length of these

laser pulses, which lies at the attosecond time scale, in combination with its coherency,

provides an excellent instrument to probe matter on its natural time scale [20–22].

The strong-field community has always been interested in developing experimental and

theoretical methods to achieve shorter pulse lengths, which are directly associated with

large high-order harmonic photon energies. These high photon energies are usually

realized by either increasing the field intensity or the wavelength of the respective

incident laser field. The generation of high-order harmonics under normal conditions

is well described within the nonrelativistic regime. However, for a drastically increased

intensity or wavelength of the incident laser field, the nonrelativistic description of HHG

is not valid anymore [23, 24]. Recent advances in laser technology provide high-intensity

laser systems in the mid-infrared regime, which induce weakly relativistic dynamics

within the generation of high-order harmonics [25,26]. Consequently, new models and

methods that incorporate these weakly relativistic contributions need to be investigated

to gain deeper insight into the underlying dynamics.
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This dissertation provides a generalized version of the dipole strong-field approximation

(SFA) towards the weak relativistic limit. While many other nondipole approaches

are limited to a tailored laser structure, the framework developed in this dissertation

represents a proper generalization of the dipole SFA as the structure of the incident laser

field remains arbitrary. In addition, this dissertation provides an analytical approach to

compute the critical intensity above which phase-matched HHG is no longer possible.

The error of the analytical expression is less than 1% for a wide range of parameters

compared to numerical computations. This astonishing accuracy may simplify many

experimental and theoretical investigations in the future.

Structure of the dissertation

Chapter 2 begins with the Maxwell equations, which generally describe the dynamics

of light in Sec. 2.1, followed by the introduction of plane waves in Sec. 2.2. Afterward,

Sec. 2.3 mentions laser fields in the dipole approximation, while spatially structured

light fields are generally introduced in Sec. 2.4. Chapter 3 discusses strong-field physics

and begins with a short overview in Sec. 3.1. Atoms in strong electromagnetic fields

are considered in Sec. 3.2, followed by an elaborated analysis of strong-field processes

such as strong-field ionization in Sec. 3.3 and high-order harmonic generation in Sec. 3.4.

The generalized nondipole SFA is derived in Chap. 4 where Sec. 4.1 reviews the electron

dynamics in spatially structured laser fields. The spatially dependent ionization and

recombination matrix elements are derived in Sec. 4.2, while the final expression of the

atomic dipole moment within the weakly relativistic regime is highlighted in Sec. 4.3.

The atomic dipole moment of an elliptically polarized plane wave is explicitly discussed

in Sec. 4.4, where Sec. 4.5, finally, motivates potential features of HHG with Bessel

beams in the weakly relativistic regime. Chapter 5 discusses the analytically derived

expression of the critical intensity, where the model and the derivation are presented in

Sec. 5.1, while the results are mentioned in Sec. 5.2. Furthermore, a short outlook for

future applications is given in Sec. 5.3. Finally, Sec. 6 summarizes and concludes the

findings of this dissertation.

This dissertation is written in atomic units (~ = e = me = 4πε0 = 1) unless stated

otherwise.



Chapter 2.

Description of structured light

fields

“ It is our choices, Harry, that show what we truly are, far more than

our abilities”

— Albus Dumbledore

2.1. Maxwell equations

An accurate mathematical description of light fields propagating in the vacuum is

essential to model the interaction of intense laser fields with atoms. The Maxwell

equations describes the dynamics of light within the context of electromagnetic waves.

In the absence of free electric charges, the electric and magnetic fields denoted as E(r, t)

and B(r, t), respectively are known solutions of the Maxwell equations [27]

∇̂r · E(r, t) = 0, ∇̂r × E(r, t) = −∂̂tB(r, t), (2.1a)

∇̂r · B(r, t) = 0, ∇̂r × B(r, t)=
1

c2
∂̂tE(r, t), (2.1b)

with the speed of light in a vacuum c 1. It is advantageous for further investigations to

reformulate both fields by means of a scalar Φ(r, t) and a vector A(r, t) potential via

E(r, t) = −∇̂rΦ(r, t) − ∂̂tA(r, t), (2.2a)

B(r, t) = ∇̂r × A(r, t). (2.2b)

1The partial derivative concerning the quantity x is defined by ∂̂x ≡ ∂

∂x

5



Description of structured light fields 6

However, the definition of physical fields E(r, t) and B(r, t) with respect to their

associated potentials Φ(r, t) and A(r, t) is not unambiguous. By adding an arbitrary

scalar field Λ(r, t), also known as the gauge field, one defines a new pair of potentials as

Φ̃(r, t) = Φ(r, t) − ∂̂tΛ(r, t), (2.3a)

Ã(r, t) = A(r, t) + ∇̂rΛ(r, t), (2.3b)

which leave the physical fields invariant for any (smooth) function Λ(r, t). These

types of transformation are known as gauge transformations and are of fundamental

importance in practically all fields of physics. Imposing gauge conditions on the potentials

Φ(r, t) and A(r, t) determines the specific potentials from the Maxwell equations. This

dissertation focuses on the Coulomb gauge which is frequently applied in nonrelativistic

electrodynamics [28] and reads as

∇̂r · A(r, t) = 0, Φ(r, t) = 0, (2.4)

in which the scalar potential Φ(r, t) vanishes as a consequence of the absence of free

charges. Inserting Eq. (2.2) into the Maxwell equations (2.1) and simultaneously utilizing

the Coulomb gauge (2.4) reduces the respective Maxwell equations to the wave equation

∇̂2
rA(r, t) − 1

c2
∂̂tA(r, t) = 0. (2.5)

The superposition of an arbitrary number of monochromatic electromagnetic waves

represents a set of solutions to this wave equation. Note that electromagnetic waves in

the vacuum are unambiguously defined by their respective vector potential with no need

for a scalar potential. However, for a single monochromatic light field, like a laser field,

the respective vector potential is written as

A(r, t) = Re
[

A(r)e−iωt
]

, (2.6)

with the frequency ω, while Re [x] denotes the respective real part of an expression x.

Inserting this definition of the vector potential into the wave equation (2.5) reduces it to

the Helmholtz equation

(

p̂2 − k2
)

A(r) = 0, (2.7)
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Definition 2.1: Spatial structure light fields

A light field is called spatially structured if one of the following equivalent statements

is fulfilled:

• The laser field has a spatial structure A(r) 6= const.

• The magnetic field of the laser beam does not vanish B 6= 0

• The linear photon momentum does not vanish k 6= 0

If one of these statements is fulfilled, the remaining statements are fulfilled simul-

taneously, which results as a consequence of their equivalence.

with the wave number k = |k| = ω/c and the linear momentum operator p̂ = −i∇̂r.

The spatial dependence of the vector potential A(r) defines the spatial structure of the

associated laser field. Important insight can be drawn from the general spatial structure

of any laser field. Supposing no spatial structure exists A(r) = const., results in a

vanishing linear momentum p̂A(r) = kA(r) ⇒ k = 0 in Eq. (2.7), and consequently a

vanishing magnetic field which is nonphysical. A general definition of spatially structured

light fields is introduced in Def. 2.1. Generally, the dispersion relation k = ω/c forbids the

existence of oscillating light fields with a constant spatial structure. Nevertheless, in many

atom-light interactions, the contribution of the spatial structure is small and therefore

omitted. This approximation scheme refers to as dipole approximation which is extensively

discussed in Sec. 2.3. Under specific conditions, the error of the dipole approximation

increases significantly. In this case, the spatial structure, namely the magnetic field in

classical electrodynamics or the photon momentum in quantum mechanics, must be

considered. However, Chap. 4 presents a new approach to high-order harmonic generation

and discusses effects beyond the dipole regime.
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Figure 2.1.: Linearly polarized plane-wave beam (a) with the electric field (red) and the
magnetic field (blue). Both fields are plotted as a function of the z coordinate
for a fixed time t = t0. The phase in the transverse plane is visualized in (b)
for a fixed time t = t0 and z-coordinate z = z0. Here, the origin of the name
transverse plane wave can clearly be seen since the phase in the transverse plane
is constant or plane.

2.2. Plane wave solution of the Helmholtz equation

The spatially dependent vector potential of a transverse plane wave is an elementary

solution of the Helmholtz equation (2.7)

A(r) = A0e
ik·rε, (2.8)

with the field amplitude A0 , the wave vector k = kez, and the polarization vector

ε =
1√

1 + ε2
(ex + iΛεey) . (2.9)

Here, ε denotes the ellipticity of the transverse plane wave, while Λ defines its helicity.

Throughout this dissertation, the focus lies on transverse plane waves for which the

short-term plane waves is used in the following. Time-dependent plane waves are

characterized by their respective wavelength λ, field amplitude A0, ellipticity ε, and

helicity Λ. Figure 2.1a illustrates the electric and magnetic field of a linearly polarized

plane wave field, while Fig. 2.1b shows its respective phase for a fixed position z = z0 on

the optical axis. The name plane waves originates from the phase of the respective light

field, which does not change throughout the transverse x-y plane (polarization plane). This
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Definition 2.2: Monochromatic plane wave

A general monochromatic plane wave is defined as

A(r, t) = Re
[

A0e
i(r·k−ωt)ε

]

,

with the orthonormalized basis set {e1, e2, ek} which obeys

ε =
1√

1 + ε2
(e1 + iΛεe2) and ε · k = 0.

is additionally highlighted in Fig. 2.1a by planes of constant phase (gray) and decreasing

opacity along the optical axis (z). The field intensity is also a characteristic property of

plane waves and is defined by the cycle-averaged Poynting vector P = 1
µ0

E(r, t)×B(r, t)

as [29]

I(r, t) =
1

T

∣
∣
∣
∣
∣

∫ t+T

t
dτ P (r, t)

∣
∣
∣
∣
∣
,

=
A2

0ω
3c

8π2(1 + ε2)

∫ t+T

t
dτ

(

sin2 (kz − ωt) + ε2 cos2 (kz − ωt)
)

=
A2

0ω
2c

8π
. (2.10)

In the Coulomb gauge, the dependence of the cycle-averaged intensity is limited to the

electric field amplitude E0 = −A0ω if one utilizes the respective electric and magnetic

field (2.2) in the Coulomb gauge (2.4).

For specific cases, e.g. the superposition of plane-wave beams [30,31], it is advantageous

to generalize the definition of the vector potential by considering a general orthonormalized

basis set {e1, e2, ek}. The respective definition for a monochromatic plane wave can be

found in Def. 2.2.

The full vector potential with respect to Eq. (2.8) then reads

A(r, t) =
A0√

1 + ε2

(

cos (k · r − ωt) e1 − εΛ sin (k · r − ωt) e2

)

. (2.11)

For now, the essential case of circular polarization ε = 1 is investigated to discuss the

physical interpretation of the helicity Λ in more detail. To do so, one follows the ideas of
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Matula et al. [32] and defines the propagation direction of the plane-wave beam via

ek =










sin ϑk cos ϕk

sin ϑk sin ϕk

cos ϑk










, (2.12)

with the polar ϕk and azimuthal angle ϑk of the wave vector k, respectively. Since

the polarization vector is orthogonal to the wave vector, the Coulomb gauge condition

ε · k = 0 still holds and defines the polarization vector as

εkΛ = − Λ√
2










cos ϑk cos ϕk − iΛ sin ϕk

cos ϑk sin ϕk + iΛ cos ϕk

− sin ϑk










. (2.13)

It is often convenient to represent the polarization vector within the basis of spin-

momentum operators

εkΛ =
∑

ms=0,±1

cmse
−imsϕkηms , (2.14)

Ŝzηms =msηms , η±1 =
∓1√

2










1

±i

0










, η0 =










0

0

1










, (2.15)

with the expansion coefficients c0 = Λ√
2

sin ϑk and c±1 = 1
2
(1±Λ cos ϑk). Setting the polar

and azimuthal angle to zero determines the z-axis as the optical axis. The helicity is,

within this context, understood as the photon’s spin projection onto its own momentum

k [32]. Laser fields of ellipticity ε 6= 1 are described as a superposition of circularly

polarized plane waves such that the photon-spin interpretation is still valid for an

extension to elliptically polarized plane waves.

Overall, monochromatic plane-wave beams are characterized by their respective

wavelength λ = 2πc/ω, helicity Λ = ±1, ellipticity 0 ≤ ε ≤ 1, and intensity I.
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2.3. Laser fields in the dipole approximation

2.3.1. Plane wave beams

So far, plane waves as solutions to the Maxwell equations in vacuum have been discussed.

To simplify the respective equations, the Coulomb gauge (2.4) has been chosen which

condenses the respective Maxwell equations to Eq. (2.5). Furthermore, it was demon-

strated that the remaining Maxwell equation for a monochromatic laser field is then

defined by the Helmholtz equation (2.7). However, even simpler fields may solve the

Helmholtz equation, in which the radial dependency implicitly vanishes. The theoretical

analysis of several strong-field processes such as above-threshold ionization (ATI) and

HHG is extensively simplified by neglecting the spatial structure of the incident laser field

A(r0 + r, t) → A(r0, t) ≡ A(t). Here, the respective atom is located at the parametric

position r0. Strong-field processes, however, do not significantly depend on the spatial

structure of the laser field. The contribution of the spatial structure essentially depends

on the wave vector, which is proportional to the speed of light k ∝ 1/c and consequently

affects strong-field processes only marginally. The respective contribution of the spatial

structure, therefore, consists of a small correction and is neglected in the first instance.

The resulting vector potential of a continuous linearly polarized plane wave beam therefore

reads

A(t) = A0 sin (ωt) e1, (2.16)

with the spatial dependent vector potential A(r) = A0e1.

2.3.2. Plane wave pulses

In the experiment, light-matter interactions are often realized by laser pulses instead of

continuous laser beams. The plane-wave pulse has, in contrast to a plane-wave beam, a

modulating function that defines the pulse duration and the concrete temporal structure.

This function is known as the envelope of the pulse. The electric field of a linearly

polarized plane wave pulse reads [33]

E(t) = E0f(t) cos (ωt + ϕ0) e1, (2.17)
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Figure 2.2.: Gaussian plane-wave pulses: (a) The envelope (red) that encloses the pulse is
characterized by its finite pulse width (FWHM) τ , which is indicated by the
arrow and the associated dotes (green-black). (b) Modulus of the electric field
for the complete laser pulse (blue) and its envelope, mentioned in (a).

with envelope f(t), electric field amplitude E0, and constant phase ϕ0. A commonly used

pulse shape is the Gaussian pulse which is defined via

f(t) = e−4 ln(2)(t/τ)2

. (2.18)

The pulse duration τ is defined in terms of the so-called full width at half maximum

(FWHM), which indicates the time span between t1 and t2. Here, t1/2 denotes the

respective instance in time that obeys f(t1/2) = 1
2
. The envelope (red) is visualized in

Fig. 2.2a, with the pulse duration τ (arrow) while Fig. 2.2b illustrates the modulus of

the electric field for the complete laser pulse.

However, the actual structure of a Gaussian pulse envelope is often too complicated

for analytical purposes. In strong-field physics, it is often convenient to approximate the

envelope as a sine square pulse defined by

f(t) =







sin2
(

ωt
2np

)

0 ≤ t ≤ τ

0 otherwise
, (2.19)

with the pulse duration τ ≡ npT0. The Gaussian envelope is reasonably well approximated

by the sine-square envelope, especially for times close to the peak of the pulse. The

probability amplitude of strong-field processes generally decreases exponentially with

the respective instantaneous field strength. Therefore, even larger deviations of the sine
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Definition 2.3: Generalized vector potential

The generalized vector potential is a continuous superposition of transverse plane

waves

A(r, t) =
∫

d3kA(k, t) =
∫

d3k Re
[

akeiuk

]

,

with the transverse plane wave mode A(k, t), the complex amplitude ak, the plane

wave phase uk = r · k − ωkt, and the wave vector k. The complex amplitude ak

obeys the orthogonality relation of transverse plane waves as k ⊥ ak.

square approximation are insignificant apart from the peak of the pulse. A benefit of a sine

square envelope is its simple representation as a superposition of three monochromatic

plane wave beams in the respective time interval [34] which denotes a great advance in

contrast to the Gaussian envelope. In the case of sufficiently long laser pulses (np → ∞),

a general laser pulse may be approximated as a single laser beam with a constant envelope

f(t) → 1.

To summarize, the sine square approximation of the Gaussian envelope denotes an

accurate approximation for strong-field processes like ATI or HHG while its representation

remains reasonably simple. Another, more sophisticated approximation of the Gaussian

envelope is discussed within the context of phase-matched HHG in Chap. 5.

2.4. Spatially structured light fields

In the previous section, the properties of plane-wave laser beams and pulses within the

dipole approximation have been discussed. However, beyond these fairly simple solutions

of the Maxwell equations, there exist more elaborated approaches. In modern atomic and

strong-field physics, a particularly interesting class of light is called twisted light. Twisted

light beams and pulses have been shown to induce many interesting features which are

related to their specific spatial (twisted) structure. The most prominent feature is the

orbital angular momentum that is uniquely associated with twisted light [35, 36] and is,

for example, realized in Laguerre-Gaussian or Bessel beams. These beams, as well as

many more, can be represented as the continuous superposition of plane waves [32].

The Fourier coefficient or namely the complex amplitude ak characterizes the spatial

structure as well as the polarization of the respective laser field. Individual plane waves
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implicitly satisfy the Coulomb gauge with k · ak = 0. This can be seen by interchanging

the order of the partial derivatives in Eq. (2.4) with the integral over the respective wave

vector in Def. (2.3). Therefore, not only do the separate plane waves need to obey the

Coulomb gauge but the vector potential in general. The vector potential of an elliptically

polarized plane wave (2.11) is obtained with the respective complex amplitude as

ak =
A0√
1 + ε2

(e1 + iΛεe2) δ(k − k0). (2.20)

Twisted light: Bessel beam

Plane waves as introduced in the previous section represent the most straightforward

class of solutions to the Maxwell equations. A more elaborate class of solutions is

associated with twisted light beams. Laguerre-Gaussian or Bessel beams are commonly

used examples of these twisted light beams and represent particular families of solutions

to the Helmholtz equation (2.7). Twisted light beams possess helical phase fronts that

rotate or twist, around their propagation axis, illustrated in Fig. 2.3a.

This dissertation focuses on monochromatic Bessel beams that are eigenstates of the

total angular momentum projection

Ĵz = L̂z + Ŝz, ⇒ ĴzA(r) = mγA(r), (2.21)

with the orbital angular momentum operator L̂z = −i∂̂ϕ. In addition, the Bessel beam is

assumed to have a well-defined longitudinal momentum via

p̂2
zA(r) = k2

zA(r). (2.22)

Therefore, the transverse momentum is well defined by k⊥≡|k⊥| =
√

k2 − k2
z , with

k = ω/c, as a result of Eqs. (2.7) and (2.22).

An explicit expression of the spatially dependent vector potential A(r) needs to be

constructed such that it fulfills the Helmholtz equation (2.7), the eigenvalue equations

(2.21) and (2.22), and the Coulomb gauge (2.4), simultaneously. These conditions are

fulfilled for a superposition of circularly polarized plane waves [32,37] by

A(r) =
A0

(2π)2

∫

d2k⊥ aκmγ (k⊥)εkΛeik·r, (2.23)



Description of structured light fields 15

with the polarization vector εkΛ defined in Eq. (2.15) and the helicity Λ = ±1. Here, the

plane waves are weighted by a transverse-wave-vector-dependent amplitude

aκmγ (k⊥) = (−i)mγ

√

2π

κ
eimγϕkδ(k⊥ − κ). (2.24)

The Dirac delta distribution specifies the orientation of the corresponding plane waves

that form the Bessel beam. These plane waves have a well-defined transverse momentum

κ and lie on a cone in momentum space with opening angle θk = arctan(κ/kz); see

Fig. 2.3b. After performing the integration of Eq. (2.23) in momentum space, the

spatial-dependent vector potential of the Bessel beam reads

A(r) =
1∑

ms=−1

Ams(r)ηms , (2.25a)

Ams(r) =(−i)ms

√
κ

2π
cmsJmγ−ms(κr)ei(mγ−ms)ϕreikzz, (2.25b)

with the Bessel function of the first kind Jn(x), the azimuthal angle in real space ϕr, and

the coefficients

c0 =
Λ√
2

sin(θk), c±1 =
1

2

(

1 ± Λ cos(θk)
)

. (2.26)

Paraxial Bessel beams are often of particular interest in strong-field physics. In the

paraxial regime, the opening angle θk is small such that transverse momentum equivalently

fulfills κ � kz. The dominant contribution in the summation of Eq. (2.25a) is then

associated with ms = Λ and condenses to the respective spatial-dependent vector

potential [32,37,38]

A(r) ≈(−i)Λ

√
κ

2π
cΛJmγ−Λ(κr)ei(mγ−Λ)ϕreikzzηΛ. (2.27)

The circularly polarized paraxial Bessel beam is simultaneously the eigenfunction of the

spin and orbital angular momentum operators. The spin and orbital angular momentum

are therefore separably measurable observables and defined via

ŜzA(r) = ΛA(r), L̂zA(r) = m`A(r), (2.28)

with orbital angular momentum m` = mγ − Λ. Here, the helical phase fronts obey

m`ϕr + kzz ≡ 0 in accordance with Eq. (2.27) and can be seen in Fig. 2.3a while the

respective intensity profile is illustrated in Fig. 2.3c.
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Figure 2.3.: (a) Helical phase front of a paraxial Bessel beam with orbital angular momentum
m` = 1 and opening angle θk = 3◦ that winds around the optical (z) axis. (b)
Bessel beams are built as a superposition of transverse plane waves with wave
vectors k (black). These consist of a longitudinal kz (yellow) and a transverse-
wave-vector component κ (red). The superposition of the transverse plane waves
is visualized by the sliced cone with opening angle θk = 20◦. (c) The transverse
intensity of the paraxial Bessel beam as defined in Ref. [32] for the respective
beam parameters in (a).



Chapter 3.

Theoretical approach to

strong-field processes

“Not only is the Universe stranger than we think, it is stranger than we

can think.”

— Werner Heisenberg

3.1. Overview

This chapter provides an introduction to the theory of strong-field ionization and high-

order harmonic generation (HHG). A variety of targets may generate High-order harmonic

(HH) radiation, such as atoms [17,39], ions [40], molecules [41], solids [42], and crystals [43].

This dissertation particularly focuses on HHG from atomic and ionic gas targets, since

the respective microscopic theories differ significantly. Moreover, HHG from atomic

and ionic targets has been shown to be most efficient in the generation of ultra-short

coherent laser pulses from tabletop-sized devices and is utilized in many domains of

science [44–46].

Strong-field processes are light-atom interactions in which an intense light field

irradiates an atomic gas target; see Fig. 3.1a, and significantly affects the target system

at a microscopic scale. The intense classical light field interacts with quantized atomic

targets and induces transitions of a bound electron into the continuum, also known as

strong-field ionization. The essential difference to processes in other branches of atomic

physics originates from the high intensity of the incident light field, which leads to the

distortion of the atomic binding potential. The contribution of this distortion is of the

same order of magnitude as or slightly lower than the contribution of the atomic binding

17
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Figure 3.1.: (a) Geometry of a strong-field setup and (b) the associated strong-field processes,
namely ionization (ATI & MPI), sequential and nonsequential double ionization
(DI), and high-order harmonic generation (HHG).

potential. The perturbative descriptions of the respective processes do therefore not fit.

Strong-field processes are, consequently, often referred to be nonlinear or nonperturbative

in nature.

The ionization of a valence shell electron is an elementary process in strong-field physics.

Starting from this elementary ionization subsequently leads to more complex processes

such as HHG or double ionization. Here, Figure 3.1b schematically illustrates some of

these processes. The intense light fields are frequently utilized as quasi-monochromatic

plane wave pulses generated by high-intensity lasers like the titanium-sapphire laser [47,48]

or the yttrium-aluminum-garnet (YAG) laser [49]. The induced dynamics of these lasers in

strong-field ionization and other processes essentially depend on the physical parameters

of the atomic target and the laser field. For the sake of simplicity, the discussion in this

chapter is restricted to plane-wave laser fields within the dipole approximation as defined

in Sec. 2.3.

3.2. Atoms in intense electromagnetic fields

Keldysh’s work in the middle of the 1960 years [16] offers a parameter to characterize

different strong-field regimes. This so-called Keldysh parameter γ is dimensionless and
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Figure 3.2.: Strong-field ionization processes. The coordinate system represents the spatial
distance r (x-axis) and the potential energy Ep (y-axis): (a) multiphoton ion-
ization (MPI) and above-threshold ionization (ATI), (b) tunnel ionization (TI),
and (c) barrier suppression ionization (BSI).

depends on the atomic target and the laser beam via

γ =

√

Ip

2Up

=
ω

E0

√

2Ip. (3.1)

Here, Ip denotes the ionization potential of the respective atom, ω the frequency of the

laser beam, and E0 is the strength of the electric field. Furthermore, the cycle-averaged

kinetic energy of an electron propagating in a linearly polarized plane-wave laser beam is

introduced as the ponderomotive energy with

Up =
E2

0

4ω2
. (3.2)

The Keldysh parameter γ belongs to the positive real numbers and divides strong-

field ionization into three regimes, where each regime is associated with a specific

ionization process [50]. First, multiphoton ionization (MPI) and high-order above-

threshold ionization (ATI) dominate the regime for Keldysh parameters γ > 1. In both

processes, the bound electron ionizes by absorption of at least qmin photons with a single

photon energy Eph = ~ω, such that the combined photon energy Eq = qEph is equal

to or greater than the ionization potential Ip, shown in Fig. 3.2a. One particularly

observes multiphoton ionization if the energy of the absorbed photons Eqmin
approaches

the ionization potential. If the number of absorbed photons increases, q > qmin, the

ionization process is defined as above-threshold ionization. For Keldysh parameters

γ < 1, tunnel ionization (TI) dominates, in which the electric field suppresses the binding
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Table 3.1.: Ionization processes: Operating conditions and Keldysh parameters of the
respective ionization processes in terms of single-photon energy Eph, atomic
ionization potential Ip, and ponderomotive energy Up.

Ionization regime Operating condition Keldysh parameter

Single-photon ionization Eph > Ip � Up γ � 1

Multiphoton ionization Ip > Eph � Up γ � 1

Above-threshold ionization Ip > Up > Eph γ > 1

Tunnel ionization Up > Ip > Eph γ < 1

Barrier-suppression
ionization

Up � Ip > Eph

(restricted to increasing E0)

γ � 1

potential of the atom such that the bound electron may tunnel ionize into the continuum;

see Fig. 3.2b. With an increasing electric field strength the Keldysh parameter γ � 1

decreases further. The binding potential is consequently strongly suppressed by the

electric field so that the bound state of the electron is no longer associated with the

energetic minimum. This results in the so-called over-the-barrier ionization or barrier-

suppression ionization (BSI), illustrated in Fig. 3.2c. Note that there exists a crucial

difference in the ionization processes for Keldysh parameters larger than or smaller than

one. On the one side (γ > 1) electrons directly absorb a fixed number of photons, while

on the other side (γ < 1 and γ � 1) the binding potential is suppressed by the incident

laser field. This suppression enables the electrons to ionize without directly interacting

with the laser field. However, Tab. 3.1 lists the dominant ionization processes and their

associated operating conditions.

High-order harmonic generation, on the other hand, is a higher-order process that

is understood within the vivid model of Corkum [51]. Corkum divides the HH process

into three individual processes. Therefore, the model is also known as three-step model

of HHG, illustrated in Fig. 3.3. Initially, the bound electron tunnel ionizes into the

continuum; see Fig. 3.3a. Subsequently, the electron appears in the continuum, dressed

by the laser field as illustrated in Fig. 3.3b. The electron enters the continuum roughly

ten atomic units apart from the nucleus, which validates the neglection of a comparable

weak contribution from the atomic binding potential. Corkum refers to the second step

as the propagation of the electron in the dressed continuum. For linearly polarized light,

the electron returns to its parent ion after a half optical period and eventually recombines

radiatively, which denotes the third step in Fig. 3.3c. Besides the recombination, the

electron may similarly scatter at the electron cloud of the parent ion. The scattering
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Figure 3.3.: Three-step model of HHG illustrated by the electric field (red-solid line), electron
(red circle), atomic binding potential (black-dashed line), laser potential (green-
solid line), combined laser-atom potential (blue-solid line), and the vacuum
potential (red-dashed line). The coordinate system represents the spatial distance
r (x-axis) and the potential energy Ep (y-axis): (a) tunnel ionization of the
electron at the peak of the electric field, (b) propagation within the continuum,
(c) recombination of the electron with simultaneous emission of a high-order
harmonic photon.

potentially leads to the so-called nonsequential double ionization [18] as well as high-order

above-threshold ionization, by Paulus et al. Ref. [52]; see Fig. 3.1b. However, these

processes are not investigated in this dissertation and are therefore omitted.

3.3. Multiphoton and tunnel ionization

The macroscopic ionization of gas targets significantly influences the generation of high-

order harmonic radiation, which essentially highlights the importance of strong-field

ionization within the context of HHG. HHG predominantly operates within the mul-

tiphoton, above-threshold, and tunnel ionization regimes. For the sake of simplicity,

multiphoton and above-threshold ionization will, together, be referred to as multiphoton

ionization without loss of generality. Strong-field ionization for arbitrary Keldysh param-

eters and hydrogen-like atoms is well described by the Yudin-Ivanov (YI) theory [53],

apart from solving the time-dependent Schrödinger equation numerically [54]. It is

advantageous to limit the investigations in this dissertation to approximations of the YI

theory that incorporate the respective ionization processes to simplify the computation.

The approximations of the YI theory are known as the ADK theory [55], which describes

tunnel ionization within the regime of small Keldysh parameters γ � 1 and the earlier

developed PPT theory [56], that incorporates the tunnel- and multiphoton ionization
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regime. The PPT theory describes strong field ionization sufficiently well for Keldysh

parameters of γ ∼ 1 [57]. However, the PPT theory is accurate even for γ ≈ 3 to 4 as long

as the photon energy is small compared to the ionization potential with Eph � Ip [53],

which holds for the vast majority of HHG configurations.

3.3.1. PPT theory

The PPT theory describes ionization into the continuum from a bound state of a three-

dimensional hydrogen-like atom (or ion). The respective ionization rates are derived for

an arbitrary initial state of OAM ` and magnetic quantum number m. These ionization

rates are utilized in Chap. 5, which investigates phase-matched HHG.

In recent years, interest in shorter laser wavelengths has increased throughout the

HHG community [58–61]. For these short wavelengths, the Keldysh parameter increases

γ ' 1 so that strong-field ionization by wavelengths shorter than λ ≤ 800 nm is not

sufficiently well described by the ADK theory. Therefore, the more sophisticated PPT

theory is utilized, which additionally incorporates multiphoton ionization and matches

the experimental observation within the respective parameter region; see Tab. 3.1.

The hydrogen-like atomic target is characterized by the quantum numbers n, `, m

and its respective effective quantum numbers n∗ ≡ Z/
√

2Ip, `∗ ≡ n∗ − 1 with the charge

of the remaining ion Z and the ionization potential Ip. Furthermore, two atom-specific

parameters are defined as

|Cn∗,l∗| =
22n∗

n∗Γ (n∗ + `∗ + 1) Γ (n∗ − `∗)
, Glm =

(2` + 1)(l + |m|)!
2|m||m|!(l − |m|)! , (3.3)

with the gamma function Γ(z). The coefficients |Cn∗,l∗| and Glm are normalization

constants associated to the radial and azimuthal parts of the hydrogen-like wave function,

respectively. The PPT ionization rate of an electron in the magnetic sub-state m then

reads [33,56]

wP P T
m (t) =|Cn∗`∗|2G`mIp

(

2(2Ip)3/2

E(t)

)2n∗−|m|−1

e− 2(2Ip)3/2

3E(t)
G(γ)

× 4

|m|!
√

3π

γ2

1 + γ2

(

1 + γ2
)(|m|+1)/2

∞∑

q≥qthr

Aq(ω, γ), (3.4)
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with the Keldysh parameter γ defined in Eq. (3.1) and the electric field of the incident laser

as E(t). Note that the dominant contribution to the ionization rate is associated with the

exponential term, while minor contributions are related to the long-range interaction term

by
(

2(2Ip)3/2

E(t)

)2n∗−|m|−1

. The functions Aq(ω, γ), G(γ) and their respective constituents

are listed in the following:

Aq(ω, γ) =e−α(q−v)Dm

(√

β (q − v)
)

, (3.5a)

G(γ) =
3

2γ

[(

1 +
1

2γ2

)

sinh−1(γ) −
√

1 + γ2

2γ

]

, (3.5b)

α(γ) =2

(

sinh−1(γ) − γ√
1 + γ2

)

, (3.5c)

β(γ) =
2γ√

1 + γ2
, (3.5d)

v =
Ip + Up

ω
, (3.5e)

Dm(x) =
x2|m|+1

2

∫ 1

0
dt

e−x2tt|m|
√

1 − t
= e−x2

∫ x

0
dy ey2

(x2 − y2)|m|. (3.5f)

Note, the function Dm(x) is closely related to the Dawson function Dawson(x) =

e−x2 ∫ x
0 dy ey2

[62]. Finally, the average ionization rate from all 2` + 1 sub-states reads as

wP P T (t) =
1

2` + 1

∑̀

m=−`

wP P T
m (t). (3.6)

3.3.2. ADK theory

The ADK ionization rate approximates the respective PPT rate reasonably well within

the tunnel ionization regime γ < 1; see Tab. 3.1. In the limiting case of γ � 1, the

second line of Eq. (3.4) and G(γ) approach unity [56] such that the ADK ionization rate

reads [33]

wADK
m (t) =|Cn∗`∗|2G`mIp

(

2(2Ip)3/2

E(t)

)2n∗−|m|−1

e− 2(2Ip)3/2

3E(t) . (3.7)
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To have a convenient notation for further investigations the following parameters are

defined

κm =3gm+1 |Cn∗`∗|2G`mIp

2` + 1
, (3.8a)

gm =2n∗ − |m| − 2, (3.8b)

F0 =
2

3
(2Ip)3/2, (3.8c)

such that the ADK ionization rate reads

wADK(t) =
∑̀

m=−`

κm

(

F0

E(t)

)gm+1

e− F0
E(t) . (3.9)

Even though both ionization models are rough approximations, they are widely used

e.g. in theoretical models considering ground state depletion [63] or phase-matching

simulations [64, 65]. They consequently represent an important and valuable tool for the

strong-field community.

3.4. High-order harmonic generation

Since the early days of HHG, the HH process was qualitatively understood utilizing the

three-step model proposed by Corkum [51]. The three-step model approximates the wave

function of the initial and final states as hydrogen-like, while the electron propagation

in the continuum remains classical. More sophisticated theoretical approaches like the

Lewenstein model, are available today. An important component of the Lewenstein

model is the strong-field approximation (SFA) which is investigated beyond the dipole

approximation in Chap. 4.

The Lewenstein model assumes that high-order harmonic radiation is emitted by

electric dipoles. The respective electric dipole moment D(t) = q〈r(t)〉 within the

quantum mechanical realm is defined as the expectation value of the position operator

D(t) = q 〈Ψ (r, t)| r̂ |Ψ (r, t)〉 . (3.10)

Since the numerical solution of the time-dependent Schrödinger equation (TDSE) is

computationally expensive, it is advantageous to approximate the system within a



Theoretical approach to strong-field processes 25

Definition 3.1: Major assumptions of the SFA

(i) The laser field only interacts with a single electron of the valence shell.

(ii) The laser field does not couple to any bound state other than the ground

state of the atomic target.

(iii) The continuum states are described by Volkov states which neglect contribu-

tions of the atomic potential.

(iv) The ground state wave function is known.

(v) The incident laser field is locally homogeneous with regard to the atomic

length scale.

meaningful context. The major assumptions of the SFA are highlighted below, while

others are discussed later. However, the full set of assumptions is listed in Def. 3.1.

The Hamiltonian of a charged particle dressed by an electromagnetic field and a static

potential is given via

Ĥ =
1

2

(

p̂ − qA(r, t)
)2

+ V̂ (r) + qΦ(r, t), (3.11)

with the scalar potential Φ(r, t) and vector potential A(r, t) of the incident laser field,

the momentum operator p̂ = −i∇̂r, the particle charge q, and the static potential V (r).

Here, the static potential is anticipated as the binding potential of the target atom or

ion. The standard conditions of HHG are well-known [50,66] and approximately lie at

intensities of I ∼ 1014 W/cm2, wavelengths of λ ∼ 1000 nm and hydrogen-like atoms like

argon with ionization potential Ip = 15.76 eV. The respective Keldysh parameter (3.1)

results as γ ∼ 0.3, which lies within the tunnel ionization regime; see Tab. 3.1. Since

the charged particle in the electromagnetic field is an electron, the respective charge

reads q = −1. Furthermore, the system fulfills Def. 3.1(v) as the wavelength of the

incident laser field is much larger than the diameter of the target atom, which validates

the neglect of the spatial structure of the respective laser. This approximation is known

as dipole approximation and condenses Eq. (3.11) to

Ĥ =
1

2

(

p̂ + A(t)
)2

+ V̂ (r) − Φ(r, t). (3.12)

The Hamiltonian in the dipole approximation essentially represents the nonrelativistic

Coulomb Hamiltonian and is further termed the dipole Hamiltonian Ĥ with its associated
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dipole wavefunction Ψ. Since any spatial dependence of the vector potential would

induce magnetic field contributions via B(r, t) = ∇̂r × A(r, t), they are associated with

relativistic corrections as B(r, t) ∝ 1
c
.

3.4.1. Dipole Volkov states

The dynamics of a charged particle in an external oscillating laser field are essential to

accurately describe strong-field processes. The state which describes this system, the

Volkov state, was first derived by Volkov [67] in 1935 as solutions of the Dirac equation

for a superposition of monochromatic plane waves. The derivation of the nonrelativistic

dipole Volkov state from the TDSE is shown in length and velocity gauge, which are

commonly used in strong-field physics. Within the dipole approximation, the TDSE of a

charged particle dressed by an electromagnetic field reads

i∂̂t |χ(t)〉 = Ĥle |χ(t)〉 , Ĥle =
1

2

(

p̂ + A(t)
)2 − Φ(r, t). (3.13)

The vector potential vanishes in length gauge A(t) = 0 such that the resulting dipole

Hamiltonian reads

ĤL
le =

p̂2

2
− Φ(r, t), Φ(r, t) = −r · E(t), (3.14)

while the scalar potential vanishes in velocity gauge Φ(r, t) = 0 and yields

ĤV
le =

1

2

(

p̂ + A(t)
)2

, A(t) = −
∫ t

dτ E(τ). (3.15)

The gauge function Λ(r, t) = −r · A(t) in Eq. (2.3) transforms the velocity gauge dipole

Hamiltonian into length gauge. Here, the derivation of the Volkov state in velocity gauge

is rather simple and yields the TDSE in momentum space

i∂̂tχ(p, t) =
1

2

(

p̂ + A(t)
)2

χ(p, t), (3.16)
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which is integrated and yields the Volkov state in the momentum space as

χ(p, t) = e−iSV (p,t), SV (p, t) ≡ SV (p, t, −∞) =
1

2

∫ t

−∞
dτ
(

p + A(t)
)2

, (3.17)

with the Volkov phase SV (p, t). Inverse Fourier transforming the state from momentum

into real space then yields

χ(r, t) =
1

(2π)3/2
eir·pe−iSV (p,t). (3.18)

The Volkov states in real space finally read

χV G
p (r, t) =

1

(2π)3/2
eir·p−iSV (p,t), (3.19a)

χLG
p (r, t) =χV G

p (r, t)e−iΛ(r,t) =
1

(2π)3/2
eir·[p̂+A(t)]e−iSV (p,t),

=〈r|p + A(t)〉e−iSV (p,t). (3.19b)

Here, a gauge transformation, with gauge function Λ(r, t) = −r · A(t), is applied to

obtain the position space Volkov state in length gauge.

3.4.2. Gauge invariant strong-field transition amplitude

Invariant observables

Quantum mechanics is generally known to fulfill gauge invariance, which implies that

physical observables do not depend on the chosen gauge. However, in recent years

many theoretical investigations revealed an explicit gauge dependency in strong-field

processes like ATI [68] or HHG [69]. This broken gauge invariance originates from

insufficient approximations of the exact system. This section derives a gauge-invariant

strong-field amplitude while following the gauge-fixing procedure presented in Ref. [70].

A similar approach within the relativistic regime is presented in Ref. [71,72] for plane

wave lasers. Furthermore, this section outlines the general issue that induces explicit

gauge dependency within an intuitive context.

The choice of a particular gauge does not affect the physical fields, namely the

electric and magnetic fields, as discussed in Sec. 2.1. In classical electrodynamics, the
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scalar potential and the vector potential are valuable tools to describe the respective

physical fields, even though these potentials are not mandatory for their description.

Quantum mechanical systems, on the other hand, require these potentials [73] such

that the respective gauge must be considered properly. In general, physical observables

necessarily fulfill gauge invariance, which includes mathematically exact perturbation

schemes. The expectation value of an arbitrary operator Ô and its associated eigenstate

Ψ can consequently be rewritten as a perturbative expansion. The expansion state Ψi

and its associated operator Ôij build up the exact expectation value via

〈Ψ| Ô |Ψ〉 = 〈Ψ0| Ô00 |Ψ0〉 + 〈Ψ1| Ô10 |Ψ0〉 + 〈Ψ0| Ô01 |Ψ1〉 + 〈Ψ1| Ô11 |Ψ1〉 + ... , (3.20)

where the right-hand side needs to obey gauge invariance independently of its specific

eigenstate expansion Ψi. This expansion does not explicitly determine the value of the

respective perturbative contribution 〈Ψi| Ôij |Ψj〉, but the sum of these contributions. In

other words, 〈Ψi| Ôij |Ψj〉 is indefinite, which naturally leads to a gauge dependency; see

Ref. [68, 74–76]. In particular, interest lies in gauge-invariant expectation values for each

perturbative order, such that the respective expansion of the expectation value, Ô, may

stop at a finite order i → iend while still yielding physical (gauge invariant) observables.

Therefore, it requires special care within the choice of the respective eigenstate expansion.

Many investigations have shown that the so-called energy operator yields gauge-invariant

strong-field amplitudes within a perturbative eigenstate expansion [77–79]. The following

derivation explicitly highlights the gauge-invariant strong-field ionization amplitude.

The time evolution of the dipole Hamiltonian (3.12) is defined by the TDSE as

i∂̂t |Ψ(r, t)〉 =
[

1

2

(

p̂ + A(t)
)2

+ V̂ (r) − Φ(r, t)
]

|Ψ(r, t)〉 . (3.21)

The dipole wave function Ψ(r, t) in combination with the arbitrary gauge function Λ(r, t)

fulfills gauge invariance

Ψ′ = UΨ, U = e−iΛ, U †U = 1, (3.22)

if it satisfies the Schrödinger equation (3.21). Furthermore, an operator Ô(p, r, A, Φ) is

referred to as gauge invariant and consequently represents a physical quantity [80] if the

following identity holds

Ô(p, r, A, Φ) = UÔ(p, r, A, Φ)U †. (3.23)



Theoretical approach to strong-field processes 29

While the canonical momentum p and the vector potential A generally do not fulfill this

condition

p̂′ = U p̂U † = p̂ + ∇̂rΛ(r, t) ⇒ p̂′ 6= p̂,

A′(r, t)
(2.3)
= A(r, t) + ∇̂rΛ(r, t) ⇒ A′(r, t) 6= A(r, t), (3.24)

the kinetic momentum meve = ve = p + A(r, t) and the so-called energy operator

Ê (t) =
1

2

(

p̂ + A(t)
)2

+ V̂ (r)

⇒ Ê
′(t) = U Ê (t)U † =

1

2

(

p̂ + A(t)
)2

+ V̂ (r) = Ê (t), (3.25)

do. The dipole Hamiltonian (3.12) may decompose in terms of the energy operator and

the scalar potential via

Ĥ = Ê (t) − Φ(r, t). (3.26)

Consider an orthonormalized basis set |Ψn(t)〉 (bound states) of the field-free Hamiltonian

Ĥ0 = p̂2/2 + V (r) that obeys

Ĥ0 |Ψn(t)〉 = εn |Ψn(t)〉 and |Ψn(t)〉 = e−iεnt |Ψn〉 , (3.27)

which leads to the associated energy eigenstate |ΨE

n〉 1

|ΨE

n(t)〉 = e−ir·A(t) |Ψn(t)〉 ⇒ Ê (t) |ΨE

n(t)〉 = εn |ΨE

n(t)〉 . (3.28)

Time evolution operator

The time evolution operator Û(t, t′) of the general wave function Φ fulfills

|Φ(t)〉 = Û(t, t′) |Φ(t′)〉 , (3.29)

1Note, the energy operator generally depends on the vector potential of the laser field, while the
respective eigenvalues εn do not
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while the operator obeys the respective TDSE for a general Hamiltonian Ĥ via

i∂̂tÛ(t, t′) = Ĥ(t)Û(t, t′), with Û(t, t) = 1 (3.30)

The time evolution operator of the energy eigenstate (3.28) is then defined by

ÛE (t, t′) =
∑

n

|ΨE

n(t)〉 〈ΨE

n(t′)| ,

=e−ir·A(t)Û0(t, t′)eir′·A(t′), (3.31)

with the time evolution operator Û0 of the field-free Hamiltonian Ĥ0 and the n-th

eigenstate Ψn (n = 0 ↔ ground state). ÛE consequently fulfills the TDSE via

i∂̂tÛE (t, t′) =
(

Ê (t) + r · ∂̂tA(t)
)

ÛE (t, t′). (3.32)

A convenient method to consider the time evolution of the system is to decompose the

dipole Hamiltonian as

Ĥ(t) = Ê (t) − Φ(r, t) = ĤE (t) + Ĥint(t),

⇒ ĤE (t) = Ê (t) + r·∂̂tA(t) and Ĥint(t) = −
(

Φ(r, t) + r · ∂̂tA(t)
)

, (3.33)

while further expressing the time evolution operator of the decomposed dipole Hamiltonian

in terms of a Dyson series, defined in Def. 3.2. The respective Dyson series of the dipole

time evolution operator consequently reads as

Û(t, t′) = ÛE (t, t′) − i
∫ t

t′
dτ Û(t, τ)Ĥint(τ)ÛE (τ, t′). (3.34)

This representation holds for both length and velocity gauge where it considers the

dipole time evolution operator (3.29) in the single electron approximation; see Def. 3.1(i).

Strong-field transition amplitude

Transition amplitudes are an essential component for describing many phenomena in

nature and, particularly, in atomic physics. Strong-field ionization is associated with such

amplitudes by the interaction of an atom with an intense laser field. The corresponding

ionization amplitude is written in terms of the temporal evolution (3.34) of the dipole
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Definition 3.2: Dyson series

The Hamiltonian of a system is defined as ĤC = ĤA +ĤB where the time evolution

operator Ûj(t, t′) of the Hamiltonian Ĥj with j ∈ {A, B, C} solves

i∂̂tÛj(t, t′) = ĤjÛj(t, t′) under Ûj(t, t) = 1.

In terms of the Dyson series, the time evolution operator of the system reads as

ÛC(t, t′) = ÛA(t, t′) − i
∫ t

t′
dτ ÛC(t, τ)ĤB(τ)ÛA(τ, t′).

wave function via

Mp,0 = lim
t→∞

〈Ψp(t)|Ψ(t)〉 ,

= lim
t→∞, t0→−∞

〈Ψp(t)| Û(t, t0) |Ψ0(t0)〉 ,

= lim
t→∞, t0→−∞

[

〈Ψp(t)| ÛE (t, t0) |Ψ0(t0)〉

− i
∫ t

t0

dτ 〈Ψp(t)| Û(t, τ)Ĥint(τ)ÛE (τ, t0) |Ψ0(t0)〉
]

. (3.35)

Here, the first term in Eq. (3.35) vanishes in the limiting process, (t, t0) → (∞, −∞),

since the ground state |Ψ0〉 and the continuum plane wave state |Ψp〉 are orthogonal

eigenstates of the field-free Hamiltonian Ĥ0. Iterative replacement of the dipole time

evolution operator in the second term of Eq. (3.35) with its respective Dyson series

(3.34) leads to higher-order contributions. However, the direct ionization amplitude is of

particular interest and is calculated by utilizing the assumptions in Def. 3.1(i)-(iii)

Mp,0 = lim
t→∞, t0→−∞

− i
∫ t

t0

dτ 〈Ψp(t)| Ûle(t, τ)Ĥint(τ)ÛE (τ, t0) |Ψ0(t0)〉 , (3.36)

where the higher-order contributions of the Dyson series are neglected. The dipole time

evolution operator subsequently reduces to the laser electron evolution operator Ûle by

further assuming a vanishing contribution of the binding potential. Therefore, the laser

electron time evolution operator replaces the dipole time evolution operator Û ⇒ Ûle,

in the last line of Eq. (3.36). The Volkov state (3.19) finally describes the state of the

ionized particle in the electromagnetic field, which was previously discussed in Sec. 3.4.1.

Inserting the Volkov state into Eq. (3.36) and further utilizing Eq. (3.31) to evolve

the bound state via ÛE (τ, t0) |Ψ0(t0)〉 = e−ir·A(τ) |Ψ0(τ)〉 and the continuum state via
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〈Ψp(t)| Ûle = 〈χp(τ)| yields the direct ionization amplitude as 2

Mp,0 =i
∫ ∞

−∞
dτ 〈χp(τ)| e−ir·A(τ)

(

Φ(r, τ) + r · ∂̂τ A(τ)
)

|Ψ0(τ)〉 . (3.37)

The remaining part of this section verifies and discusses the gauge invariance of the

strong-field ionization amplitude (3.37) in length and velocity gauge. The ionization

amplitude within the length gauge A(t) = 0 → Φ(r, t) = −r · E(t) results as

Mp,0 = − i
∫ ∞

−∞
dτ 〈χLG

p (τ)| r · E(τ) |Ψ0(τ)〉 , (3.38)

while the amplitude in velocity gauge Φ(r, t) = 0 → E(t) = −∂̂tA(t) follows with

Mp,0 =i
∫ ∞

−∞
dτ 〈χV G

p (τ)| e−ir·A(τ) r · ∂̂tA(τ) |Ψ0(τ)〉 ,

= − i
∫ ∞

−∞
dτ 〈χLG

p (τ)| r · E(τ) |Ψ0(τ)〉 . (3.39)

Note that the relation between the Volkov states in length and velocity gauge is

equivalent to the hermitian conjugate of Eq. (3.19b) for the gauge function Λ(r, t) =

−r · A(t).

Overall, gauge invariance concerning length and velocity gauge is achieved after careful

approximation of the system. In particular, this is done by perturbatively expanding the

dipole wave function in terms of the energy eigenstate |ΨE

n(t)〉. The eigenvalue of the

energy operator is then associated with a physical quantity within this approximation

scheme. The energy operator in length gauge reduces to the field-free Hamiltonian Ĥ0

which guarantees gauge invariance since the latter corresponds to a physical quantity

of the respective eigenstate |Ψn(t)〉. However, the field-free Hamiltonian is generally a

nonphysical quantity, since the associate state is not an eigenstate of the energy operator.

This is noticeable in velocity gauge where the Hamiltonian expands as Ĥ = Ĥ0 + Ĥrad

with Ĥrad = A(t) · p̂ + 1
2
A2(t) and Ĥ0 = p̂2/2 + V (r), respectively. The energy operator

does not match the field-free Hamiltonian such that the expansion in terms of the

eigenstates |Ψn(t)〉 results in gauge-dependent ionization amplitudes. Beyond this, there

exists a vivid interpretation within an intuitive context. The Dyson series denotes a

perturbative expansion in which Û is iteratively replaced by itself on the right-hand side

2The incident laser is turned off for τ → −∞ which reduces the second exponential function of ÛE (τ, t0)
in Eq. (3.36) to one.
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Definition 3.3: Hydrogen-like dipole matrix element

The dipole matrix element of a hydrogen-like atom in the ground state reads

d(p) = 〈p| r̂ |Ψ0〉 = −i
219/4I5/4

p

π

p

(p2 + 2Ip)3
,

with the hydrogen-like ground state |Ψ0〉 and the plane-wave state 〈p|

|Ψ0〉 =
(2Ip)3/4

√
π

e−|r|
√

2Ip , 〈p|r〉 =
e−ir·p

(2π)3/2
.

of Eq. (3.34). Each iteration introduces further interactions to the dipole time evolution

operator. The direct ionization amplitude corresponds to the first-order contribution and

represents a single light-atom interaction at time τ . Even though the laser field affects

the bound-state electron, these effects are associated with higher-order contributions

and are consequently omitted in the first order. Therefore, the single interaction of the

direct ionization amplitude is directly related to the ionization process itself. In such

a system, the ground state |Ψ0(τ)〉 is not affected by the laser field. The respective

energy eigenvalue εn of the bound-state electron in Eq. (3.28) is then time and laser field

independent. The eigenvalue is consequently associated with the ionization potential as

a physical quantity and is therefore gauge-independent.

3.4.3. Strong-field approximation

The strong-field approximation (SFA) by Lewenstein et al. [81] was developed in 1994 as

a quantum mechanical approach for describing HHG on a microscopic scale. Alongside

Lewenstein and his coworkers, Kulander [40,82] performed crucial investigations, which

led to the development of the three-step model.

However, starting from the dipole Hamiltonian (3.12) the TDSE reads

i∂̂t |Ψ(t)〉 = Ĥ |Ψ(t)〉 = Ê (t) − Φ(r, t) |Ψ(t)〉 , (3.40)
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with the energy operator Ê , defined in Eq. (3.25). The dipole wave function is then

rewritten by the dipole time evolution operator (3.34) as

|Ψ(t)〉 = Û(t, t0) |Ψ(t0)〉 ,

≈ ÛE (t, t0) |Ψ0(t0)〉 − i
∫ t

t0

dτ Ûle(t, τ)Ĥint(τ)ÛE (τ, t0) |Ψ0(t0)〉 , (3.41)

while the time evolution operator in the second line is approximated by Û ⇒ Ûle, within

the same context as discussed below Eq. (3.36). Here, t0 denotes a time at which the

laser pulse does not affect the system, so the system is well described by the field-free

Hamiltonian. Inserting the approximate dipole wave function (3.41) into the atomic

dipole moment (3.10) yields

D(t) = −
∫ t

t0

∫ t

t0

dτ dτ ′ 〈Ψ0(τ
′)| eir·A(τ ′)Ĥint(τ

′)Ûle(τ
′, t) r̂ Ûle(t, τ)Ĥint(τ)e−ir·A(τ) |Ψ0(τ)〉

︸ ︷︷ ︸

≈0

+ i
∫ t

t0

dτ 〈Ψ0(t)| eir·A(t) r̂ Ûle(t, τ)Ĥint(τ)e−ir·A(τ) |Ψ0(τ)〉

− i
∫ t

t0

dτ ′ 〈Ψ0(τ
′)| eir·A(τ ′)Ĥint(τ

′)Ûle(τ
′, t) r̂ e−ir·A(t) |Ψ0(t)〉

− 〈Ψ0(t)| r̂ |Ψ0(t)〉
︸ ︷︷ ︸

=0

, (3.42)

where the last term vanishes identically, and the first term denotes a higher-order

contribution that is neglected. The remaining equation reads as follows

D(t) = i
∫ t

t0

dτ 〈Ψ0(t)| eir·A(t) r̂ Ûle(t, τ)Ĥint(τ)e−ir·A(τ) |Ψ0(τ)〉 ,

= i
∫ t

t0

dτ
∫

d3p 〈Ψ0(t)| eir·A(t) r̂ |χp(t)〉

× 〈χp(τ)| Ĥint(τ)e−ir·A(τ) |Ψ0(τ)〉 ,

= i
∫ t

t0

dτ
∫

d3p 〈Ψ0| r̂ |p + A(t)〉 〈p + A(τ)| Ĥint(τ) |Ψ0〉

× eiε0(t−τ)e−iSV (p,t,τ), (3.43)

where one inserts the definition of the Volkov state (3.19) and further uses Ûle(t, τ) =
∫

d3p |χp(t)〉 〈χp(τ)| as well as the definition of |Ψn(t)〉 (3.27). After inserting the

interaction Hamiltonian (3.33) and selecting a respective gauge, the atomic dipole
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moment reads

D(t) = i
∫ t

t0

dt′
∫

d3p

recombination
︷ ︸︸ ︷

d†
(

p + A(t)
) [

E(t′) · d
(

p + A(t′)
)]

︸ ︷︷ ︸

ionization

propagation
︷ ︸︸ ︷

e−iS(p,t,t′), (3.44)

S(p, t, t′) =
1

2

∫ t

t′
dτ

[(

p + A(t)
)2

+ 2Ip

]

, (3.45)

where one changes the integration parameter τ → t′, inserts the ionization potential

Ip = −ε0 and introduces the quasi-classical action S(t, t′). Furthermore, the dipole matrix

element and its Hermitian conjugation are defined as

d(p) = 〈p| r̂ |Ψ0〉 , d†(p) = 〈Ψ0| r̂ |p〉 , (3.46)

which are associated with the ionization and recombination of an electron and its parent

ion, respectively. The atomic dipole moment (3.44) is related to the three-step model

by a quasi-classical interpretation. First, the factor E(t′) · d
(

p + A(t′)
)

considers the

laser-field-induced ionization, while second, the electron propagation in the continuum is

imprinted on the quasi-classical action in exp
(

−iS(p, t, t′)
)

. In the end, the dipole matrix

element d†
(

p̂ + A(t)
)

represents the recombination of the continuum electron with its

parent ion. These matrix elements denote the transitions between a hydrogen-like ground

state and a plane-wave continuum state. Even though this approximation is generally

limited to hydrogen and helium, elements with a similar structure, e.g. other noble gases,

may be considered as well. The respective dipole matrix element is defined in Def. 3.3.

Saddle-point approximation

The effort to compute Eq. (3.44) numerically is often too high for practical purposes.

This effort originates from the three-dimensional momentum integral in combination with

the rapid phase oscillation of the exponential exp
(

−iS(p, t, t′)
)

. There exist different ap-

proaches to simplify the respective momentum integral extensively. However, this section

discusses a commonly utilized approach, namely the so-called saddle-point approximation

(SPA). The SPA, defined in Def. 3.4, is an analytical technique to approximate rapidly os-

cillating integrals in which the accuracy increases for faster oscillating functions. Here, the

scalar function in Def. 3.4 is associated with the quasi-classical action φ(p) ⇔ S(p, t, t′)

while G(p) identifies with the residual integrand. The dominant contribution of the

canonical momentum p in the quasi-classical action is proportional to exp(ip2), which
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Figure 3.4.: HHG spectrum within the Lewenstein model. The atomic dipole moment |Dq|
of an argon atom is shown about the harmonic order q for an incident sin2

laser pulse (2.19) of three optical periods with a fundamental wavelength of
λ = 1030 nm (Yb:YAG-laser) and intensity I0 = 1 · 1014 W/cm2.

Definition 3.4: Saddle-point approximation

Let F be the m-dimensional complex vector given by

F =
∫ x1

x0

dx G(x)eiφ(x),

with the m-dimensional function G(x) and the scalar function φ(x) that depend

on the n-dimensional vector x. Let G(x) vary much slower than eiφ(x) for all

x ∈ [x0, x1]. The saddle-point approximation of F is then defined via

F =
∫ x1

x0

dx G(x)eiφ(x) ≈
∑

s

√
√
√
√
√

(2πi)n

Hx

(

φ (x)
)∣
∣
∣
x=xs

G(xs)e
iφ(xs),

where Hx

(

φ (x)
)

denotes the Hessian determinant of φ(x) at the saddle point

xs. The saddle points xs fulfill the condition 0 = ∇̂xφ(x) |x=xs . More detailed

information about the saddle-point approximation can be found at Ref. [83–86].

oscillates much faster than the remaining integrand. The momentum dependence of G is

encoded in the dipole matrix elements, where the dominant contribution obeys G ∝ p−2.
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The SPA consequently applies since the exponential function evolves significantly faster

as a function of the canonical momentum than the remaining integrand.

The saddle-point momentum ps is unambiguously identified by the quadratic depen-

dency of the kinetic momentum p + A(τ) in the action as

∇̂pS(p, t, t′) ≡ 0 =
∫ t

t′
dτ
(

p + A(t)
)

⇒ ps(t, t′) = − 1

t − t′

∫ t

t′
dτ A(τ), (3.47)

Hp

(

S (p)
)

|p=ps =|∇̂p∇̂pS(p)|p=ps = −(t − t′)3, ∀ t > t′, (3.48)

while Hp

(

φ (p)
)

is the determinant of the respective Hesse matrix. Applying the SPA

(Def. 3.4) to the atomic dipole moment in Eq. (3.44) then yields

D(t) =i
∫ t

−∞
dt′

(−2πi

t − t′

)3/2

× d†
(

ps + A(t)
) [

E(t′) · d
(

ps + A(t′)
)]

e−iS(ps,t,t′). (3.49)

where t0 approaches infinity. The saddle-point momentum is associated with the kinetic

momentum of the electron in the continuum, whereas the momentum integration cor-

responds to the interference of different quantum-paths in the spirit of Feynman’s path

integral formalism [87].

Computations of Eq. (3.49) are performed for a Yb: YAG-laser [88] with an argon

target atom. Figure 3.4 illustrates the respective harmonic spectrum, which represents

the Fourier transform of Eq. (3.49) from the time, into the frequency domain. The

characteristic plateau region (8 < q < 39) is clearly visible and results in the consequence

of the nonlinear laser-atom interaction. The atomic dipole moment decreases exponentially

outside of the plateau region, where the region of low-order harmonics (q < 8) is referred

to as the perturbative region, while the region with higher-order harmonics (q > 39) is

associated with the high-order harmonic (HH) cutoff qc = (3.17Up + Ip)/ω.
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3.4.4. Quantum Orbit approach

The Quantum-Orbit (QO) approach denotes a further approximation of the atomic dipole

moment within the frequency domain

D(q) ≡ Dq =
∫ ∞

−∞
dt D(t)eiωqt,

=i
∫ ∞

−∞
dt
∫ t

−∞
dt′

(−2πi

t − t′

)3/2

d†
(

ps + A(t)
)

×
[

E(t′) · d
(

ps + A(t′)
)]

e−iΘ(t,t′), (3.50)

with the intrinsic phase Θ(t, t′) ≡ S(ps, t, t′) − iωqt and the energy ωq of the q-th order

harmonic. The QO approach utilizes the SPA to approximate both temporal integrals,

where the SPA applies to the rapidly oscillating complex exponential exp
(

−iΘ(t, t′)
)

,

similar to the SPA discussed in Sec. 3.4.3. The temporal saddle points are significantly

more difficult to determine compared to the closed analytic form of the respective saddle-

point momentum in Eq. (3.47). The temporal saddle points (ts, t′
s) must satisfy their

respective saddle-point condition, which reads

0 ≡ ∂̂t′Θ(t, t′)|(t,t′)=(ts,t′
s) ⇒ 1

2

(

ps(ts, t′
s) + A(t′

s)
)2

= −Ip, (3.51a)

0 ≡ ∂̂tΘ(t, t′)|(t,t′)=(ts,t′
s) ⇒ 1

2

(

ps(ts, t′
s) + A(ts)

)2
= ωq − Ip. (3.51b)

The saddle points t′
s and ts quasi-classically represent the ionization and recombination

time of the electron, respectively. By physical means, Eq. (3.51a) and Eq. (3.51b)

separately ensure energy conversation in the instance of ionization and recombination.

The saddle points explicitly depend on the specific time evolution of the laser field such

that no general solution can be drawn, in contrast to Eq. (3.47). The complexity increases

even further as the saddle points are complex numbers, which may be deduced from

Eq. (3.51a) where the kinetic energy of the continuum electron needs to be below zero to

obey the saddle-point condition. The ionization time consequently possesses an imaginary

part that is associated with the tunneling time. The separate equations in (3.51) are

coupled to each other via the saddle-point momentum ps, which depends on ts and t′
s.

The saddle-point momentum ps and recombination time ts are, consequently, complex

numbers as well. For a set of saddle points with complex values (ts, t′
s), the dimensionality

of the coupled nonlinear equations rises from two to four, which substantially increases

the complexity of the saddle-point condition. In general, the saddle-point condition
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(3.47) is a four-dimensional system of coupled nonlinear equations that needs to be solved

numerically as a consequence of its algebraic complexity.

Solutions to the saddle-point condition

The numerical solution of Eq. (3.51) reveals two distinct sets of saddle points within one

optical cycle. Lewenstein et al. [81] phrased them as short and long solutions, which refers

to the (real) travel time of the electron in the continuum with its characteristic short and

long trajectory. Figure 3.5 explicitly shows the solution of the saddle-point condition

(3.51) for a linearly polarized laser beam with fundamental wavelength λ = 1000 nm,

intensity I0 = 4 · 1014 W/cm2 and ionization potential of Ip = 21.56 eV (Ne). The short

and long trajectories are colored red and green, respectively, while the ionization and

recombination times differentiate via a star- and circular-shaped marker. The solid-blue

line refers to a positive electric field amplitude, while the dotted-blue line indicates a

negative one. Generally, continuous beams possess an infinite number of saddle-point sets

that obey the respective saddle-point condition. The set associated with the dominant

contribution is discussed in the following, while others are neglected. A more detailed

discussion is presented in Ref. [89]. One remarkable feature is observed for increasing

energies Eq where the ionization and recombination times of the respective trajectories

(same shape) approach each other. Note that the short trajectory is neglected close to the

cutoff energy Ec = qcω ≈ 140 eV. This neglection results due to the unphysical character

of the respective solution for the short trajectory, which originates in the imaginary

component of the ionization and recombination time; see Ref. [90].

However, with the shorthand notation of the Hessian determinant

det
(

Θ′′(ts, t′
s)
)

≡ H(t,t′)

(

Θ (t, t′)
)∣
∣
∣
(t,t′)=(ts,t′

s)
, (3.52)

the atomic dipole moment in the QO approach finally reads

Dq =
∑

s=(ts,t′
s)

(

−2πi

ts − t′
s

)3/2
2π

√

det
(

Θ′′(ts, t′
s)
)d†

(

ps(ts, t′
s) + A(ts)

)

×
[

E(t′
s) · d

(

ps(ts, t′
s) + A(t′)

)]

e−iΘ(ts,t′
s). (3.53)
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Figure 3.5.: The real part of the ionization and recombination times (3.51) is shown (see
legend) for increasing photon energies within one optical period of the incident
laser field. The classical cutoff energy is indicated by the dashed-black line while
the setup parameters are chosen as, λ = 1000 nm, I0 = 4 · 1014 W/cm2, and
Ip = 21.56 eV (Ne).

This formulation of the atomic dipole moment not only avoids extended numerical

computations of highly oscillating five-dimensional integrals but also yields a quasi-

classical interpretation of the physical process. The quasi-classical picture reveals sets of

solutions (ts, t′
s) that are associated with characteristic electron trajectories [89]. The

spectrum associated with the saddle points in Fig. 3.5 is visualized in Fig. 3.6 (solid-blue

line) alongside other spectra that are computed within the QO approach with intensity

I0 = 4 · 1014 W/cm2 and ionization potential of Ip = 21.56 eV. The HH cutoff qc matches

the one illustrated in Fig. 3.5. The QO approach has been shown to provide deep insight

into the underlying dynamics of HHG.

The discussed dipole SFA is unfortunately not able to properly describe the generation

of HH radiation with an energy range of several keV’s. To do so, the SFA needs to be

extended toward the weakly relativistic regime which is done in Chap.5.
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qc=113

Figure 3.6.: HHG spectrum within the quantum orbit approach, where only the two domi-
nant trajectories are considered. The highlighted HH cutoff (dashed-blue line)
corresponds to the cutoff energy of Ec = qcω ≈ 140, eV, which is also indicated
in Fig. 3.5.
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Chapter 4.

High-order harmonic generation

by spatially structured light

“What we observe is not nature itself, but nature exposed to our method

of questioning”

— Werner Heisenberg

Light-atom interactions induced by intense laser fields have attracted much attention

in recent decades. Several applications like pump-probe experiments [91] and imaging

techniques [92] have benefited from extremely short and energetic pulses from HHG.

These short pulses are a direct consequence of the huge spectral bandwidth of the

high-order harmonic (HH) radiation. The generation of extremely short pulses by HHG,

therefore, often requires high cutoff energies. Unfortunately, these cutoff energies are

associated with a weakly and fully relativistic treatment of the HHG process [23,24,93,94].

An extension of the nonrelativistic models toward weakly relativistic dynamics is of

interest since current laser technologies approach the respective nonrelativistic limits

of the SFA. The weakly relativistic regime is in contrast to the fully relativistic regime,

mathematically less complex, and offers the opportunity to consider the spatial structure

of an incident laser field within the microscopic realm.

Parts of the material presented in this chapter were previously published in:

Generalized nondipole strong-field approximation of high-order harmonic generation.

Minneker, B.; Böning, B.; Fritzsche, S.

Phys. Rev. A 2022, 106, 053109.

43



High-order harmonic generation by spatially structured light 44

Ongoing research in strong-field physics led to different approaches to solving the

time-dependent Schrödinger equation (TDSE). One of the most successful approaches,

apart from numerical solution [95], is the strong-field approximation (SFA) [81,96]; see

Chap. 3. The standard SFA requires analytic electron states in a dressed continuum

Def. 3.1(iii), also known as Volkov states. The Volkov states were initially constructed as

solutions of the fully relativistic Dirac equation [67], where the nonrelativistic Volkov

states also refer to as dipole Volkov states; see Sec. 3.4.1. The latter consists of a plane

wave with an additionally purely time-dependent phase, the so-called dipole Volkov

phase. The associated nonrelativistic or dipole SFA has been thoroughly compared to

HHG experiments and found valid for a broad range of parameters. However, laser fields

have recently approached the limits of these nonrelativistic models [97]. Therefore, more

sophisticated models towards the weakly relativistic regime are required to investigate

HHG with those lasers. The weakly relativistic extension of the dipole SFA is also known

as nondipole SFA and incorporats contributions proportional to 1/c. Many investigations

on the nondipole SFA, and in particular the one on HHG, introduce the weakly relativistic

contributions, by Taylor expanding the electromagnetic potentials of the respective laser

field to the first relativistic order [30, 93,98–103]. Other investigations further extended

the strong-field processes toward electric and magnetic nondipole effects [104] or compared

different nondipole approaches [105]. While HHG induced by plane-wave lasers is well

described by current nondipole models, other classes of light fields such as Gaussian or

Bessel beams are not.

This chapter provides a nondipole strong-field approximation that incorporates analyt-

ically accurate nondipole Volkov states. These Volkov states consider weakly relativistic

contributions of arbitrarily spatially structured light fields. In addition, the developed

nondipole SFA is valid for complicated beam arrangements and is especially not limited

to collinear beam arrangements. In general, one can not only incorporate an arbitrary

number of laser fields but also account for their individual weakly relativistic contribution.

Overall, the developed nondipole SFA is valid for the same laser field configurations that

are available in the dipole SFA. Explicitly, the developed model supports an arbitrary

superposition of paraxial/nonparaxial, collinear/noncollinear, polychromatic, and spa-

tially structured light fields. Accordingly, it truly represents a generalization of the dipole

SFA to the weakly relativistic regime. Therefore, the model is referred to as generalized

nondipole SFA (GN-SFA). Figure 4.1 illustrates the respective validity interval, compared

to the dipole SFA and standard nondipole SFA. As in the standard dipole SFA, several

microscopic and macroscopic effects like phase matching or ground state depletion are

not explicitly considered in this dissertation. Although further research is necessary
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Figure 4.1.: Incident laser field configurations that can be described by the dipole SFA (red
ellipse), standard nondipole SFA (yellow ellipse), and the generalized nondipole
SFA (blue ellipse). Terms that appear twice differ in their interval of validity
concerning nonrelativistic and weakly relativistic effects.

to incorporate these effects, the general results presented in this dissertation are not

affected.

4.1. Electron dynamics in weakly relativistic laser

fields

A preliminary discussion on electron dynamics in an intense electromagnetic field is

advantageous to develop an intuitive understanding of nondipole effects. Let the laser

field be a linearly polarized plane wave with a wave vector k = kez. In the dipole

approximation, the vector potential parametrically depends on its respective spatial

structure A(r, t) ≈ A(r0, t), as discussed in Sec. 2.3. The vector potential is consequently

a purely time-dependent field in the microscopic regime. This absent spatial structure

of the laser field essentially enables and simplifies the development of analytic models.

Including the spatial structure of a light field is in the first instance understood as

considering its respective magnetic field B 6= 0 or weakly relativistic effects; see Def. 2.1.

The effects of spatially structured light fields on electrons are therefore usually known as

magnetic, nondipole, or weakly-relativistic effects. The resulting classical electron motion

in a plane wave laser field is determined by the relativistic Lorentz equation [106]. In
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Figure 4.2.: Motion of an electron in a linearly polarized plane wave field within one optical
period. (a) Averaged rest frame: The electron motion is shown in its averaged
rest frame. Oscillations within the dipole regime are associated with α0 (x-axis),
while β0 (y-axis) accounts for the nondipole ones. (b) Lab frame: The electron
(red) is driven by the dipole field of the plane wave (left) with initial and final
position r0 (ring). Nondipole contributions additionally lead to an electron drift,
induced by the Lorentz force. The electron drifts apart from its initial position
along the propagation axis such that the final position does not match the initial
one. This drift ∆r is referred to as the magnetic displacement.

addition to the motion related to the dipole approximation, the magnetic field induces a

so-called magnetic displacement, which continuously drifts the electron toward the beam

propagation direction k. This magnetic displacement is associated with the Lorentz force

of a plane-wave laser field.

In other words, the drift direction of the electron is constant and leads to a continuous

drift apart from its initial position along the optical axis.

4.1.1. Influence of the spatial laser structure

The 1970 work of Sarachik and Schappert [107] investigates the relativistic motion

of electrons within intense electromagnetic fields. The influence of the laser field’s

spatial structure is quantified by transforming the equation of motion into the averaged

rest frame of the electron. Within this frame, the electron motion extends from the

one-dimensional x-axis (nonrelativistic) to the two-dimensional x-z-plane (relativistic).

The latter essentially represents a two-dimensional oscillation induced by the electric

(x-axis) and magnetic field (z-axis) of the laser. The two-dimensional oscillation is also
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known as figure-eight motion and is visualized in Fig. 4.2a. The figure-eight motion is

characterized by the two amplitudes α0 and β0. Here, β0 represents the amplitude in the

laser propagation direction and is defined by [108]

β0 ≈ Up

4cω
=

E2
0

16cω3
∝ I0λ

3, (4.1)

with the ponderomotive energy Up (3.2), the intensity I0 (2.10), the wavelength λ and the

frequency ω of the laser beam. In general, the dipole approximation remains valid for small

amplitudes β0 compared to the Bohr radius a0 = 4πε0~
2/mee

2 = 1 a.u. ≈ 0.05 nm [109],

while relativistic effects significantly influence the electron motion if β0 approaches the

Bohr radius β0 ≈ 1. However, nondipole effects already affect the electron’s motion below

the latter threshold. Figure 4.2a shows the figure-eight motion for different incident

wavelengths and a constant intensity of I0 = 2 · 1014 W/cm2. The separate figure eight

motions are associated with the dipole regime for λ = 0.8 µm (green), the border to the

nondipole regime with λ = 3.2 µm (red), and the nondipole regime by λ = 7.2 µm (blue).

The typical parameter space of laser fields utilized in HHG is associated with wavelengths

in the near- to mid-infrared and intensities of 1013 − 1016 W/cm2. The upper end of this

parameter space, namely mid-infrared wavelengths and intensities up to 1016 W/cm2, is

known to induce significant nondipole effects, which properly need to be considered in

the theoretical models.

4.1.2. Nondipole Volkov states

The TDSE yields a quantum mechanical description of a continuum electron dressed by

an electromagnetic field. These continuum states are eigenstates of the laser-electron

Hamiltonian. Within velocity gauge, the Hamiltonian is also known as the minimal

coupling Hamiltonian and reads

Ĥle =
1

2

(

p̂ + A(r̂, t)
)2

=
1

2

(

p̂2 + 2p̂ · A(r̂, t) + A2(r̂, t)
)

. (4.2)

It is beneficial to name the respective contributions within a physical context to simplify

further discussions. The contribution that depends linearly on the vector potential and

the canonical momentum p̂ · A(r, t) is defined as particle-field contribution, while the

term A2(r, t)/2 refers to as the respective field-field contribution. Note, the position

operator has changed as r̂ → r since this chapter mainly operates in real space in which

the position operator is trivial. So far, no general solution of the TDSE exists concerning
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the minimal coupling Hamiltonian (4.2) for vector potentials of an arbitrary spatial

structure

i∂̂t|χND
p (t)〉 =

(

p̂ + A(r, t)
)2

2
|χND

p (t)〉 . (4.3)

However, there exist solutions for a general vector potential, defined in Def. 2.3. These

solutions are the so-called nondipole Volkov states |χND
p (t)〉, which are analytically exact

up to the first relativistic order and are given by [110–112]

〈r|χND
p (t)〉 =

1

(2π)3/2
e−i(Ept−p·r)−iΓ(r,t) = e−i[Ept+Γ(r,t)] 〈r|p〉 , Ep = p2/2. (4.4)

These nondipole Volkov states consist of a plane wave e−i(Ept−p·r), tailored by the

nondipole Volkov phase e−iΓ(r,t), which is explicitly defined in App. B. Note that the

nondipole Volkov state is not a pure plane wave as the Γ(r, t) depends on r. Before

going on, it is beneficial to discuss the individual contributions of the nondipole Volkov

phase by its physical means. The respective contributions are listed in the following

p · A(k, t) =λk cos(uk + θk), (4.5a)

1

4
ak · ak′ =∆+

kk′ exp(iθ+
kk′), (4.5b)

1

4
ak · a∗

k′ =∆−
kk′ exp(iθ−

kk′), (4.5c)

−k · Ak′(t) =σkk′ cos(uk′ + ξkk′), (4.5d)

ηk =p · k − ωk, (4.5e)

ρk =
λk

ηk

, (4.5f)

α±
kk′ =

∆±
kk′

ηk ± ηk′
. (4.5g)

A detailed discussion of the respective terms is presented below, while the mathematical

notation is discussed in Ref. [112] (chap. 4) and Ref. [111].

(a): The term p · A(k, t) is directly associated with the particle-field contribution in the

minimal coupling Hamiltonian (4.2), where the respective plane wave mode A(k, t)

is introduced in Def. 2.3. The dot product of these vectors is rewritten as the scalar

λk with an orientation-dependent factor cos(uk + θk). The phase θk encodes the
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initial orientation of both vectors, whereas spatial and temporal dependency is

imprinted on uk = k · r − ωkt.

(b,c): The field-field contribution, A2(r, t)/2, essentially consists of four separate terms,

proportional to ak · ak′ and ak · a∗
k′ as well as their complex conjugation. These

terms follow from the reformulation of the vector potential A(r, t) by using the

identity Re [z] = (z + z∗)/2 and replacing z → akeiuk ; see Def. 2.3. The amplitude

∆±
kk′ and its respective phase θ±

kk′ are reformulated by the same approach as in (a),

where both depend on two separate wave vectors k and k′. The superscript ±
denotes the composition of ak · ak′ and ak · a∗

k′ , respectively 1.

(d): The term −k · A(k′, t) significantly differs from the particle-field and field-field

contribution discussed above. It may be understood as a form of field-field contribu-

tion since the single wave vector k is generally associated with another additional

plane wave mode. Nevertheless, the essential difference lies in the wave vector k

and its geometric relation to the plane wave mode A(k′, t). Where the particle-field

and field-field contribution both lead to dipole and nondipole contributions, the

geometric contribution −k · A(k′, t) is a purely nondipole contribution with k ∝ 1/c.

Furthermore, the plane wave mode A(k′, t) is restricted to the transverse plane

{e1, e2}; see Def. 2.3. Each wave vector is, by definition, perpendicular to its

respective transverse plane, so that the geometric contribution vanishes for ek ≡ ek′ .

In other words, the geometric contribution vanishes identically for each collinear

superposition of plane wave modes, while it induces finite contributions for more

elaborate light fields like Gaussian, Laguerre-Gaussian, or Bessel beams.

Overall, the geometric contribution represents a weakly relativistic contribution of

the nondipole Volkov state and is nonvanishing for geometrically complex vector

potentials beyond the superposition of collinear plane waves.

(e): The parameter ηk considers the respective nondipole contributions for arbitrary

configurations of plane wave modes. Therefore, ηk induces nondipole effects even

in trivial beam arrangements, like for plane waves. For plane-wave lasers, ηk =

(p·ek/c−me)ωk
2 can be understood as an effective momentum-dependent mass with

ηk → −ωkme
a.u.
= −ωk in the nonrelativistic regime and meff = me − p · ek/c with

ηk = −ωkmeff in the relativistic regime. More details are presented in Ref [113].

With this in mind, ηk is referred to as the effective mass term of the electron.

1The superscripts ± similarly hold for the complex conjugations a∗

k · a∗

k′ and a∗

k · ak′ , while the
respective signs need to be adapted in Eqs. (4.5b) and (4.5c)

2The electron mass in atomic units reads me = 1 and is therefore usually omitted.
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Taylor expanding ηk within the nondipole Volkov phase yields the typical dipole

and nondipole contributions, known from other HHG models [93,98].

(f,g): The factors ρk and α±
kk′ denote the effective mass corrected terms of the particle-

field and field-field contribution, respectively. Mathematically, they are a direct

consequence of the approximate solution of the TDSE to the first relativistic

order [110]. The superscript ± indicates the composition of the complex amplitudes

ak and a∗
k′ , as mentioned in (b,c).

In conclusion, the nondipole Volkov state consists of a set of fundamental terms that

are discussed in a physical context. These terms build up the nondipole Volkov phase

(B.1) and provide a physical interpretation of the individual contributions.

4.2. Strong-field transition amplitudes beyond the

dipole approximation

The dipole SFA is a widely utilized approximation in strong-field physics that incorporates

a few basic assumptions, listed in Def. 3.1. These assumptions extensively simplify

the model and allow for analytical treatment. On the other hand, they may directly

affect gauge freedom such that physical observables, for example, the atomic dipole

moment, no longer necessarily fulfill gauge invariance [68]. Especially the ionization- and

recombination amplitudes concerning the bound and dressed continuum state could be

gauge-dependent, and thereby break gauge invariance. Fortunately, a careful treatment

of the Hamiltonian and its associated time evolution operators guarantees the gauge

invariance of the dipole SFA [70]. The gauge fixing procedure for transition amplitudes

beyond the dipole approximation is similar to the respective dipole scenario 3. The

following derivation is therefore based on the previous discussion in Sec. 3.4.2.

The standard form of the dipole SFA is formulated in length gauge where the gauge

freedom allows for a vanishing vector-potential A(t) ≡ 0. In accordance with the

dipole SFA, many of the standard nondipole SFA theories [30,93,98] are formulated in

length gauge. This choice of gauge seems to be reasonable since the scalar potential

Φ(r, t) in the Hamiltonian may be expanded to its first relativistic order, proportional

to |k|
ωk

= 1
c
. Here, k = |k|ek is the momentum vector of the respective electromagnetic

potential, ωk its frequency, and c the speed of light. The length gauge unfortunately

3Def. 3.1(v) is not necessary anymore
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not applicable if the concrete spatial structure of the respective laser field is arbitrary,

which originates from the spatial dependency of the vector potenial. Therefore, it is

necessary to develop a corresponding theoretical framework in velocity gauge, which

corresponds to the gauge condition Φ(r, t) ≡ 0. This dissertation follows the ideas of

Klaiber et.al. [71] and others [70, 72] to provide gauge-invariant transition amplitudes

for spatially structured (nondipole) laser fields. In general, it is impossible to explicitly

show the gauge independence within the length and velocity gauge, as done below

Eq. (3.38) within the nonrelativistic regime, since the classical length gauge does not

exist for spatially structured laser fields. However, the essential argument to achieve

gauge invariance links to the perturbative expansion concerning the eigenstates of the

energy operator. A more elaborated argumentation can be found in Sec. 3.4.2.

The derivation starts from the Hamiltonian in Eq. (3.11) that describes an electron

in the combined potential of an atomic core and an intense laser field. The associated

TDSE is written as

i∂̂t |Ψ(r, t)〉 =
[
1

2

(

p̂ + A(r, t)
)2

+ V̂ (r) − Φ(r, t)
]

|Ψ(r, t)〉 . (4.6)

The Hamiltonian (3.11) separates into its respective energy operator E and the scalar

potential Φ via

Ĥ = Ê (r, t) − Φ(r, t), Ê (r, t) =

(

p̂ + A(r, t)
)2

2
+ V̂ (r), (4.7)

with the electron charge q = −1. Here, the energy operator explicitly considers the

spatial structure of the vector potential in contrast to the spatially independent energy

operator in Eq. (3.25). However, the energy operator remains gauge invariant for spatially

structured light fields [77] such that one can proceed further. The eigenstate of the

energy operator, namely the energy eigenstate, is defined via

|ΨE

n(t)〉 = e−ir·A(r,t) |Ψn(t)〉 ⇒ Ê (r, t) |ΨE

n(t)〉 = εn |ΨE

n(t)〉 , (4.8)

where εn is the eigenvalue of the field-free Hamiltonian and Ψn is its respective eigenstate

that obeys

Ĥ0 |Ψn(t)〉 = εn |Ψn(t)〉 , |Ψn(t)〉 = e−iεnt |Ψn〉 . (4.9)
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The eigenvalue equation of the energy operator (4.8) essentially holds for any vector

potential that satisfies the Coulomb gauge condition ∇̂r · A(r, t) = 0. The vector

potential utilized in this chapter consists of a continuous superposition of plane waves

ki · aki
= 0 ⇔ ki ⊥ aki

that individually obey the Coulomb gauge. The restriction to

potentials that obey the Coulomb gauge is mandatory since the commutator
[

· , ·
]

of the

momentum operator p̂ = −i∇̂r and the vector potential would not vanish otherwise

p̂ ·
(

A(r, t)Ψ
)

=
(

p̂ · A(r, t)
)

Ψ + A(r, t) · p̂Ψ,

p̂ ·
(

A(r, t)Ψ
)

− A(r, t) · p̂Ψ =
(

p̂ · A(r, t)
)

Ψ,

⇒
[

p̂, A(r, t)
]

=0 for p̂ · A(r, t) = −i ∇̂r · A(r, t)
︸ ︷︷ ︸

=0 if Eq. (2.4)

. (4.10)

A detailed proof of Eq. (4.8) is presented in App. A. The temporal evolution of the

Coulomb wave function in Eq. (4.6) is given by

|Ψ(t)〉 = Û(t, t′) |Ψ(t′)〉 , (4.11)

with the Coulomb time evolution operator Û that is analogously defined in Eq. (3.34) as

Û(t, t′) = ÛE (t, t′) − i
∫ t

t′
dτ Û(t, τ) Ĥint(r, τ) ÛE (τ, t′),

≈ ÛE (t, t′) + i
∫ t

t′
dτ Ûle(t, τ)

(

Φ(r, τ) + r · ∂̂τ A(r, τ)
)

ÛE (τ, t′). (4.12)

Furthermore, the temporal evolution of the continuum state is assumed to be unaffected

by the binding potential V (r), such that the laser-electron time evolution operator Ûle

represents the evolution of the continuum state. These assumptions were previously

applied to approximate Û → Ûle below Eq. (3.36). With this in mind, the strong-field

ionization amplitude can be cast into the form 4

Mp,0 = lim
t→∞

〈Ψp(t)|Ψ(t)〉

= lim
t→∞, t0→−∞

〈Ψp(t)| Û(t, t0) |Ψ0(t0)〉 ,

= lim
t→∞, t0→−∞

− i
∫ t

t0

dτ 〈Ψp(t)| Û(t, τ) Ĥint(r, τ) ÛE (τ, t0) |Ψ0(t0)〉 ,

≈ − i
∫ ∞

−∞
dτ 〈χND

p (τ)| e−ir·A(r,τ) Ĥint(r, τ) |Ψ0(τ)〉 ,

Φ≡0≈ − i
∫ ∞

−∞
dτ 〈χND

p (τ)| e−ir·A(r,τ) r · E(r, τ) |Ψ0(τ)〉 . (4.13)

4The scalar potential vanishes in velocity gauge Φ(r, t) ≡ 0.
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Therefore, the non-dipole ionization amplitude is identical to the dipole ionization

amplitude Eq. (3.39) apart from the radial dependency of the laser field and the respective

Volkov states. A mandatory restriction to this quite general statement relates to the

definition of the vector potential itself. The nondipole ionization amplitude (4.13) is

restricted to vector potentials that obey the Coulomb gauge ∇̂r · A(r, t). Otherwise,

the definition of the energy eigenstates would not hold and result in a gauge-dependent

Dyson expansion.

4.3. Generalized nondipole strong-field

approximation

It is advantageous to interpret the electron motion quasi-classically to understand the

effect of spatially structured light fields on HHG. So far, HHG is usually strongly

suppressed for a significant magnetic displacement within the microscopic regime. This

suppression originates from an exponential decrease in the recombination probability

of the electron with the respective parent ion. This probability essentially depends on

the relative distance between the parent ion and the ionized electron. In the dipole

approximation, the electron r(t) revisits the parent ion at its fixed position r0 after

one optical period T0 with r(0) = r(T0) = r0 such that the recombination probability

remains reasonably high. The Lorentz force, on the other hand, drifts the electron

away from its parent ion in theories that account for the spatial structure of the laser

field (nondipole theories), such that the position of the electron after one optical period

reads r(T0) = r0 + ∆r [93,114–116]. The nonvanishing distance between the electron

and the parent ion r(T0) − r0 = ∆r is induced by the magnetic field of the incident

laser and is referred to as magnetic displacement. The respective electron dynamics,

including the magnetic displacement, are illustrated in Fig. 4.2b. This displacement yields

an exponential decrease in the recombination probability. For an increasing magnetic

displacement, the electron is consequently less likely to recombine with its parent ion,

so that no HH photon is emitted. Note that this simplified interpretation is limited to

a plane wave laser field. More complex beam structures may induce other effects aside

from those generic to plane waves [30,115].

Since these interpretations are limited to a qualitative understanding of the actual

process, a formal derivation of the so-called generalized nondipole SFA (GN-SFA) is

presented below.
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The HH radiation is generally defined in terms of the atomic dipole moment (3.10)

D(t) =q 〈Ψ(t)| r |Ψ(t)〉 , (4.14)

with the Coulomb wave function Ψ(t), which is approximated by the time evolution

operator in Eq. (4.12), as

|Ψ(t)〉 = Û(t, t0) |Ψ(t0)〉 ,

≈ ÛE (t, t0) |Ψ0(t0)〉 − i
∫ t

t0

dt′ Ûle(t, t′)Ĥint(r, t′)ÛE (t′, t0) |Ψ0(t0)〉 . (4.15)

The respective atomic dipole moment, analogously to Eq. (3.42), reads

D(t) ≈i
∫ t

−∞
dt′ 〈Ψ0(t)| eir·A(r,t) r Ûle(t, t′)Ĥint(r, t′)e−ir·A(r,t′) |Ψ0(t

′)〉 ,

= i
∫ t

−∞
dt′

∫

d3p 〈Ψ0(t)| eir·A(r,t) r |χND
p (t)〉

× 〈χND
p (t′)| Ĥint(t

′)e−ir·A(r,t′) |Ψ0(t
′)〉 , (4.16)

where higher-order processes like continuum-continuum transitions are neglected. Fur-

thermore, the emission time of the incident laser is chosen as t0 → −∞, and the expansion

of the laser-electron time evolution operator

Ûle(t, t′) =
∫

d3p |χND
p (t)〉 〈χND

p (t′)|, (4.17)

is utilized. Inserting the definition of the nondipole Volkov states (4.4) into Eq. (4.16)

and using Eq. (4.9) yields the atomic dipole moment as

D(t) = i
∫ t

−∞
dτ

∫

d3p 〈Ψ0| r e−iΓ(r,t) |p + A(r, t)〉

× 〈p + A(r, τ)|eiΓ(r,τ) Ĥint(τ) |Ψ0〉 e−iIp(t−τ)e−iEp(t−τ). (4.18)

In contrast to the dipole SFA, the nondipole Volkov states possess a nontrivial spatial

structure. Therefore, the nondipole Volkov phase Γ(r, t) cannot be removed from

the respective expectation value. So far, the derivation was quite similar to the one

of the dipole SFA. Proceeding further requires additional effort to separate a purely

time-dependent contribution of the respective Volkov phase from the temporal- and

spatial-dependent contribution. The purely time-dependent contribution reduces to the

quasi-classical action within the non-relativistic limit. However, the general mathematical
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structure of the individual terms in the nondipole Volkov phase (B.1) remains similar to

the weakly relativistic regime. The following separation technique is only demonstrated for

the particle-field contribution (B.1b) of the nondipole Volkov phase, while the extension

to the remaining terms is straightforward. A few more details on the extension are

discussed afterward.

The particle-field contribution of the nondipole Volkov phase follows as

Γ1(r, t) =
∫

d3k ρk sin(uk + θk), (4.19)

with the amplitude ρk and intrinsic phase θk that are given by Eqs. (4.5a) and (4.5f). The

expectation value in Eq. (4.18) is represented as a three-dimensional spatial integral. Since

the particle-field contribution has an explicit spatial dependency via uk = k ·(r0+r)−ωkt,

it cannot be pulled outside of the respective expectation value. The position vector

r0 and r denote the position of the parent ion and the relative position of the ionized

electron to its parent ion, respectively. The sine function in Eq. (4.19) is reformulated by

utilizing the respective trigonometric identity sin(x ± y) = sin(x) cos(y) ± cos(x) sin(y),

such that the particle-field contribution reads

Γ1(r, t) =
∫

d3k ρk

(

sin(k · r) cos(k · r0 − ωkt + θk) + cos(k · r) sin(k · r0 − ωkt + θk)
)

,

=
∫

d3k ρk

(

sin(k · r) cos(u
(0)
k + θk) + cos(k · r) sin(u

(0)
k + θk)

)

, (4.20)

u
(0)
k ≡k · r0 − ωkt. (4.21)

Since the wave vector is inversely proportional to the speed of light k ∝ 1/c, it denotes a

small perturbation, or in other words a weak relativistic perturbation. The factor k · r

is consequently a weakly relativistic perturbation which allows to Taylor expand the

respective trigonometric functions sin(k · r) and cos(k · r) up to the first relativistic order

as

sin(k · r) ≈ 0
︸︷︷︸

∝ 1

+ k · r
︸ ︷︷ ︸

∝ 1/c

and cos(k · r) ≈ 1
︸︷︷︸

∝ 1

+ 0
︸︷︷︸

∝ 1/c

. (4.22)

Expanding the exact nondipole Volkov phase Γ(r, t) [112] reveals nondipole contributions

Γi ∈ i = {3, 4, 5} which are unique to the exact nondipole Volkov phase [111,112]. These

contributions are not included in similar models that utilize a nondipole Volkov phase

which is approximated in the very beginning. However, the particle-field contribution is
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then approximated by

Γ1(r, t) ≈
∫

d3k ρk

(

k · r cos(u
(0)
k + θk) + sin(u

(0)
k + θk)

)

,

=r ·
∫

d3k kρk cos(u
(0)
k + θk) +

∫

d3k ρk sin(u
(0)
k + θk),

=r · Γ
(r)
1 (t) + Γ

(t)
1 (t). (4.23)

Each term in the nondipole Volkov phase Γi is proportional to the general form of the

integrand sin(ũ + θ̃) with ũ =
∑

i giuki
being the sum of separate plane wave phases and

θ̃ is the respective cumulated intrinsic phase. This can be seen in App. B.1 where the

arguments x of the respective sin(x) terms may be rewritten as described. In addition, gi

defines the sign of the i−th plane-wave phase uki
. The sum of the respective plane-wave

phases is summarized to ũ = k̃ · (r0 + r) − ω̃t, where k̃ and ω̃ represent the sum of the

plane wave momenta and frequencies, respectively. With this definition in mind, the

respective general form of the integrand is given via

sin(ũ + θ̃) = sin
(

(r0 + r) · k̃ − tω̃ + θ̃
)

,

= sin(r · k̃) cos(ũ(0) + θ̃) + cos(r · k̃) sin(ũ(0) + θ̃),

≈r · k̃ cos(ũ(0) + θ̃) − sin(u(0) + θ̃), (4.24)

which demonstrates that each term in the non-dipole Volkov phase can be decomposed into

a radial Γ
(r)
i and a temporal contribution Γ

(t)
i of the nondipole Volkov phase. Therefore,

the full nondipole Volkov phase (B.1) is approximated as

Γ(r, t) ≈ r ·
5∑

i=1

Γ
(r)
i (t) +

5∑

i=1

Γ
(t)
i (t),

= r · Γ(r)(t) + Γ(t)(t), (4.25)

with the spatial nondipole Volkov phase Γ(r)(t) ≡ Γ(r)(r0, t), see Eq. (B.2), and the

temporal nondipole Volkov phase Γ(t)(t) ≡ Γ(t)(r0, t), see Eq. (B.3). Here, the use of

Eq. (4.25) allows us to represent exp(ir · Γ(r)(t)) as a plane wave, which is essential for

further analytical treatment. Inserting Eq. (4.25) into Eq. (4.18) yields

D(t) = i
∫ t

−∞
dt′

∫

d3p 〈Ψ0| r |p + A(r, t) − Γ(r)(t)〉 〈p + A(r, t′) − Γ(r)(t′)| Ĥint(t
′) |Ψ0〉

× e−iΓ(t)(t)eiΓ(t)(t′)e−iEp(t−t′)e−iIp(t−t′),

= i
∫ t

∞
dt′

∫

d3p 〈Ψ0| r |π(p, r, t)〉 〈π(p, r, t′)| Ĥint(t
′) |Ψ0〉 e−iS(p,t,t′), (4.26)
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with the replacement τ → t′ and the momentum π(p, r, t) = p + A(r, t) − Γ(r)(t). The

state |π(p, r, t)〉 is again no pure plane wave state as π depends on r, similar to Eq. 4.4.

However, the quasi-classical action finally reads

S(p, t, t′) =
∫ t

t′
dτ
(

Ep + ∂̂τ Γ(t)(τ) + Ip

)

. (4.27)

4.3.1. Nondipole matrix element

The momentum π(p, r, t) in the matrix elements of Eq. (4.26) possesses a nontrivial

radial structure, such that the matrix element does not coincide with the dipole matrix

element. However, an analytic solution can be derived while focusing on hydrogen-like

atoms. The derivation is demonstrated and discussed in the following.

Let the nondipole matrix element for hydrogen-like atoms be defined as

Υ(p, t) = 〈π(p, r, t)| r |Ψ0〉

=
(

Ip

2

)3/4 1

π2

∫

d3r e−ir·[p+A(r,t)−Γ(r)(t)] r e−|r|
√

2Ip , (4.28)

with the ground state wave function |Ψ0〉 and the continuum state 〈π(p, r, t)|r〉 =

e−ir·(p+A(r,t)−Γ(r)(t)) defined in Def. 3.3. In the dipole and nondipole SFA, the respective

matrix elements describe the transitions of an electron between a bound and a continuum

state in the microscopic regime. In the microscopic regime, the dipole vector potential

(Def. 2.3) is approximately constant in the vicinity of the target atom and reads

A(t) ≡ A(r0, t) =
∫

d3k Re
[

akei(k·r0−ωkt)
]

,

=
∑

j

∫

d3k Re
[

ãkj
δ(k − kj)e

i(k·r0−ωkt)
]

,

=
∑

j

Akj
(t), (4.29)

with locally fixed wave vectors kj that depend on the global position r0 of the atom and

the number of superimposed laser fields (indicated by the summation). The continuum

electron is localized at the position r + r0. The vector potential at the respective position

of the electron is then given by A(r0 +r, t). Although the relative position of the electron

is neglected in the dipole approximation, with r ≡ 0 ⇔ kj · r = 0, it is considered in
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nondipole theories. In these nondipole theories, the vector potential at the electron’s

position is represented via

A(r, t) = A(r0 + r, t) =
∑

j

Ak̃j
(r0 + r, t), (4.30)

where k̃j denotes the wave vector at the position r0 + r. Since the distance between the

electron and the parent ion is assumed to be small |r| � 1, the respective wave vectors

obey |k̃j − kj| = ∆kj ≈ 0. Finite wave vector differences ∆kj 6= 0 are associated with

higher-order corrections and are consequently omitted. However, since both wave vectors

coincide with good agreement, the vector potential in Eq. (4.30) is approximated as

A(r0 + r, t) =
∑

j

∫

d3k Re
[

ãkj
δ(k − k̃j)e

i(k·r0−ωkt)eik·r
]

,

≈
∑

j

∫

d3k Re
[

ãkj
δ(k − kj)e

i(k·r0−ωkt)(1 + ik · r)
]

,

⇒ A(r, t) ≈A(t) −
∑

j

(kj · r) AI
kj

(t), (4.31)

with the imaginary and real parts of the complex vector potential AI
kj

(t) and AR
kj

(t) ≡
Akj

(t), respectively. Inserting the approximate vector potential (4.31) into Eq. (4.28)

results in

Υ(p, t) ≈
(

Ip

2

)3/4 1

π2

∫

d3r e
−ir·[π(p,t)−

∑

j
(kj ·r)AI

kj
(t)]

r e−|r|
√

2Ip ,

≈
(

Ip

2

)3/4 1

π2

∫

d3r e−ir·π(p,t) r e−|r|
√

2Ip
[

1 +
∑

j

(kj · r)
(

r · AI
kj

(t)
)]

,

(4.32)

d
(

π(p, t)
)

=
(

Ip

2

)3/4 1

π2

∫

d3r e−ir·π(p,t) r e−|r|
√

2Ip , (4.33)

π(p, t) =p + A(t) − Γ(r)(t), (4.34)

with the dipole matrix element d(π), introduced in Def. 3.3. The physical implications

of the momentum π are mentioned and discussed in Sec. 4.3.2. The second term in

Eq. (4.32) is calculated by introducing the dummy variables β and γ, while utilizing the
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fundamental theorem of calculus

I =
(

Ip

2

)3/4 1

π2

∫

d3r e−ir·π(p,t) r e−|r|
√

2Ip
∑

j

(kj · r)
(

r · AI
kj

(t)
)

,

=
∑

j

(
Ip

2

)3/4 ∂̂β∂̂γ

π2

∫

d3r e−ir·π(p,t) r e−|r|
√

2Ipe−ir·kjβe
−ir·AI

kj
(t)γ
∣
∣
∣
β=γ=0

,

=
∑

j

∂̂β∂̂γ

(
Ip

2

)3/4 1

π2

∫

d3r e−ir·πj
βγ

(p,t) r e−|r|
√

2Ip

∣
∣
∣
β=γ=0

,

Def. 3.3⇒ I =
∑

j

∂̂β∂̂γd
(

πj
βγ(p, t)

)∣
∣
∣
β=γ=0

, (4.35)

with πj
βγ(p, t) ≡ p + A(t) − Γ(r)(t) + β kj + γ AI

kj
(t). The dummy variables β and γ do

not relate to any physical quantity but are utilized to proceed with a compact analytical

solution. Finally, the nondipole matrix element for hydrogen-like atoms reads

Υ(p, t) = d
(

π(p, t)
)

+
∑

j

∂̂β∂̂γd
(

πj
βγ(p, t)

)∣
∣
∣
β=γ=0

+ O(1/c2). (4.36)

The explicit form is shown in App. C.1. However, the hermitian conjugation of the

nondipole matrix element is directly related to the recombination process in Eq. (4.26)

with

Υ†(p, t) ≡ 〈Ψ0| r |π(p, r, t)〉 . (4.37)

Inserting the interaction Hamiltonian Ĥint = r · E(r, t) into Eq. (4.26) results in the

ionization matrix element

〈π(p, r, t′)| Ĥint(t
′) |Ψ0〉 = 〈π(p, r, t′)| r · E(r, t′) |Ψ0〉 , (4.38)

in which the radial structure of the electric field induces complications. Due to this radial

dependency, the electric field cannot be removed from the expectation value in contrast

to the dipole regime. Some additional effort is required to yield a proper analytical result.

The electric field, in terms of the vector potential, is defined as E(r, t) = −∂̂tA(r, t) and
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can be approximated via Eq. (4.31) by

E(r, t) ≈ − ∂̂t

(

A(t) −
∑

j

(kj · r) AI
kj

(t)
)

,

=E(t) −
∑

j

(kj · r) EI
kj

(t), (4.39)

with the imaginary part of the complex electric field EI
kj

(t) in the dipole regime. Inserting

the approximate electric field into Eq. (4.38) yields

〈π(p, r, t′)| Ĥint(t
′) |Ψ0〉 ≈ 〈π(p, r, t′)| r ·

(

E(t) −
∑

j

(kj · r) EI
kj

(t)
)

|Ψ0〉 ,

=E(t)Υ(p, t) −
∑

j

EI
kj

(t) · 〈π(p, r, t′)| r · (kj · r) |Ψ0〉. (4.40)

For now, the focus lies on the second term, which is identified as a relativistic correction

of the first order since kj ∝ 1/c. The respective nondipole corrections of the Volkov

states are here associated with higher-order corrections and are consequently neglected.

The second term of Eq. (4.40) then follows as

〈π(p, r, t′)| r · (kj · r) |Ψ0〉 ≈
(

Ip

2

)3/4 1

π2

∫

d3r e−ir·π(p,t) re−|r|
√

2Ip (r · kj) ,

= i∂̂βd
(

π(p, t) + β kj

)∣
∣
∣
β=0

,

= i∂̂βd
(

πj
βγ(p, t)

)∣
∣
∣
β=γ=0

. (4.41)

The ionization matrix element (4.40) is then cast into the form

〈π(p, r, t′)| Ĥint(t
′) |Ψ0〉 ≈E(t′)Υ(p, t′) − Λ(p, t′), (4.42)

Λ(p, t′) =
∑

j

EI
kj

(t) · i∂̂βd
(

πj
βγ(p, t′)

)∣
∣
∣
β=γ=0

. (4.43)

With the respective transition matrix elements (4.37) and (4.42), the atomic dipole

momentum (4.26) for a hydrogen-like ground state finally reduces to

D(t) = i
∫ t

−∞
dt′

∫

d3p Υ†(p, t)
(

E(t′) · Υ(p, t′) − Λ(p, t′)
)

e−iS(p,t,t′). (4.44)

This formulation of the atomic dipole moment is close to Eq. (3.44) and can be

interpreted similarly. The additional term Λ may provide deviations from the dipole SFA

for particular beam alignments (e.g. noncollinear beam alignments). However, this term



High-order harmonic generation by spatially structured light 61

is neglected as a higher-order correction in many scenarios. Overall, Λ is associated with

the spatial structure of the electric field in the interaction Hamiltonian and, therefore,

constitutes a relativistic correction.

4.3.2. Saddle-point approximation

The momentum integration in Eq. (4.44) is numerically costly and is therefore approxi-

mated by the saddle-point approximation (SPA); see Def. 3.4. The SPA is commonly

applied to compute integrals with rapidly oscillating integrands. As discussed in Sec. 3.4.3,

the SPA approximates the three-dimensional momentum integral reasonably well in the

dipole regime. Moreover, its accuracy increases in the nondipole regime, which originates

from a larger electron energy compared to the dipole regime. The enhanced electron

energy technically results in an even faster oscillation of the phase factor exp(ip2) that

overall improves the accuracy of the SPA. The saddle-point condition of Eq. (4.44) reads

∇̂pS(p, t, t′) ≡ 0 = ∇̂p

∫ t

t′
dτ
(

Ep + ∂̂τ Γ(t)(τ) + Ip

)

. (4.45)

It is advantageous to discuss the specific form of Γ(t)(τ) in advance to simplify further

investigations. The temporal nondipole Volkov phase consists of five separate terms

with a similar mathematical structure. Two of these terms in Eqs. (B.1b) and (B.1d),

explicitly depend on ρk (4.5f) and are associated with the canonical momentum p. To

simplify Eq. (4.45) it is beneficial to reformulate these terms before proceeding. The first

term of the temporal nondipole Volkov phase reads

Γ
(t)
1 (t) =

∫

d3k ρk sin(u
(0)
k + θk) = p ·

∫

d3k
1

ηk

A
I(k, t), (4.46)

where the superscripts R and I indicate the real and imaginary parts of the plane wave

mode A(k, t). In analogy to Eq. (4.5), the following relations hold

p · AR(k, t) = λk cos(u
(0)
k + θk) with A

R(k, t) ≡ Re
[

akeiu
(0)
k

]

, (4.47)

while the real and imaginary parts of the respective plane wave modes are related via

A
I(k, t) =

1

ωk

∂̂tA
R(k, t), A

R(k, t) = − 1

ωk

∂̂tA
I(k, t),

⇒ p · AI(k, t) = λk sin(u
(0)
k + θk), k · AI(k′, t) = σkk′ sin(u

(0)
k′ + ζkk′). (4.48)
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The second term of the temporal nondipole Volkov phase follows as

Γ
(t)
3 (t) =

∑

±

1

2

∫

d3k d3k ′ σkk′ρk

ηk ± ηk′
sin(u

(0)
k ± u

(0)
k′ + θk ± ζkk′), (4.49)

and can be recasted by Eqs. (4.5) and (4.48) to

Γ
(t)
3 (t) =p · Γ

(p)
3 (t),

=p ·
∫

d3k d3k ′A
R(k, t)

(

k · AI(k′, t)
)

ηk′ − AI(k, t)
(

k · AR(k′, t)
)

ηk

ηk(η2
k − η2

k′)
, (4.50)

such that one defines

Γ(p)(t) =Γ
(p)
1 (t) + Γ

(p)
3 (t), (4.51)

=
∫

d3k
AI(k, t)

ηk

+
∫

d3k d3k ′A
R(k, t)

(

k · AI(k′, t)
)

ηk′ − AI(k, t)
(

k · AR(k′, t)
)

ηk

ηk(η2
k − η2

k′)
.

The temporal contribution of the Volkov phase is reformulated by the restructured terms

via

Γ(t)(t) =
5∑

i=1

Γ
(t)
i (t) = p · Γ(p)(t) + Γ(A)(t), (4.52)

where the particle-field contributions Γ
(t)
1 (t) and Γ

(t)
3 (t) are represented by p · Γ(p)(t)

while the remaining field-field contributions sum up as Γ(A)(t) ≡ Γ
(t)
2 (t) + Γ

(t)
4 (t) + Γ

(t)
5 (t).

With Eq. (4.52) the SPA condition (4.45) consequently becomes

0 =∂̂pi

∫ t

t′
dτ
[

Ep + ∂̂τ

(

p · Γ(p)(τ) + Γ(A)(τ)
)

+ Ip

]

,

0 =
∫ t

t′
dτ pi + ∂̂τ

[

ei · Γ(p)(τ) + p ·
(

∂̂pi
Γ(p)(τ)

)

+ ∂̂pi
Γ(A)(τ)

]

,

⇒ 0 =
∫ t

t′
dτ
(

1 + ∂̂τ ∇̂pΓ(p)(τ)
)

· p + ∂̂τ Γ(p)(τ) + ∂̂τ ∇̂pΓ(A)(τ), (4.53)

where ∇̂pΓ(p)(τ) represents a matrix with the ji-th entry defined by ∂̂pi
Γ

(p)
j (τ). Although

the remaining terms ∇̂pΓ(p)(τ) and ∇̂pΓ(A)(τ) are derived quite easily, the explicit

computation is tedious and extensive. However, many terms are associated with higher-

order corrections and are later neglected anyway. The general procedure is therefore only

demonstrated for Eq. (4.46), whereas the residual terms can be calculated similarly. The

momentum dependence of the contributions ∇̂pΓ(p)(τ) and ∇̂pΓ(A)(τ) is associated with
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the prefactors of their individual terms, which essentially depend on the effective mass

term ηk = k · p − ωk.

The derivative of the respective particle-field contribution in Eq. (4.46) reads

∂̂pi
Γ

(p)
1 (t) =

∫

d3k ∂̂pi

AI(k, t)

ηk

, ∂̂pi
η−1

k = − ki

η2
k

,

⇒ ∂̂pi
Γ

(p)
1 (t) = −

∫

d3k
ki

η2
k

A
I(k, t). (4.54)

Generally, the momentum dependency of the effective mass term ηk identifies the whole

term as a relativistic correction with ki = kei ∝ 1/c. In fact, each nonvanishing

contribution of ∇̂pΓ(p)(τ) and ∇̂pΓ(A)(t) represents a finite relativistic perturbation of

the continuum electron.

Unfortunately, Eq. (4.53) cannot be solved exactly but approximately within an

iterative approach since the effective mass term ηk linearly depends on the canonical

momentum p. The partial derivative of Eq. (4.45) is consequently non-trivial. However,

to solve Eq. (4.53) the canonical momentum is represented as a sum of the relativistic

corrections p =
∑∞

i=0 pi, where the i-th correction obeys pi ∝ c−i. At first, the nonrel-

ativistic solution is obtained by approximating the effective mass term by ηk ≈ −ωk.

Inserting Eq. (4.51) into (4.53), and making use of Eq. (4.48) yields the nonrelativistic

saddle-point condition

0 =
∫ t

t′
dτ p0 + ∂̂τ Γ

(p)
1 (τ)

︸ ︷︷ ︸

∝1

+ p1 + p · ∂̂τ ∇̂pΓ(p)(τ) + ∂̂τ ∇̂pΓ(A)(τ) + ∂̂τ Γ
(p)
3 (τ)

︸ ︷︷ ︸

�1

,

≈
∫ t

t′
dτ



p0 +
∫

d3k
∂̂τA

I(k, τ)

ηk



 ≈
∫ t

t′
dτ
(

p0 +
∫

d3kA
R(k, τ)

︸ ︷︷ ︸

A(τ)

)

,

⇒ p0 = − 1

t − t′

∫ t

t′
dτ A(τ), (4.55)

and the associated nonrelativistic saddle-point momentum p0. The first relativistic

correction p1 is obtained by repeated application of this procedure, while relativistic

corrections of order two and higher are neglected. The effective mass term is therefore

approximated by ηk = k · (
∑

i pi) − ωk ≈ k · p0 − ωk to the first relativistic order. The
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saddle-point condition then follows by

0 =
∫ t

t′
dτ
(

p0 + ∂̂τ

[

Γ
(p)
1 (τ)

]

p=0
︸ ︷︷ ︸

=0

+ p1 + ∂̂τ

[

p0 · ∇̂pΓ
(p)
1 (τ) + ∇̂pΓ

(t)
2 (τ) + Γ

(p)
3 (τ)

]

p=p0
︸ ︷︷ ︸

∝1/c

)

+ O(1/c2),

⇒ p1 = − 1

t − t′

[[

p0 · ∇̂pΓ
(p)
1 (τ) + ∇̂pΓ

(t)
2 (τ) + Γ

(p)
3 (τ)

]

p=p0

]t

t′
, (4.56)

where ∇̂pΓ
(t)
4/5 in ∇̂pΓ(A) are neglected as higher-order corrections. In principle, this

procedure could be extended to higher orders. Since the quasi-classical action S(p, t, t′)

induces rapid oscillations, higher-order terms may show some significance in the future.

However, this dissertation discusses nondipole effects within a bare model such that these

higher-order corrections to the saddle-point momentum are neglected in the first instance.

The nondipole saddle-point momentum consequently reads

ps(t, t′) = p0 − 1

t − t′

[[

p0 · ∇̂pΓ
(p)
1 (τ) + ∇̂pΓ

(t)
2 (τ) + Γ

(p)
3 (τ)

]

p=p0

]t

t′
. (4.57)

While the saddle-point momentum was non-trivial to determine, the analytical

computation of the Hessian determinant remains straightforward. This dissertation

will therefore not focus on the derivation of the Hessian determinant but assume its

existence as well as its closed algebraic form. Furthermore, in this dissertation, explicit

computations of the Hessian determinant are performed by the computer-algebra system

Mathematica [6].

The atomic dipole moment in the SPA follows from the previous derivation via

D(t) = i(2πi)3/2
∫ t

−∞
dt′ Υ†(ps, t)

E(t′) · Υ(ps, t′) − Λ(ps, t′)
√

det
(

S ′′(ps)
) e−iS(ps,t,t′), (4.58)

with the Hessian determinant defined as det
(

S ′′(ps)
)

≡ Hp(S)
∣
∣
∣
p=ps

.
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Quantum orbit approach

The quantum orbit (QO) approach is of particular interest within the nondipole regime

since numerical computations are expensive. The discussion of the QO approach in this

section is based on the respective discussion concerning the dipole regime in Sec. 3.4.4.

The atomic dipole moment in the frequency domain is given by

Dq =
∫ ∞

−∞
dt D(t)eiωqt,

=i(2πi)3/2
∫ ∞

−∞
dt
∫ t

−∞
dt′ Υ†(ps, t)

E(t′) · Υ(ps, t′) − Λ(ps, t′)
√

det
(

S ′′(ps)
) e−iΘ(t,t′), (4.59)

with the intrinsic phase Θ(t, t′) ≡ S(ps, t, t′) − ωqt. The temporal integrals can be

analytically approximated by the saddle-point approximation, as mentioned previously.

The respective saddle-point condition consists of a system of coupled nonlinear equations

0 ≡ ∂̂t′Θ(t, t′)|(t,t′)=(ts,t′
s) ⇒ 1

2
p2

s(ts, t′
s) + ∂̂t′Γ(t)(t′)

∣
∣
∣
p=ps

= −Ip, (4.60)

0 ≡ ∂̂tΘ(t, t′)|(t,t′)=(ts,t′
s) ⇒ 1

2
p2

s(ts, t′
s) + ∂̂tΓ

(t)(t)
∣
∣
∣
p=ps

= ωq − Ip, (4.61)

that need to be solved numerically to obtain the respective temporal saddle points (ts, t′
s).

Finally, the atomic dipole moment within the QO approach reduces to

Dq = i(2πi)5/2
∑

s

Υ†(ps, ts)
E(t′

s) · Υ(ps, t′
s) − Λ(ps, t′)

√

det
(

S ′′(ps)
)

det
(

S ′′(ts, t′
s)
)e−iΘ(ts,t′

s). (4.62)

All explicit computations in this chapter are done within the QO approach and refer

to Eq. (4.62)

4.3.3. Results

So far, the generalized nondipole SFA (GN-SFA) of HHG has been motivated and

introduced. The GN-SFA considers the weakly relativistic contributions (∝ 1/c) of

spatially structured light fields. The formal differences between the GN-SFA and the

standard nondipole SFA of high-order harmonic generation [93,98] are discussed in the

following. Even though many other investigations beyond the dipole approximation are
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available, see [30, 100, 103, 116], no work considers the analytically correct nondipole

Volkov state Eq. 4.4. Here, the specific mathematical structure of the model is compared

to the standard nondipole SFA. Essential differences are highlighted in terms of their

physical context and their resulting implications in the following:

• Nondipole matrix element: The nondipole matrix element represents the exten-

sion of the dipole matrix element into the weakly relativistic regime. Although the

nondipole matrix element in Eqs. (4.36) and (C.1) seems to be quite complicated,

many terms may be neglected as higher-order corrections or due to the Coulomb

gauge condition. The remaining terms in Eq. (C.3), emerge as direct consequences

of the derivation shown in this chapter. These terms are not considered in the

standard nondipole SFA and may lead to some interesting new phenomena, e.g.

noncollinear multi-beam arrangements where π · kj does not vanish. Furthermore,

a significant effect of the nondipole matrix elements is associated with the radial

nondipole Volkov phase Γ(r)(t). In particular, complex beams such as Laguerre-

Gaussian and Bessel beams could lead to significant deviations with respect to

the plane-wave-like contributions of the standard nondipole SFA. These beams are

particularly interesting as they have a non-vanishing opening angle, see Sec. 2.4,

which yields a finite contribution Γ3(r, t) in the nondipole Volkov phase. So far,

other high-order harmonic nondipole SFA’s have not considered this contribution.

• Quasi-classical action: A notable difference to the standard non-dipole SFA is

found in the action S(p, t, t′). So far, there exists no method to rewrite the integrand

of the action (4.27) as the square of the respective kinetic momentum π, as done in

the standard nondipole SFA. This originates from an absent relativistic correction

of the nondipole Volkov phase, proportional to 1/c2. The action in the standard

nondipole SFA reads

S(p, t, t′) =
∫ t

t′
dτ
(

π2(p, τ) + Ip

)

=
∫ t

t′
dτ
[(

π0(p, τ) +
1

c
π1(p, τ)

)2
+ Ip

]

. (4.63)

Here, the second-order correction ∝ 1/c2 is associated with the square of the kinetic

moments relativistic correction π1(p, τ)/c. So far, the absent contribution within

the GN-SFA is assumed to be an artifact induced by the particular computation

technique of the nondipole Volkov states. Here, already the Hamiltonian (4.7)

is restricted to corrections up to the first relativistic order whereas the standard

nondipole SFA contains corrections up to the second order. The second-order correc-
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tion seems to yield an essential contribution to describing laser field configurations

of very high wavelengths and field intensities. In other words, the GN-SFA approxi-

mates the Hamiltonian up to the first relativistic order. In contrast, the standard

nondipole SFA approximates a specific contribution of the Hamiltonian, namely the

kinetic momentum. Overall, the approximation of the kinetic momentum, as an

observable, seems to be more natural than the approximation of the Hamiltonian.

Deriving and utilizing the nondipole Volkov states including second-order corrections

is an approach to resolve the disagreement between both models. Nevertheless, more

elaborated considerations are beyond the scope of this dissertation. Nevertheless,

this offers interesting tasks and questions for further investigation.

• Spatial structure: Perhaps the most important difference between the GN-SFA

and the standard nondipole SFA is the generic spatial structure of the incident laser

field in the nondipole Volkov state (4.4) and does not account for contributions

associated with Γi with i = 3, 4, 5, see App. (B). The standard nondipole SFA

restricts the laser field geometry to a specific setup whereas the GN-SFA does

not. The theoretical framework of the GN-SFA is valid for a large set of laser

field configurations such as pulses, noncollinear multi-beam alignments, or twisted

light beams. This type of generality is not incorporated, and thus beyond the

standard nondipole SFA. A recent study on HHG by twisted light beams has shown

interesting nondipole features associated with high orbital angular momenta [117].

Investigations on similar systems with more sophisticated methods like the GN-SFA

could give insight into the underlying dynamics.

• Photon momentum: The connection to relativistic strong-field physics offers some

important insight about the dynamics of the continuum electron: the relativistic

factor, or effective mass term, ηk = p · k − ωk (which reduces to ηk = −ωk in the

dipole theory) can be interpreted as giving the continuum electron an effective

momentum-dependent mass meff = me − pz/c (plane wave beam) [113]: This effect

is also referred to as a recoil effect from the momentum of the absorbed photons

and can be classically associated with the magnetic displacement. The effective

mass term occurs in the exact (nondipole) solution of the Schrödinger equation [105]

(Eq. (2), G(η) → 1) and the first order nonrelativistic expansion of the Dirac-Volkov

states [113] for a single plane wave mode. This provides a hint that the effective

mass term is part of a more accurate relativistic description of strong-field processes,

which is not incorporated in the standard nondipole SFA.
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4.4. Elliptically polarized plane wave beam

4.4.1. Parameters of the generalized nondipole strong-field

approximation

This section utilizes the GN-SFA to investigate HHG from elliptically polarized plane

wave beams. These beams provide the opportunity to compare the results of the GN-SFA

to the standard nondipole SFA since plane wave beams were extensively discussed in the

past [93, 98]. The respective beam-dependent parameters of the GN-SFA are determined

in the following. The complex amplitude and the associated vector potential of an

elliptically polarized plane wave beam (2.20) are expressed as

ak =
A0√
1 + ε2

(ex + iεΛey) δ(k − k0),

⇒ Ak0(t) ≡
∫

d3k Re
[

akeiu
(0)
k

]

=
A0√
1 + ε2

Re
[

(ex + iεΛey) e
iu

(0)
k0

]

. (4.64)

The momentum vector k0 of the resulting laser field is orthogonal to the polarization

plane, such that contributions proportional to k0 · ak0 ⇔ σk0k0 vanish identically in the

nondipole Volkov phase. Explicitly, the full non-dipole Volkov phase (B.1) reduces to

Γ(r, t) =Γ1(r, t) + Γ2(r, t),

≈r ·
(

Γ
(r)
1 (t) + Γ

(r)
2 (t)

)

+ p · Γ(p)(t) + Γ(A)(t), (4.65)

with p · Γ(p) = Γ
(t)
1 and Γ(A) = Γ

(t)
2 . The respective terms of the nondipole Volkov phase

follow with

Γ
(t)
1 (t) = p · Γ(p) = −p ·

∫ t

dτ
ωk0

ηk0

Ak0(τ), (4.66a)

Γ
(t)
2 (t) = −

∫ t

dτ
ωk0

ηk0

A2
k0

(τ)

2
, (4.66b)

Γ
(r)
1 (t) =

k0

ηk0

(

p · Ak0(t)
)

, (4.66c)

Γ
(r)
2 (t) =

k0

ηk0

A2
k0

(t)

2
. (4.66d)
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The saddle-point momentum (4.57) reduces to

ps = p0 − 1

t − t′
k0

ωk0

∫ t

t′
dτ

(

p0 · Ak0(τ) +
1

2
A2

k0
(τ)
)

, (4.67)

with the derivation presented in Eq. (B.4), and the nondipole matrix element shown in

App. C. Finally, the exponential phase in Eq. (4.62) is cast into the following form

Θ(t, t′) =S(t, t′) − ωqt =
∫ t

t′
dτ
(

Eps + ∂̂τ Γ
(t)
1 (τ) + ∂̂τ Γ

(t)
2 (τ) + Ip

)

− ωqt,

=
∫ t

t′
dτ

[

p2
s

2
− ωk0

ηk0

(

ps · Ak0(τ) +
1

2
A2

k0
(τ)
)

+ Ip

]

− ωqt. (4.68)

Comparing the quasi-classical action S in Eq. (4.68), with the one of the standard

nondipole SFA [98] (Eq. (9)) highlights two main differences. First, the standard

nondipole SFA does not incorporate the effective mass term ηk, and second, the action

in Eq. (4.68) only considers relativistic corrections up to 1/c. The missing relativistic

correction ∝ 1/c2 was already mentioned in Sec. 4.3.3. Both actions are equivalent after

a Taylor expansion of the effective mass term η−1
k0

≈ −ω−1
k0

(1 + p · k0/ωk0), apart from

the missing higher-order relativistic correction.

The GN-SFA does not yield the exactly same results as the standard nondipole SFA

for a plane wave laser field. Potential reasons for this are discussed in Sec. 4.3.3. However,

the GN-SFA provides a formal extension of HHG for spatially structured light fields

which has been absent so far. Minor differences can be investigated in the future.

4.4.2. Discussion

The weakly relativistic correction to the dipole Volkov states represents the inclusion of

a finite photon momentum [112, 113]. Similarly, it is understood as the occurrence of

a nonvanishing magnetic field that induces a Lorentz force parallel to the propagation

direction [118]. Overall, these nondipole features decrease the recombination rate for

high-order harmonic generation and consequently suppress the harmonic yield. This sup-

pression is illustrated in the high-harmonic spectrum of Fig. 4.3, where the x component

of the atomic dipole moment DND
x (green, GN-SFA) is suppressed compared to the dipole

moment DD
x (blue, SFA). The z component DND

z (red, GN-SFA) refers to the contribution

of the atomic dipole moment in the propagation direction and emerges as a consequence

of the finite spatial structure of the laser field. The two downward peaks in the spectra
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Figure 4.3.: High-order harmonic spectrum of a linearly polarized laser field with a rectangular
pulse envelope. The peak intensity is chosen as I0 = 2 · 1014 W/cm2 with a pulse
duration of one optical period T0 and a wavelength of λ = 7400 nm. The
incident laser field irradiates a gaseous neon target with an ionization potential of
Ip = 21.56 eV. The atomic dipole moment for the x and z component is computed
within the GN-SFA and denoted by DND

x/z (4.62) where the atomic dipole moment

from the dipole SFA is considered as DD
x (3.53). The inset highlights the HHG

spectrum in the cutoff region. A small shift of the HH cutoff can be seen toward
lower Harmonic energies.
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DND
x and DND

z are remarkable as they do not occur in the respective dipole theory. These

downward peaks are lower valleys in the quantum path interference oscillations, reflecting

the balanced in intensity of the short and long trajectories. Therefore, they are better

able to interfere with each other. Furthermore, the inset of Fig. 4.3 illustrates a feature of

the GN-SFA in which the HH cutoff marginally shifts towards lower energy. Nevertheless,

the standard cutoff law associated with a maximum photon energy of Ec = 3.2Up + Ip

remains valid as the relative shift is reasonably small, compared to the cutoff itself.

The decrease of the atomic dipole momentum concerning the intensity I0 and wave-

length λ of the laser field is demonstrated in Fig. 4.4. Here, the ratio R between the

atomic dipole moment within the dipole SFA (3.53) and the GN-SFA (4.62) is computed

via,

R(λ/I0) =
| ∫ dq DND

q |
| ∫ dq DD

q | , (4.69)

where DD(q) and DND(q) represent the atomic dipole moment in the respective dipole

and nondipole theory. The ratio R(λ) (4.69) is depicted in Fig. 4.4a as a function of the

wavelength for a fixed field intensity of I0 = 2 · 1014 W/cm2 and an ionization potential

Ip = 21.56 eV (Ne). On the other hand, Fig. 4.4b shows the ratio R(I0) as a function

of the field intensity for a fixed wavelength of λ = 800 nm and the ionization potential

Ip = 122.45 eV (Li2+), of doubly ionized lithium. The insets in Fig. 4.4 highlight the

harmonic spectrum close to the cutoff region for the parameters (I0 = 4 · 1016 W/cm2,

λ = 800 nm and I0 = 2 · 1014 W/cm2, λ = 6800 nm) denoted by the purple star,

respectively. The decrease of both ratios R can be seen via the orange curve or the

respective inset.

So far, the decrease of the high-order harmonic yield is classically and quasi-classically

understood as the influence of a magnetic field on the dynamics of the continuum electron

or the absorption of photons alongside their linear momentum, respectively. These

effects lead to a magnetic displacement that suppresses the high-order harmonic yield, as

discussed at the beginning of Sec. 4.3.

4.5. Outlook: Spatially structured light beams

Actually, the GN-SFA is developed to consider nondipole effects in light fields with

nontrivial spatial structures. Due to the limited time, explicit investigations on twisted
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Figure 4.4.: Suppression of the atomic dipole moment about the laser field wavelength λ
(a) and the intensity I0 (b), respectively. A rectangular pulse envelope of the
incident beam is considered with a pulse duration of one fundamental period
T0. The atomic dipole momentum is computed within the dipole SFA (3.53)
and the GN-SFA (4.62). DND

x (green dash-dotted) and DND
z (red dashed) are

associated with the atomic dipole moment computed within the GN-SFA for the
x and z components, respectively. The atomic dipole moment within the dipole
SFA is denoted by DD

x (blue dotted): (a) Wavelength dependent ratio (orange
solid) of the coherent sum in Eq. (4.69), with ionization potential Ip = 21.56 eV
(Ne). The inset illustrates the harmonic spectrum close to the respective cutoff
region with fixed intensity I0 = 2 · 1014 W/cm2 and wavelength λ = 6800 nm
(purple star). (b) Atomic dipole moment as a function of the beam intensity I0

for a fixed wavelength of λ = 800 nm and the ionization potential Ip = 122.45 eV
(Li2+). The laser field parameters in the inset are chosen as I0 = 4 · 1016 W/cm2

and λ = 800 nm (purple star).
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light beams are unfortunately out of the scope of the dissertation program. However,

this section will provide a brief motivation for further investigations.

Let the incident laser field be a superposition of two circularly polarized Bessel (see

Sec. 2.4) beams with opposite helicity ±Λ, opposite projected total angular momentum

±mγ and vanishing relative phase difference. In the paraxial regime (see Eq. 2.27), this

configuration represents a locally linearly polarized Bessel beam. The complex amplitude

of the incident nonparaxial Bessel beam is deduced from Eq. (2.23) and Def. (2.3) via

ak =
A0

(2π)2

√

2π

κ
δ(k⊥ − κ)δ(kz − k0)

∑

±
(−i)±mγ e±imγϕkεk±Λ, (4.70)

Ak =Re
[

akeiu
(0)
k

]

. (4.71)

This section shall give a brief impression of why spatially structured light fields are

of particular interest in HHG. To do so, the contribution Γ
(t)
3 (t) of the temporal Volkov

phase in Eq. (4.50) is discussed. As the contribution consists of two separate terms, the

discussion is further limited to the term associated with the + index (see Eq. (B.1d) with

r → r0) of the summation to simplify the equation and circumvent singularities. The

remaining term in Γ
(t)
3 (t) reads as

I(ϑ) =
1

2

∫

d3k d3k ′σkk′λk
sin(u

(0)
k + u

(0)
k′ + θk + ζkk′)

ηk(ηk + ηk′)
, (4.72)

where the opening angle of both Bessel beams is defined as ϑ. The other parameters

were discussed in detail below Eq. (4.5). As Eq. (4.72) vanishes in the case of plane

wave beams; see Sec. 4.4; it yields a finite contribution for Bessel beams. The complex

amplitude in Eq. (4.70) incorporates four Dirac delta distributions, and therefore four

integrations concerning kz, κ and k′
z, κ′, that can be performed analytically. This reduces

Eq. (4.72) to

I(ϑ) =
1

2

∫ 2π

0
dϕk dϕk′ σkk′λk

sin(u
(0)
k + u

(0)
k′ + θk + ζkk′)

ηk(ηk + ηk′)
. (4.73)

The residual integrals are nontrivial and are therefore performed numerically. Figure 4.5

illustrates the respective results for an increasing opening angle ϑ of the Bessel beam.

The radial position is chosen such that the target atom is located in the focus plane

with a radial position (a) |r| = 10 nm and (b) |r| = 100 nm apart from the propagation
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Figure 4.5.: Numerical computation of Eq. (4.73) for a linearly polarized Bessel beam with
respect to the opening angle ϑ and radial position (a) |r| = 10 nm and (b)
|r| = 100 nm. The remaining beam parameters are chosen as I0 = 2 · 1014 W/cm2

and λ = 3200 nm.

axis. The beam parameters of the incident laser are chosen as I0 = 2 · 1014 W/cm2 and

λ = 3200 nm.

A significant impact on the respective contribution in the temporal nondipole Volkov

phase is associated with the radial position of the target atom and the opening angle of the

Bessel beam. Furthermore, the total angular momentum projection mγ shows a significant

influence as the sign in Fig. 4.5 changes for mγ : 0 → 2. This may offer the opportunity

to counteract the magnetic displacement towards the propagation direction (see Sec. 4.1)

with a tailored configuration of the opening angle and the total angular momentum

projection. Previous investigations on nondipole HHG [30] and ATI [119] demonstrated

this compensation of the magnetic displacement by two incident noncollinear plane-wave

lasers. The restriction to a single Bessel beam could simplify the experimental setup

and further highlight an essential step toward the understanding of weak relativistic

dynamics in atomic strong-field physics.



Chapter 5.

Critical intensity of high-order

harmonic generation

“The ‘paradox’ is only a conflict between reality and your feeling of what

reality ‘ought to be’”

— Richard Feynman

High-order harmonic generation (HHG) is an essential technique for producing coherent

ultra-short light pulses from tabletop-sized devices. Radiation from these devices can be

utilized in industry and scientific research, which highlights HHG as a key source for a

broad range of applications.

Major parts of the material presented in this chapter were previously published in:

Critical laser intensity of phase-matched high-order harmonic generation in noble gases

Minneker, B.; Klas, R.; Rothhardt, J; Fritzsche, S.

Photonics 2023, 10(1), 24.

The macroscopic HHG conversion efficiency is in the order of 10−4 at 30 eV [58] and

decreases to 10−9 for 300 eV [46]. Especially, the conversion efficiency of HHG from near- to

mid-infrared laser pulses decreases fast with increasing wavelengths, which is demonstrated

in many theoretical and experimental works [25, 120]. The interest of the strong-field

community in optimizing the HH yield has consequently increased drastically within

the last decades [61, 121–123]. The highest efficiencies are achieved by simultaneously

optimizing macroscopic effects such as absorption [124], laser focusing [125, 126], and

phase-matching [127–129].

75
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Phase-matching (PM) is one of the essential requirements for the efficient generation of

HH radiation. Therefore, the phase velocity of the incident laser pulse and the generated

HH radiation need to match while propagating through the gas medium. The PM of

complex laser fields, for example, twisted light [129], is often complicated, so linearly

polarized laser pulses are advantageous to simplify the PM conditions. Commonly used

media for the generation of HH radiation are isotropic noble gases, which are the focus of

this chapter. In particular, the plasma (free electrons + ions) and neutral gas dispersion,

the geometric phase, and the intrinsic phase are balanced to achieve a transient PM

window [127]. Plasma and neutral gas dispersion contribute significantly to PM, whereas

geometric and intrinsic contributions nullify.

This chapter analytically investigates the PM conditions for partially ionized noble

gases in the free-focusing regime, see [130]. While the ionization of the gas target is

investigated, other PM contributions are nullified in the experimental setup discussed.

These assumptions allow one to discuss an experimental setup under realistic conditions

and further demonstrate a newly developed calculation technique. Here, a Gaussian

laser pulse exhibits an inverse logarithmic dependence of the critical intensity on the

pulse duration. Furthermore, analytical expressions of the critical intensity are derived

within the ADK and PPT theory, respectively. The developed expressions yield highly

accurate results while comparing them to numerical computations. The end of this

chapter highlights further applications of the derived formulas with a specific example.

5.1. Model and Method

This chapter focuses on the linear propagation effects of the HH radiation and the incident

laser pulse inside the gas medium. Here, the particular focus lies on the PM of both light

fields. Figure 5.1a shows a standard HHG setup with the incident laser pulse on the left

(orange-red) and the HH radiation emitted on the right (blue), while the dashed circle

highlights the respective PM region.

The medium consists of an arbitrary noble gas, characterized by the ionization

potential Ip and the orbital angular momentum ` of the respective atomic state. The

incident laser beam is a paraxial linearly polarized plane-wave with a Gaussian pulse

envelope propagating on the optical axis (z-axis) that irradiates a gas target (free-focusing

regime). The optical axis is perpendicular to the target surface in the x-y plane, while

the target itself is located one Rayleigh length behind the focus of the incident laser
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Figure 5.1.: (a) HHG-setup: laser pulse (orange-red), atomic targets (gray), generating
medium (green), high-order harmonic radiation (blue), gas-jet emitter (gray-
black), and (b) critical ionization probability ηc of commonly used noble gases
about the photon energy of the emitted harmonics Eq at the fundamental laser
wavelength of λ = 1000 nm.

pulse z = zR (not explicitly shown in Figure 5.1a). This position favors the coherent

generation of HH photons associated with the short trajectory within the quantum orbit

approach [131]. For thin gas targets, the electric field strength on the optical axis is

constant in the free-focusing regime. The SI unit system is used in the following section

5.1.1.

5.1.1. Phase-matching of high-order harmonic radiation

Efficient HHG is achieved for a coherent superposition of HH radiation where the

z-component of the wave-vector mismatch is minimized, which reads

∆k = k(qω) − qk(ω). (5.1)

The first term is associated with the HH radiation, while the second term belongs to the

incident laser pulse. This mismatch ∆k can be separated into several contributions. In

the free-focusing regime, the wave-vector mismatch consists of four major contributions

∆k = ∆katom + ∆kplasma + ∆kGouy + ∆kintrinsic ≡ 0, (5.2)
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as discussed in Ref. [132]. The contributions ∆katom and ∆kplasma consider the mismatch

associated with the neutral and ionized atom dispersion, respectively. Moreover, ∆kGouy

denotes the geometric contribution of the Gouy phase, while ∆kintrinsic represents the

wave-vector mismatch related to the intrinsic phase of the emitted photons. The Gouy

phase wave-vector mismatch is positive, whereas the intrinsic phase contributes negatively.

Both contributions eventually nullify ∆kGouy + ∆kintrinsic ≈ 0, as the target is centered

one Rayleigh length behind the focus of the incident laser, [33, 131, 133]. The remain-

ing contributions ∆katom and ∆kplasma are related to the atom and plasma dispersion,

respectively, which eventually combine to a general dispersion mismatch

∆kdisp = ∆katom + ∆kplasma,

⇒ − q
ω

c

ρ

Natm

∆δ

(

1 − η

ηc

)

= 0. (5.3)

Here, ω is the frequency of the laser pulse, c is the speed of light in vacuum, Natm is the

number of particles under standard conditions, ρ is the respective particle density and

∆δ = n0(ω) − n0(qω) denotes the difference between the refractive indices of the laser

pulse and the q-th HH under standard conditions. The respective refraction indices n0

are computed as in Ref. [134–136]. At the macroscopic scale, the ionization probability

η represents the relative number of atoms in an ionized state compared to the total

number of atoms. Within this context, ηc is the so-called critical ionization probability,

see Chap. 2.3 in Ref. [132], that is given by

ηc =

(

1 +
2πreNatmc2

ω2∆δ

)−1

. (5.4)

Here, re = e2/ (4πε0mec
2) is the classical electron radius. The ionization probability

η fulfills the PM condition if it matches the critical ionization probability η = ηc, such

that Eq. (5.3) vanishes. The critical ionization probability (5.4) of commonly used noble

gases is shown in Figure 5.1b for an incident laser wavelength of λ = 1000 nm.

5.1.2. Critical intensity in the ADK theory

This section discusses strong-field ionization in the context of phase-matched high-order

harmonic generation. The YI theory [53] provides a sufficient description of strong-field

ionization. Since HHG is known to predominantly operate in the tunnel and multiphoton
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ionization regime (see Tab. 3.1), further investigations are restricted to the ADK and

PPT theory. Both theories are simplifications of the more general YI theory and are

valid within their respective Keldysh parameter regime.

This section is divided into two parts. The first part highlights the scheme of

achieving PM (5.3) by utilizing the respective critical intensity, whereas the second part

incorporates a detailed derivation of the critical intensity, as well as a discussion of the

applied approximations.

Critical intensity as phase-matching condition

For the complete laser pulse, it is generally impossible to satisfy the PM condition (5.3),

since the ionization probability increases monotonically over time. However, the PM

condition can be achieved at specific times, like the peak of the laser pulse, which is

associated with the highest HH yield [61]. The ADK ionization rate is defined in Eq. (3.9)

and reads

wADK(t) =
1

(2` + 1)

∑̀

m=−`

wADK
m (t),

=
∑̀

m=−`

|Cn∗l∗|2GlmIp

(2` + 1)

(

2(2Ip)3/2

E(t)

)2n∗−|m|−1

e− 2(2Ip)3/2

3E(t) ,

≡
∑̀

m=−`

κm

(

F0

E(t)

)gm+1

e− F0
E(t) , (5.5)

with the factors κm, F0 and gm that depend on the atomic species and were previously

defined in Eq. (3.8), as well as the parameters |Cn∗l∗|2 and Glm defined in Eq. (3.3). The

electric field of the laser pulse follows as

E(t) = E0f(t) cos(ωt), f(t) = e−4 ln(2)( t
τ )

2

, (5.6)

and is introduced in Eq. (2.17). Note that f(t) denotes a Gaussian envelope with a full

width at a half maximum pulse duration (FWHM) of τ . The ADK ionization probability

in the peak of the laser pulse then reads [33]

η = ηADK = 1 − e
−
∫ 0

−∞
wADK(t)dt

. (5.7)
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The ionization probability consequently depends on the wavelength of the laser λ, the

atomic ionization potential Ip, the duration of the pulse τ , and the intensity of the laser

pulse I =
√

E0. It is experimentally challenging to adapt the atomic species or the

wavelength of the laser pulse to fulfill the PM condition, while the intensity and the pulse

duration can be controlled quite easily. With this in mind, the critical intensity Ic of

the laser pulse follows as a function of the laser wavelength, atomic species, and pulse

duration. The critical intensity is defined so that it satisfies the PM condition (5.3)

η(I, τ, Ip, λ) = ηc ⇒ η
(

Ic(τ, Ip, λ)
)

= ηc. (5.8)

Numerical algorithms are often used to find the respective critical intensity Ic from

Eq. (5.7), or more generally, the required intensity to achieve a certain ionization

probability [65,127,132,137]. These algorithms integrate the ADK ionization rate (5.5),

or the PPT rate (5.23), numerically for a given intensity and iteratively optimize it

until the intensity converges to the critical intensity I → Ic. In other words, these

algorithms couple the fast oscillating (temporal) integration in Eq. (5.7) to a root-finding

algorithm. The full algorithm is computationally heavy, as the numerical integration

must be executed separately for each iteration of the root-finding algorithm.

The approximation of the critical intensity, within ADK theory Ic → I(0)
c (derivation

in Sec. 5.1.2 (Derivation of the critical intensity)), results as

I(0)
c (τ, Ip, λ) =

[

g0

F0

W0

(

− 1

g0

(
D0

τ

)1/g0
)]−2

, for g0 < 0, (5.9a)

I(0)
c (τ, Ip, λ) =

[

g0

F0

W−1

(

− 1

g0

(
D0

τ

)1/g0
)]−2

, for g0 > 0, (5.9b)

D0 = 2
√

2 ln(2)
| ln(1 − ηc)|

κ0

. (5.9c)

Within the derivation of the critical intensity I(0)
c several approximations have been

used, where each approximation reduces to one of the major assumptions mentioned in

Def. 5.1. However, κm and g0 are defined in Eq. (3.8) with gm → g0, while the Lambert

W function is denoted by Wi for its two real branches with i ∈ {0, −1}. The parameter

g0 is negative for all neutral noble gases, except xenon, so that Eq. (5.9a) shall be used

for helium, neon, argon, and krypton while Eq. (5.9b) refers to xenon. Note that the

variables F0 and g0 depend only on the atomic species, whereas D0 ∝ ln
(

1 − ηc(λ)
)
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Definition 5.1: Assumptions on the system

(i) F0/E0 � 1: The characteristic electric field of the atom F0 ∝ I3/2
p is much

larger than the peak amplitude of the incident laser pulse E0.

(ii) n ' 8: The number of optical cycles n of the laser pulse is sufficiently large.

(iii) m 6= ±1: The contributions to the ionization rate of atomic states with

magnetic quantum number m = ±1 are small.

depends on the wavelength of the incident laser pulse. The dependency of the critical

intensity on the laser pulse is therefore imprinted in the critical ionization probability

ηc → ηc(λ) and the pulse duration τ . Explicit values of g0, F0, and κ0 are listed in

Tab. 5.1 for several noble gases.

The critical intensity (5.9c) provides a reasonably simple dependence on the laser

pulse parameters via

∣
∣
∣ ln
(

1 − ηc(λ0)
)∣
∣
∣

τ0

=

∣
∣
∣ ln
(

1 − ηc(λ1)
)∣
∣
∣

τ1

,

⇒ τ1 = τ0

∣
∣
∣ ln
(

1 − ηc(λ1)
)∣
∣
∣

∣
∣
∣ ln
(

1 − ηc(λ0)
)∣
∣
∣

≈ τ0
η1

c

η0
c

for ηc(λ0), ηc(λ1) � 1. (5.10)

This provides a condition for a pulse duration τ1, for which the critical intensity

of the incident laser pulse remains invariant while the laser parameters change from

λ0, τ0 → λ1, τ1. The factor | ln(1 − ηc)| is physically equivalent to the time-integrated

ionization rate at the peak of the laser pulse

| ln(1 − ηc)| =
∫ 0

∞
dt wADK(t). (5.11)

Reformulating Eq. (5.10) leads to the following invariance relation:

The critical field intensity is invariant under a parameter change from (τ0, λ0) to

(τ1, λ1), if the relative time integrated ionization rate matches the relative pulse duration,

τ1

τ0

=
n1λ1

n0λ0

=
ln
(

1 − ηc(λ1)
)

ln
(

1 − ηc(λ0)
) =

ln(1 − η1
c )

ln(1 − η0
c )

and if η1
c , η0

c � 1 ⇒ τ1

τ0

≈ η1
c

η0
c

. (5.12)
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Table 5.1.: Parameters (3.8) to compute the critical intensity of hydrogen-like noble gases

He Ne Ar Kr Xe

g0 -0.5122 -0.4114 -0.1417 -0.0283 0.1182

F0 1.6196 1.3303 0.8311 0.6958 0.5612

κ0 6.5714 6.4204 6.1200 6.0226 5.9116

Simplifying Eq. (5.9) even further reveals a simple scaling law regarding the critical

intensity for both, positive and negative, g0 [138]

I(0)
c (τ, Ip, λ) ≈

[

g0

F0

ln

(

1

|g0|

(
D0

τ

)1/|g0|)]−2

∝ F 2
0 ln−2

(
D0

τ

)

,

⇒ I(0)
c (τ) ∝ ln−2

(

| ln(1 − ηc)|
τ

)

. (5.13)

This rather simple scaling law describes the general proportionality of the critical intensity

for all noble gases with respect to the pulse duration and the critical ionization probability

of a quasi-monochromatic Gaussian laser pulse.

To summarize, the derived critical intensity in Eq. (5.9) depends on the incident

laser pulse via the pulse duration τ and, indirectly, the wavelength of the laser pulse

by ηc(λ), where it obeys the proportionality I(0)
c ∝ ln−2( | ln(1−ηc)|

τ
). The wavelength

dependency is directly related to the critical ionization probability in which the refractive

index is sensitive to the wavelength of the incident laser. The critical intensity does not

significantly depend on ionized electrons from states with a magnetic quantum number

of m = ±1. At the same time, the dependency on the ionization potential Ip cannot be

derived so easily.

Derivation of the critical intensity

The following derivation utilizes a number of approximations that are directly associated

with one of the assumptions in Def. 5.1.

The initial focus lies on the temporal integration in Eq. (5.5) to achieve an explicit

expression for the critical intensity Ic → Ic(τ, Ip, λ). The summation with respect to the
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Figure 5.2.: Electric field of the approximate Gaussian pulse in Eq. (5.15) with τ = 3T0.
(a) exact pulse (blue) with its envelope (red) (b) while the approximated pulse
(green) and its envelope (gray) are shown on top of the exact pulse.

magnetic quantum number m is removed from the integral and omitted for the moment

1

2` + 1

∫ 0

−∞
dt wADK

m (t) =
1

2(2` + 1)

∫ ∞

−∞
wADK

m ,

=
κm

2

∫ ∞

−∞
dt

(

F0

E(t)

)gm+1

e− F0
E(t) . (5.14)

In the next step, the Gaussian envelope is approximated by assuming a parametric time

dependence, so that the envelope is constant within each half-cycle t ∈
[

−T0

4
, T0

4

]

. This

approximation is valid for a slowly varying envelope, which is associated with a sufficiently

large number of optical cycles Def. 5.1(ii). Fig. 5.2 illustrates the approximation of the

Gaussian pulse for a pulse length of three optical cycles. Although the number of optical

cycles is low, the approximation scheme is still accurate as the pulse and its respective

approximation coincide reasonably well. However, in reality, the intrinsic phase of the

envelope needs to be considered for short pulses. Finally, this limits the application of

the approximation to pulse durations of more than seven to ten optical periods. Formally,

the approximation is represented via

1

2` + 1

∫ 0

−∞
dt wADK

m (t) ≈κm

2

∞∑

k=−∞

∫ T0/4

−T0/4
dt

(

F0

E0fk cos(ωt)

)gm+1

e
− F0

E0fk cos(ωt) , (5.15)

≈κm

(
F0

E0

)gm+1 ∞∑

k=−∞

∫ T0/4

0
dt e

− F0
E0fk cos(ωt) . (5.16)
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The approximation in the last line neglects the factor fk cos(ωt) in the denominator, since

the dominant contribution is associated with the argument of the exponential function

[33]. Furthermore, the remaining integral approximates as

∫ T0/4

0
dt e

− F0
E0fk cos(ωt) =

T0

2π

∫ π/2

0
dx e

− F0
E0fk cos(x) ≈ T0

2π

∫ ∞

0
dx e

− F0
E0fk

cosh(x)
,

⇒
∫ T0/4

0
dt e

− F0
E0fk cos(ωt) ≈ T0

2π
K0

(

F0

E0fk

)

, (5.17)

with the modified Bessel function of zeroth order K0

(
F0

E0fk

)

. Using the asymptotic

expansion of the modified Bessel function for large x = F0

E0fk
(K0(x) ≈

√
π
2x

e−x) yields

[62]

1

2` + 1

∫ 0

−∞
dt wADK

m (t) ≈T0κm

2π

(
F0

E0

)gm+1√π

2

(
F0

E0

)−1/2 ∞∑

k=−∞
e

− F0
E0fk . (5.18)

Note that the contributions of the envelope to the denominator are neglected. The

remaining summation reduces to

∞∑

k=−∞
e

− F0
E0fk =

∞∑

k=−∞
e

− F0
E0

e(ln(2)(k/n)2)

≈
∞∑

k=−∞
e

− F0
E0

(1+ln(2)(k/n)2)
,

≈e
− F0

E0

∫ ∞

−∞
dk e

− F0
E0

ln(2)(k/n)2

= n

√

π

ln(2)

(
F0

E0

)−1/2

e
− F0

E0 ,

⇒
∞∑

k=−∞
e

− F0
E0fk ≈n

√

π

ln(2)

(
F0

E0

)−1/2

e
− F0

E0 , (5.19)

with the definition τ = nT0 of the pulse duration for an integer number n of optical

cycles. Inserting Eq. (5.19) into Eq. (5.18) yields an analytic formula of the ionization

rate with

1

2` + 1

∫ 0

−∞
dt wADK

m (t) ≈ τκm

2
√

2 ln(2)

(
F0

E0

)gm

e
− F0

E0 . (5.20)

Contributions of the terms wADK
±1 are low compared to wADK

0 and are consequently omitted.

After the replacement η → ηc and minor rearrangement, Eq. (5.7) follows as

− ln(1 − ηc) ≈ 1

(2` + 1)

∫ 0

−∞
wADK

0 (t)dt,

(

F0√
Ic

)g0

e
− F0√

Ic =2
√

2 ln(2)
| ln(1 − ηc)|

τκ0

≡ D0

τ
. (5.21)



Critical intensity of high-order harmonic generation 85

Note that the computation technique is independent of the replacement of η → ηc and

may be used in other scenarios. By utilizing the definition of the Lambert function Wi
1

which solves xex = y ⇒ x = Wi(y) the critical intensity in Eq. (5.8) finally reads

I(0)
c (τ, Ip, λ) =

[

g0

F0

W0

(

− 1

g0

(
D0

τ

)1/g0
)]−2

, for g0 < 0, (5.22a)

I(0)
c (τ, Ip, λ) =

[

g0

F0

W−1

(

− 1

g0

(
D0

τ

)1/g0
)]−2

, for g0 > 0. (5.22b)

D0 = 2
√

2 ln(2)
| ln(1 − ηc)|

κ0

, (5.22c)

5.1.3. Critical intensity in the PPT theory

The previous section discussed the analytical method to calculate the critical intensity

within the ADK theory. In the following, the formalism is extended to the PPT theory

[33,56], which incorporates multiphoton ionization alongside tunnel ionization. The PPT

ionization rates have a more complex dependence on the laser intensity compared to the

ADK rates. To proceed, a perturbative approach is applied which is similar to the one

shown in Sec. 5.1.2.

The PPT ionization rate (3.6) is defined via

wPPT(t) =
1

(2` + 1)

∑̀

m=−`

wPPT
m (t),

=
∑̀

m=−`

κm

(

F0

E(t)

)gm+1

e− F0
E(t)

g(γ)

× 4√
3π

1

|m|!
γ2

1 + γ2

(

1 + γ2
)(|m|+1)/2

∞∑

q≥qthr

Aq(ω, γ), (5.23)

while the respective parameters are given in Eq. (3.5). The critical intensity within the

ADK theory is used to approximate the Keldysh parameter as

γ = ω

√

2Ip

Ic

≈ γ(I(0)
c ) ≡ γ(0). (5.24)

1The index i indicates the two real branches of Wi for i ∈ {0, −1}
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Inserting γ(0) into Eq. (5.23) then reads

wPPT(t) ≈
∑̀

m=−`

κ(0)
m




F

(0)
0

E(t)





gm+1

e−
F

(0)
0

E(t) , (5.25)

with the definitions

κ(i)
m =

δl,|m| + δ`−1,|m|
|m|!

(

g(γ(i))
)−(gm+1)

× κm
4√
3π

(

γ(i)
)2

1 + (γ(i))
2

(

1 +
(

γ(i)
)2
)(|m|+1)/2 ∞∑

q≥qthr

Aq(ω, γ(i)), (5.26)

F
(i)
0 =F0g(γ(i)), (5.27)

for i = 0. The Kronecker deltas ensure a correct summation over the magnetic quantum

number m for ` ≤ 1 so that the total ionization rate (5.23) results as

wPPT(t) =




κ

(0)
0




F

(0)
0

E(t)





g0+1

+ 2κ
(0)
1




F

(0)
0

E(t)





g1+1



 e−

F
(0)
0

E(t) ,

=




κ

(0)
0 + 2κ

(0)
1




F

(0)
0

E(t)





−1








F

(0)
0

E(t)





g0+1

e− F
(0)
0

E(t) ,

≈




κ

(0)
0 + 2κ

(0)
1




F

(0)
0

E
(0)
0





−1








F

(0)
0

E(t)





g0+1

e−
F

(0)
0

E(t) , (5.28)

κ(0) =κ
(0)
0 + 2κ

(0)
1




F

(0)
0

E
(0)
0





−1

, (5.29)

⇒ wPPT(t) ≈κ(0)




F

(0)
0

E(t)





g0+1

e− F
(0)
0

E(t) . (5.30)

Note that the inversion symmetry applies in the summation over the magnetic quantum

number with wPPT
1 (t) = wPPT

−1 (t). Furthermore, the temporal contribution of the electric

field E(t), within rectangular brackets, is assumed to be small while moving from the

second to the third line. The electric field strength is, in addition, approximated by

the critical electric field strength E
(0)
0 =

√

I
(0)
c . It can be seen that the mathematical

structure of Eq. (5.30) is similar to the integrand in Eq. (5.14). Making use of the

presented calculation technique in Sec. (5.1.2) then yields the critical intensity calculated
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within the PPT theory as

I(1)
c (τ, Ip, λ) =




g0

F
(0)
0

W0



− 1

g0

(

D(0)

τ

)1/g0








−2

, for g0 < 0, (5.31a)

I(1)
c (τ, Ip, λ) =




g0

F
(0)
0

W−1



− 1

g0

(

D(0)

τ

)1/g0








−2

, for g0 > 0. (5.31b)

D(0) =2
√

2 ln(2)
| ln(1 − ηc)|

κ(0)
. (5.31c)

Note that Eq. (5.31) incorporates contributions associated with magnetic quantum

numbers m = ±1 as it can not be neglected here. 2. The scaling behavior of the critical

intensity I(1)
c is more complex than that of I(0)

c (5.9) since the parameters F
(0)
0 and κ(0)

both depend on the critical intensity within ADK theory I(0)
c . Therefore, one may hardly

see any general scaling behavior. However, the general behavior of I(1)
c (or ηPPT) should

not differ substantially from I(0)
c (or ηADK) since the computation technique is based on

a perturbative approach. The similarity can be recognized by comparing ADK and PPT

ionization rates for small Keldysh parameters, see [139]. This implies that the dependence

of the parameters κ(0) and F
(0)
0 on the respective intensity should be sufficiently small

for Keldysh parameters close to one. A further application of the demonstrated method

increases the accuracy of the critical intensity and, in addition, yields valid results for

Keldysh parameters of γ ' 1.

γ(I(0)
c ) ≡ γ(0) → γ(I(1)

c ) ≡ γ(1),

⇒ F
(0)
0 → F

(1)
0 ; D(0) → D(1) ; I(1)

c → I(2)
c . (5.32)

In fact, an iterative application of this procedure provides the (i + 1)-th critical intensity

in the i-th iteration step via

I(i+1)
c (τ, Ip, λ) =




g0

F
(i)
0

W0



− 1

g0

(

D(i)

τ

)1/g0








−2

, for g0 < 0, (5.33a)

I(i+1)
c (τ, Ip, λ) =




g0

F
(i)
0

W−1



− 1

g0

(

D(i)

τ

)1/g0








−2

, for g0 > 0. (5.33b)

D(i) =2
√

2 ln(2)
| ln(1 − ηc)|

κ(i)
, κ(i) = κ

(i)
0 + 2κ

(i)
1

E
(i)
0

F
(i)
0

. (5.33c)

2The derivation only assumes Def. 5.1(i)-(ii) to compute the critical intensity within the PPT theory.
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Figure 5.3.: (a) The critical intensity, computed as a function of the pulse duration which is
measured in multiples of the optical period. The ionization rates are computed
within the ADK model for a wavelength of λ = 1000 nm in neutrally charged
noble gases (color). (b) The error of the analytic solution compared to the
numerical computations for wavelengths of λ = 1000, 2000, 3000 nm (line type)
in neutrally charged noble gases (line color).

This procedure is be applied until the critical intensity has converged. Typically,

convergence is achieved for i ∈ [2, 8], which depends on the parameters (τ, Ip, λ).

5.2. Results and Discussion

The following section discusses the accuracy of the derived analytical formulas concerning

the critical intensity and the closely related Keldysh parameter. Moreover, it presents

the parameter space for which the derived formulas of the critical intensity are valid. To

do so, three quantities are defined to measure the respective errors

∆I(0)
c =

|I(0)
c − IADK

c |
IADK

c

, (5.34)

∆I(i)
c =

|I(i)
c − IPPT

c |
IPPT

c

, for i > 0, (5.35)

∆γ(i) =
|γ(i) − γPPT|

γPPT
, for i > 0, (5.36)

where the first two errors indicate the modulus of the difference between the exact numer-

ical solution of the critical intensity (IADK
c and IPPT

c ) and their analytic approximations
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Figure 5.4.: (a) The error of the critical intensity as a function of the pulse duration was
calculated within the PPT model. The error is shown for wavelengths of λ =
500, 750, 1000 nm (line type) in neutrally charged noble gases (line color). (b)
The error of the Keldysh parameter for a pulse of n = 200 optical periods about
the number of iterations i. The set of wavelengths (marker style) and noble gases
(line color) is the same as in (a).

I(0)
c and I(i)

c , respectively. The last error in Eq. (5.33) verifies the convergence of the

Keldysh parameter, by the respective error of the numerical and analytical computation.

All computations are performed for an HH photon energy of 25 eV unless stated otherwise.

Different atomic species are visually distinguished by different line colors, whereas the

respective marker or line type distinguishes different incident wavelengths.

5.2.1. Accuracy of the critical intensity: ADK theory

The accuracy of Eq. (5.9) is initially verified by visual comparison with the numerically

calculated critical intensity. Figure 5.3a shows the critical intensity as a function of the

number of optical periods n = τ/T0, while the wavelength of the incident laser pulse

is fixed to λ = 1000 nm. Moreover, the line color denotes the atomic species, where

the colored squares represent the analytical results of Eq. (5.9), and the solid line the

numerical results. The error of the critical intensity (5.34) for a set of wavelengths

λ = 1000, 2000, 3000 nm (line type) and noble gases (line color) is shown in Figure 5.3b

since the difference between the numerical and analytical results is hardly visible. The

error lies below 1% for all parameter configurations, while it is not significantly sensitive
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to the HH energy. The latter validates this error estimate for HH photon energies from

25 eV to 200 eV. Note that the upper limit is arbitrarily set to 200 eV; see Fig. 5.1b; where

the critical ionization probability remains approximately constant for the mentioned

laser pulse parameters. With this in mind, the upper limit easily extends to photon

energies of 2 keV. Note that the error of the critical intensity decreases with an increasing

wavelength of the incident laser pulse and further decreases exponentially with increasing

pulse duration. In addition, the error decreases with an increasing ionization potential

for all noble gases except helium. Helium does not have electrons within its p-orbital, in

contrast to the other noble gases. This may lead to deviations in the accuracy since these

electrons (with m = ±1) are omitted in the analytical computation for all noble gases.

However, the accuracy of Eq. (5.9) compared to a numerical computation is listed in

Tab. D.1 for various configurations. Here, the shortest wavelength λmin and the smallest

number of optical periods nmin is shown for which the error is smaller than ∆I(0)
c . This

holds for n > nmin and λ > λmin since the error decreases for increasing n and λ. As a

brief conclusion, the error of Eq. (5.9) obeys 3

τ ≥ 20 fs , λ ≥ 800 nm , n ≥ 8 ⇒ ∆I(0)
c ≤ 1.0%. (5.37)

The ADK theory is generally not valid for wavelengths below 800 nm such that the

results within the respective PPT theory are discussed in the following.

5.2.2. Accuracy of the critical intensity: PPT theory

Going on to shorter wavelengths of the laser pulse leads to the intermediate regime

in which tunnel and multiphoton ionization simultaneously occur. In this regime, the

critical intensity within the PPT theory is valid, as the Keldysh parameter is on the

order of unity. If not mentioned otherwise, Eq. (5.33) is used to compute the critical

intensity where i is chosen so that the Keldysh parameter converges.

Figure 5.4a shows the error of the critical intensity (5.33) for i = 2, similar to Figure

5.3b. In contrast to 5.3b, the error of heavy noble gases like krypton and xenon deviates

from the exponential decrease with increasing pulse duration. In addition, the error gets

fairly large for long pulse durations. This deviation is associated with the number of

iteration steps i in (5.33). Since the approximate critical Keldysh parameter γ(i)
c gets

3Holds for all noble gases.
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larger for small ionization potentials, as in the case of krypton and xenon, the number of

iterations needs to increase. Figure 5.4b shows the convergence of the Keldysh parameter

with iteration steps i on the x-axis and the error of the Keldysh parameter on the y-axis

for a fixed pulse duration τ = 200T0. The iteration step i = 0 computes the Keldysh

parameter within the ADK theory; see Eq. (5.24). The Keldysh parameter converges

rapidly as iteration steps i and the wavelengths of λ = 500, 750, 1000 nm (marker type)

increase, to an error of less than 1%.

The error is not significantly sensitive to the energy of the HH photon, so it is

neglected here, while Tab. D.2 lists the accuracy of the critical intensity in the PPT

model for various configurations. Overall the accuracy of Eq. (5.33) obeys 4

τ ≥ 8.3 fs , λ ≥ 250 nm , n ≥ 10 ⇒ ∆I(i)
c ≤ 2.5%, (5.38)

τ ≥ 8.6 fs , λ ≥ 515 nm , n ≥ 5 ⇒ ∆I(i)
c ≤ 1.5%, (5.39)

τ ≥ 26.7 fs , λ ≥ 800 nm , n ≥ 10 ⇒ ∆I(i)
c ≤ 1.0%. (5.40)

5.2.3. Comparison of the critical intensities: ADK - PPT

The interpretation of the respective critical intensities is discussed in the following

section. The focus lies on the general scaling of the critical intensity with respect to

the pulse duration and incident wavelength. Figures 5.5 shows two density plots of

the critical intensity I(i)
c (λ, τ) (color scale) in which the variation of the wavelength

corresponds to the horizontal axis and the variation of the pulse duration to the vertical

axis. Figures 5.5a and b show the critical intensity of argon within ADK- and PPT

theory, respectively. Especially the critical intensity within the ADK theory constantly

increases with shrinking wavelengths and pulse durations. This is highlighted by the

contour lines (solid) that denote parameter compositions (λ, τ) with constant critical

intensity. In fact, these lines represent the solutions of Eq. (5.12) inserted into I(i)
c (λ, τ).

The pulse duration scaling matches well with the analytic approximation in Eq. (5.13),

while the wavelength scaling is related to the critical ionization probability, which does

not have a closed form. As mentioned above, Figure 5.5b shows the critical intensity in

the PPT theory. The scaling of the critical intensity in the dashed inset matches well

with the ADK theory so that both contour lines are straight. However, outside of the

4Holds for all noble gases.
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Figure 5.5.: Critical intensity in argon computed within the ADK model a), and the PPT
model for iteration step i = 8 b). The critical intensity is shown for a incident
wavelength from λ = 200 − 2000 nm and a pulse duration of τ = 40 − 2000 fs.
The inset in b) denotes the parameter space for which the critical intensity
calculated within the PPT model scales similar (approximately linear contour
lines) to the critical intensity calculated by the ADK model a).

inset, the scaling changes drastically. The deviation is remarkable since the global scaling

changes rapidly, which is visualized by the purple stars to the left of the dashed inset.

The position of these stars is understood as follows.

Let us select an arbitrary pair of parameters (λ0, τ0) in the dashed inset. Constantly

decreasing the wavelength, while keeping the pulse duration constant, leads to a monotonic

increase in the critical intensity. At a specific wavelength, the critical intensity is

constant and will decrease afterward. The purple star denotes the wavelength λ̃ at

which the intensity remains constant such that it describes the transition between

two separated regimes. The first regime, in which the critical intensity increases for

decreasing wavelengths, and the second, where the critical intensity decreases with

decreasing wavelength. Even though the number of purple stars shown in Figure 5.5b is

finite, they generally represent a continuous line that separates both regimes. From a

pragmatic point of view, this may be stated as follows. Purple stars denote the highest

critical intensity that can be applied to generate phase-matched high-order harmonics

for a given pulse duration τ .
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5.2.4. Comparison of the computation time: Analytical -

Numerical

The following section compares the performance of the analytical and numerically

computed critical intensity. Explicitly, two pulse durations are considered, namely n =

20 τ/T0 and n = 100 τ/T0, while the following parameters are fixed: λ = 1000 nm; Ip =

15.76 eV (Ar: ` = 1) and ηc = 0.02 for Eq > 100 eV. The following computations are

performed for the critical intensity in the ADK theory, while general remarks concerning

the PPT theory are presented at the end. Numerical computations were executed

in the Julia programming language [8], which utilizes the package QuadGK [140] for

numerical integration while the package NLsolve [141] provides the root-finding algorithm.

The resulting computation times tA(n) and tN(n) denote the analytical and numerical

computation, respectively. The average computation time for n = 20 τ/T0 results as

tA(20) = 736 ns, while the numerical computation yields tN (20) = 830 · 105 ns. Therefore,

the analytical method is roughly 105 times faster than the numerical computation.

Moreover, the analytical model is roughly 106 times faster for pulse durations of n =

100 τ/T0 with computation times tA(100) = 725 ns and tN(100) = 447 · 106 ns. This

drastically improved computation time highlights the relevance of the developed approach

for more advanced investigations. The computation time ratio for the respective critical

intensity within the PPT theory is given with 104 to 105. The ratio is approximately one

order of magnitude lower than the ratio for the critical intensity within the ADK theory,

which may originate from the iterative application of the critical intensity in Eq. (5.33).

The data shown in Fig. 5.5b were computed with the analytic expressions of the critical

intensity in the PPT theory (5.33). The computation time for this 1000 × 1000 data grid

(wavelength and the pulse duration) is on average 97 s while a numerical algorithm, as

defined below Eq. (5.8), would need approximately 97 s · 104 = 270 h, or in other words,

11 days for the same computation.

5.3. Outlook: Negligible ionization in noble gases

This section demonstrates the potential application of the derived approximation of

the critical intensity. There exist many examples for which the derived approximation

is useful, such as the efficiency scaling of the single-atom response for phase-matched

HHG [132] or simulations on HHG with finite ground-state depletion [63]. However, in

some cases, it is necessary to determine an upper-parameter limit for which a laser field
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Figure 5.6.: Ionization intensity: (a) ADK theory for a set of noble gases and pulse durations
of τ = 10 − τmax = 3000 fs and, (b) the PPT theory for wavelengths of λ =
200 − 2000 nm and pulse durations of τ = 20 − 2000 fs.

does not significantly ionize the gas medium. One example is nonlinear pulse compression.

In this technique spectral phase modulation is used to broaden the spectrum of an initial

pulse, which can be compressed down to the single cycle limit [142], using e.g. chirped

mirrors. Hence, leading to a peak power enhancement. This is the state-of-the-art

compression technique to generate ultrashort pulses with average powers in the kilowatt

regime [143]. An essential parameter of this compression technique is the ionization

of the gas medium, which should be small η0 = 0.001 [144]. The developed formalism

provides an analytic expression of an upper intensity, the ionization threshold intensity

or ionization intensity I
(0)
ion, for which no significant ionization in the medium occurs. The

ionization intensity is obtained by replacing the critical ionization probability ηc with the

upper ionization limit η0. The ionization intensity, within ADK theory, is analogously

defined to Eq. (5.9), via

I
(0)
ion(τ, Ip) =

[

g0

F0

W0

(

− 1

g0

(
D0

τ

)1/g0
)]−2

, for g0 < 0, (5.41)

I
(0)
ion(τ, Ip) =

[

g0

F0

W−1

(

− 1

g0

(
D0

τ

)1/g0
)]−2

, for g0 > 0. (5.42)

D0 = 2
√

2 ln(2)
| ln(1 − η0)|

κ0

. (5.43)

The ionization intensity does not depend on the respective wavelength in contrast to the

critical intensity in Eq. (5.9). The wavelength dependence of the critical intensity is
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explicitly associated with the critical ionization probability ηc(λ) and vanishes as it is

replaced. Therefore, the ionization intensity does not depend on the wavelength of the

incident laser pulse. This feature is physically reasonable since multiphoton ionization,

in which the wavelength determines the photon energy, is neglected within the ADK

theory. The respective ionization intensity is illustrated in Fig. 5.5a for several noble

gases. However, the wavelength independence vanishes for the ionization intensity within

the PPT theory. The respective formula is deduced similarly from the critical intensity

within the PPT theory (5.33) as follows

I
(i+1)
ion (τ, Ip, λ) =




g0

F
(i)
0

W0



− 1

g0

(

D(i)

τ

)1/g0








−2

, for g0 < 0, (5.44)

I
(i+1)
ion (τ, Ip, λ) =




g0

F
(i)
0

W−1



− 1

g0

(

D(i)

τ

)1/g0








−2

, for g0 > 0. (5.45)

D(i) =2
√

2 ln(2)
| ln(1 − η0)|

κ(i)
. (5.46)

The ionization intensity within the PPT theory is illustrated in Fig. 5.6b for an argon gas

target, where it reveals a significant dependence on the incident lasers wavelength. The

ionization intensity already varies substantially for wavelengths, λ > 1000 nm in contrast

to the wavelength independence of the ADK ionization intensity. These deviations

indicate the limitation of the ionization intensity within the ADK theory for practically

the complete chosen parameter space in Fig. 5.6b. The ionization intensity within the

PPT theory (5.33) is valid for the parameter space discussed, which allows further

investigation. In particular, this will help to tailor the design of future short-wavelength

compression schemes, which promise a high HHG conversion efficiency [58].

Overall, it was demonstrated that the developed formalism can be adapted to similar

tasks and is not limited to PM. The analytical computation technique provides an

accurate and flexible tool for further investigation in the field of strong-field ionization

and high-order harmonic generation.
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Chapter 6.

Summary and Conclusion

“A physicist is just an atom’s way of looking at itself.”

— Niels Bohr

This dissertation investigates high-order harmonic generation within the weakly

relativistic regime. The developed approach (GN-SFA) represents an extension of the

widely used dipole SFA and incorporates weakly relativistic contributions of arbitrarily

spatially structured light fields. Moreover, this dissertation investigates phase-matched

HHG and provides an analytical expression of the critical intensity, which is compared

to the respective numerical results. The findings of each chapter are briefly summarized

in the following.

Chapter 2 reviews the Maxwell equations, which include the electrodynamics of light,

followed by a general definition of spatially structured light fields. The chapter starts

with a discussion on plane waves, as a specific solution of the Maxwell equations, where

parts of its mathematical expression are associated with the respective physical quantities.

Then the focus shifts toward laser beams and pulses within the dipole approximation.

Subsequently, a general vector potential is defined, which depicts a wide range of spatially

structured light fields. Two examples are explicitly discussed, an elliptically polarized

plane wave and a locally linearly polarized Bessel beam. The latter example is of particular

interest, as Bessel beams are twisted light beams that carry orbital angular momentum

which is directly associated with their spatial structure. Twisted light represents an

attractive and innovative tool for probing laser-atom interactions as an alternative to

ordinary plane waves.

Chapter 3 introduces the strong-field regime alongside various processes. The chapter

begins with a general overview of light-matter interactions and converges rapidly toward

strong-field processes. The first half of the chapter particularly considers strong-field
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ionization and discusses different ionization mechanisms and their associated conditions.

Here, the focus lies on tunnel and multiphoton ionization within the ADK and PPT

theory. The second half of Chap. 3 focuses on the Lewenstein model of HHG and reviews

the gauge invariance of the strong-field amplitude in many details due to its relevance

for Chap. 4. Moreover, Chap. 3 reviews the quantum orbit approach, which significantly

simplifies the expression of the atomic dipole moment. Here, the electron trajectories are

associated with a finite ionization and recombination time, which yield a quasi-classical

interpretation of the high-order harmonic process.

Chapter 4 discusses weakly relativistic effects in the context of high-order harmonic

generation. These effects, also-known as nondipole effects, are a direct consequence

of the incident laser field’s spatial structure. A representative analysis of electrons in

an intense laser field provides qualitative insight and an intuitive understanding of the

electron dynamics within spatially structured light fields. Here, novel contributions

in the electron dynamics appear where the nondipole Volkov phase is not limited to

plane wave laser fields, as shown by B.Böning et.al [110]. This nondipole Volkov phase

essentially enables the general extension of the dipole SFA toward the weakly relativistic

regime. The derivation of this extension follows in three parts, where the first ensures

the gauge covariance of the strong-field transition amplitude for spatially structured light

fields, while the second introduces the weakly relativistic extension of the dipole matrix

element. Finally, the saddle-point approximation within the weakly relativistic regime is

described for a spatially structured vector potential in part three. In particular, these

parts are associated with research work carried out during the doctoral program and

were published in Ref. [1]. The resulting theoretical framework refers to as generalized

nondipole strong-field approximation (GN-SFA), which is the main outcome of this chapter.

Furthermore, this chapter investigates the generation of high-order harmonics by an

elliptically polarized plane wave beam within the GN-SFA as an example. Finally, Bessel

beams as potential candidates for novel nondipole features are highlighted in the outlook

to motivate further investigations. Generally, the GN-SFA provides an opportunity to

study complex laser fields and their associated weakly relativistic dynamics, which is

impossible with current methods.

Chapter 5 focuses on the phase-matched generation of high-order harmonics, investi-

gated in Ref. [2]. While phase-matching is affected by many parameters like the atomic

species, the laser field, or the geometry of the experimental setup, an extensive contribu-

tion is associated with the ionization of the gas target. Contributions, apart from the

ionization, may experimentally be compensated and nullified. Therefore, the ionization
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of the macroscopic target uniquely determines the phase-matching condition. For such

systems, a critical ionization probability exists, which defines the optimal ionization of

the gas target at the peak of the laser pulse. The generated high-order harmonics are

consequently emitted coherently and can constructively be superimposed. By utilizing

the critical ionization probability, a corresponding intensity, the critical intensity, is

defined that guarantees perfect phase-matching for arbitrary initial parameters. A laser

pulse with critical intensity, therefore, achieves the critical ionization probability at the

peak of the pulse. So far, this intensity has been computed, involving numerical expensive

integration’s and root-finding algorithms. Overall, Chap. 5 provides an approach that

circumvents the numerical computation and yields a highly accurate analytical expression

of the critical intensity. The critical intensity essentially depends on the duration of

the laser pulse, its wavelength, and the atomic species. The analytical approach pro-

vides accurate results for a wide range of parameters with an error of less than 1 %.

The high accuracy of the developed expression degrades numerical computations to a

redundant method for many practical purposes and, consequently, may replace them

in many applications. It further provides the opportunity to theoretically investigate

more complex systems since the computation time decreases roughly 4 to 6 orders of

magnitude. The outlook of this chapter considers the ionization intensity as an example

for further applications, to mention the general character of the developed computation

technique.

The following conclusion highlights the results of this dissertation. Progress in physics

relies on the interplay of experimental and theoretical investigations. Both approaches

aim to gain insight into the fundamental dynamics of nature. Where experiments

yield measured data, theoreticians shall provide vivid models to describe these data and

explain the associated phenomena. However, this dissertation does not directly investigate

specific phenomena but develops models and methods to describe various new features

and phenomena in the context of strong-field physics. The first part of this dissertation

extends the dipole strong-field approximation of high-order harmonic generation toward

the nondipole regime. This generalization essentially incorporates weakly relativistic

effects of, for example, twisted light beams. Weakly relativistic contributions are of

particular interest, as the nontrivial spatial structure of the laser field eventually affects

the dynamics of the high-order harmonic process at the microscopic scale. The second

part of this dissertation is associated with method development in the context of phase-

matched high-order harmonic generation. The critical ionization probability represents

an upper ionization limit in gas targets, above which phase-matching of the high-order

harmonics is impossible. So far, suitable beam parameters that ensure phase-matching
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are computed numerically, which substantially increases the computational effort in

many applications. The derived analytic expression provides the critical intensity from

sets of arbitrarily chosen initial parameters, namely the pulse length and wavelength

of the incident laser field alongside the atomic species. While the analytical approach

bypasses numerical effort and also provides insight into the dependencies of the respective

parameters.

The research discussed in this dissertation highlights the latest findings in strong-field

physics and further improves the existing models and methods substantially. Therefore,

it represents an important step toward a more detailed understanding of strong-field

atomic physics.



Appendix A.

Eigenstates of the energy

operator

The action of the energy operator onto its respective energy eigenstate expands as

Ê (r, t) |ΨE

n〉 =

(

Ĥ0 +
p̂ · A(r, t) + A(r, t) · p̂ + A2(r, t)

2

)

e−ir·A(r,t) |Ψn〉 . (A.1)

For the sake of simplicity, the spatial and temporal dependencies of the quantities will be

abandoned in the following derivation. The expansion of the energy operator is simplified

by assuming that the vector potential satisfies the Coulomb gauge (2.4)

Ê |ΨE

n〉 =

(

Ĥ0 + A · p̂ +
A2

2

)

e−ir·A |Ψn〉 . (A.2)

Even though the momentum operator and the exponential do not commute, they can be

represented via

p̂e−ir·A |Ψn〉 = e−ir·A (p̂ − A) |Ψn〉 . (A.3)

With this in mind, the action of the field-free Hamiltonian onto the energy eigenstate is

written as

Ĥ0 |ΨE

n〉 =

(

p̂2

2
+ V (r)

)

e−ir·A |Ψn〉 = e−ir·A
(

(p̂ − A)2

2
+ V (r)

)

|Ψn〉 ,

=e−ir·A
(

Ĥ0 − A · p̂ +
A2

2

)

|Ψn〉 ,

=

(

εn +
A2

2

)

|ΨE

n〉 − e−ir·AA · p̂ |Ψn〉 ,

=

(

εn +
A2

2
− A (p̂ + A)

)

|ΨE

n〉 ,

⇒ Ĥ0 |ΨE

n〉 =

(

εn − A · p̂ − A2

2

)

|ΨE

n〉 . (A.4)
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Inserting Eq. (A.4) into Eq. (A.1) yields

Ê |ΨE

n〉 =
(

εn + A · p̂ − A · p̂
︸ ︷︷ ︸

=0

+
A2

2
− A2

2
︸ ︷︷ ︸

=0

)

|ΨE

n〉 ,

⇒ Ê |ΨE

n〉 =εn |ΨE

n〉 , (A.5)

which coincides with Eq. (4.8).



Appendix B.

Nondipole Volkov states

General nondipole Volkov phase

The complete nondipole Volkov phase in terms of Eq. (4.5) is defined as

Γ(r, t) =
5∑

i=1

Γi(r, t), (B.1a)

Γ1(r, t) =
∫

d3k ρk sin(uk + θk), (B.1b)

Γ2(r, t) =
∫

d3k d3k ′
(

α+
kk′ sin(uk + uk′ + θ+

kk′) + α−
kk′ sin(uk − uk′ + θ−

kk′)
)

, (B.1c)

Γ3(r, t) =
∑

±

1

2

∫

d3k d3k ′σkk′ρk
sin(uk ± uk′ + θk ± ζkk′)

ηk ± ηk′
, (B.1d)

Γ4(r, t) =
∑

±

∫

d3k d3k ′d3k ′′σkk′α+
kk′′

(

sin(uk ± uk′ + uk′′ + θ+
kk′′ ± ξkk′)

ηk ± ηk′ + ηk′′

)

, (B.1e)

Γ5(r, t) =
∑

±

∫

d3k d3k ′d3k ′′σkk′α−
kk′′

(

sin(uk ± uk′ − uk′′ + θ−
kk′′ ± ξkk′)

ηk ± ηk′ − ηk′′

)

, (B.1f)

where Eqs. (B.1b) and (B.1c) are associated with the particle-field and field-field con-

tributions of the nondipole Volokv phase, respectively. Moreover, Eqs. (B.1d)-(B.1f)

are interconnections of the geometric contribution with the respective particle-field and

field-field contributions discussed below Eq. (4.5).
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Spatial and temporal nondipole Volkov phase

The spatial nondipole Volkov phase is written in the following which is deduced from the

approximation schema mentioned below Eq. 4.23,

Γ(r)(t) =
5∑

i=1

Γ
(r)
i (t), (B.2a)

Γ
(r)
1 (t) =

∫

d3k kρk cos(u
(0)
k + θk), (B.2b)

Γ
(r)
2 (t) =

∫

d3k d3k ′
(

α+
kk′(k + k′) cos(u

(0)
k + u

(0)
k′ + θ+

kk′)

+ α−
kk′(k − k′) cos(u

(0)
k − u

(0)
k′ + θ−

kk′)
)

, (B.2c)

Γ
(r)
3 (t) =

∑

±

1

2

∫

d3k d3k ′σkk′ρk(k ± k′)
cos(u

(0)
k ± u

(0)
k′ + θk ± ζkk′)

ηk ± ηk′
, (B.2d)

Γ
(r)
4 (t) =

∑

±

∫

d3k d3k ′d3k ′′σkk′α+
kk′′(k ± k′ + k′′)




cos(u

(0)
k ± u

(0)
k′ + u

(0)
k′′ + θ+

kk′′ ± ξkk′)

ηk ± ηk′ + ηk′′



 ,

(B.2e)

Γ
(r)
5 (t) =

∑

±

∫

d3k d3k ′d3k ′′σkk′α−
kk′′(k ± k′ − k′′)




cos(u

(0)
k ± u

(0)
k′ − u

(0)
k′′ + θ−

kk′′ ± ξkk′)

ηk ± ηk′ − ηk′′



 ,

(B.2f)

while the temporal nondipole Volkov phase reads

Γ(t)(t) =
5∑

i=1

Γ
(t)
i (t), (B.3a)

Γ
(t)
1 (t) =

∫

d3k ρk sin(u
(0)
k + θk), (B.3b)

Γ
(t)
2 (t) =

∫

d3k d3k ′
(

α+
kk′ sin(u

(0)
k + u

(0)
k′ + θ+

kk′) + α−
kk′ sin(u

(0)
k − u

(0)
k′ + θ−

kk′)
)

, (B.3c)

Γ
(t)
3 (t) =

∑

±

1

2

∫

d3k d3k ′σkk′ρk
sin(u

(0)
k ± u

(0)
k′ + θk ± ζkk′)

ηk ± ηk′
, (B.3d)

Γ
(t)
4 (t) =

∑

±

∫

d3k d3k ′d3k ′′σkk′α+
kk′′




sin(u

(0)
k ± u

(0)
k′ + u

(0)
k′′ + θ+

kk′′ ± ξkk′)

ηk ± ηk′ + ηk′′



 , (B.3e)

Γ
(t)
5 (t) =

∑

±

∫

d3k d3k ′d3k ′′σkk′α−
kk′′




sin(u

(0)
k ± u

(0)
k′ − u

(0)
k′′ + θ−

kk′′ ± ξkk′)

ηk ± ηk′ − ηk′′



 . (B.3f)
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Elliptically polarized plane wave beam

Some important definitions concerning the nondipole Volkov phase of an elliptically

polarized plane wave beam are defined in the following.

p0 · ∇̂pΓ
(p)
1 (t)

∣
∣
∣
p=p0

= − p0 ·
∫ t

dτ ∇̂p
ωk0

ηk0

Ak0(τ)
∣
∣
∣
p=p0

= k0

∫ t

dτ
ωk0

η2
k0

(

p0 · Ak0(τ)
)∣
∣
∣
p=p0

=
k0

ωk0

∫ t

dτ
(

p0 · Ak0(τ)
)

(B.4a)

∇̂pΓ
(t)
2 (t)

∣
∣
∣
p=p0

= −
∫ t

dτ ∇̂p
ωk0

ηk0

A2
k0

(τ)

2

∣
∣
∣
p=p0

=
∫ t

dτ k0
ωk0

η2
k0

A2
k0

(τ)

2

∣
∣
∣
p=p0

=
k0

ωk0

∫ t

dτ
A2

k0
(τ)

2
(B.4b)

Γ
(p)
3 = 0 (B.4c)

The respective saddle-point momentum reads as

ps = p0 − 1

t − t′
k0

ωk0

∫ t

t′
dτ

(

p0 · Ak0(τ) +
1

2
A2

k0
(τ)
)

. (B.5)
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Nondipole matrix element

General nondipole Volkov phase

The nondipole matrix element is given via

Υ(p, t) = d
(

π(p, t)
)

+
∑

j

∂̂β∂̂γd
(

πj
βγ(p, t)

)∣
∣
∣
β=γ=0

+ O(1/c2), (C.1)

with momentum, πj
βγ(p, t) ≡ p+A(t)−Γ(r)(t)+β kj + γ AI

kj
(t). Here, β and γ represent

dummy variables. The second term in the dipole momentum results as

∂̂βd(πj
βγ)|β=γ=0 =

219/4I5/4
p

π

(

kj

(π2 + 2Ip)3 − 6
π(π · kj)

(π2 + 2Ip)4

)

, (C.2)

∂̂β∂̂γd(πj
βγ)|β=γ=0 = − 219/4I5/4

p

π

×
(

(6
AI

kj
(π · kj) + kj(π · AI

kj
)

(π2 + 2Ip)4 − 48
π(π · AI

kj
)(π · kj)

(π2 + 2Ip)5

)

, (C.3)

where the contributions containing k0 · AI identically vanished in the Coulomb gauge.

For simplicity, the dependencies of the variables were omitted and the shorthand notation

π ≡ π00 is used.

Elliptically polarized plane wave beam

In the scenario of an elliptically polarized plane wave beam, Eq. (4.34) reduces to

π(p, t) = p + A(t) − k0

ηk0

(

p · Ak0(t) +
1

2
A2

k0
(t)
)

. (C.4)
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Since the factor π · k0 ≈ 0 approximately vanishes, the respective nondipole matrix

element reads

Υ(p, t) = d
(

π(p, t)
)

+ 6ik0

d
(

π(p, t)
)

· AI
k0

(t)

π2(p, t) + 2Ip

. (C.5)

Making use of AI
k0

(t) = 1
ωk0

∂̂tA
R
k0

(t) (similar to Eq. (4.48)) and the definition of the

electric field, E(t) = −∂̂tA
R
k0

(t), yields

Υ(p, t) = d
(

π(p, t)
)

− 6i
k0

ωk0

d
(

π(p, t)
)

· E(t)

π2(p, t) + 2Ip

, (C.6)

while Λ(t) vanishes.



Appendix D.

Accuracy critical intensity

Table D.1.: Accuracy of the critical intensity in the ADK theory (5.34). The table shows
parameters λmin, nmin, τmin ∝ λminnmin (wavelength, number of optical cycles,

pulse duration) for which the error of the critical intensity is smaller than ∆I
(0)
c .

Increasing these parameters leads to a decrease in the error. The HH photon energy
is fixed to 50 eV so that the error of the critical intensity remains approximately
constant for higher photon energies, while it changes only slowly for lower ones,
see Figure 5.1b.

Element λmin [nm] nmin [t/T0] τmin [fs] ∆I(0)
c

He 800 7 18.7 ≤ 1.0%

1600 10 53.4 ≤ 0.7%

3200 5 53.4 ≤ 0.6%

Ne 800 3 8.0 < 0.01%

1600 3 16.0 < 0.01%

3200 3 32.0 < 0.01%

Ar 800 3 8.0 < 0.5%

1600 3 16.0 < 0.4%

3200 3 32.0 < 0.3%

Kr 800 4 10.7 < 0.7%

1600 4 21.4 < 0.5%

3200 4 42.7 < 0.4%

Xe 800 5 13.3 ≤ 1.0%

1600 5 26.7 ≤ 0.7%

3200 5 53.4 ≤ 0.5%
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Table D.2.: Accuracy of the critical intensity in the PPT theory (5.35). The table shows
parameters λmin, nmin, τmin ∝ λminnmin (wavelength, number of optical cycles,

pulse duration) for which the error of the critical intensity is smaller than ∆I
(i)
c .

The iteration parameter i is chosen so that the critical intensity converges. The
HH photon energy is fixed to 50 eV so that the error of the critical intensity
remains approximately constant for higher photon energies, while it changes only
slowly for lower ones, see Figure 5.1b.

Element λmin [nm] nmin [t/T0] τmin [fs] ∆I(i)
c

He 250 5 4.2 ≤ 2.5%

515 5 8.6 < 1.5%

800 10 26.7 ≤ 1.0%

Ne 250 9 7.5 ≤ 2.5%

515 5 8.6 ≤ 1.5%

800 8 21.4 ≤ 1.0%

Ar 250 10 8.3 ≤ 2.5%

515 3 5.2 ≤ 1.5%

800 4 10.7 ≤ 1.0%

Kr 250 5 4.2 < 2.5%

515 3 5.2 < 1.5%

800 3 8.0 < 1.0%

Xe 250 3 2.5 < 2.5%

515 3 5.2 < 1.0%

800 3 8.0 < 1.0%



Bibliography

[1] B. Minneker, B. Böning, and S. Fritzsche, Phys. Rev. A 106, 053109 (2022).

[2] B. Minneker, R. Klas, J. Rothhardt, and S. Fritzsche, Photonics 10, 24 (2022).

[3] B. Minneker, B. Böning, A. Weber, and S. Fritzsche, Phys. Rev. A 104, 053116

(2021).

[4] A. Weber, B. Böning, B. Minneker, and S. Fritzsche, Phys. Rev. A 104, 063118

(2021).

[5] D. F. Dar, B. Minneker, and S. Fritzsche, Phys. Rev. A 107, 053102 (2023).

[6] W. R. Inc., Mathematica, Version 12.1, Champaign, IL, 2020.

[7] I. Project, Inkscape 0.92.5, 2020.

[8] J. Bezanson, A. Edelman, S. Karpinski, and V. B. Shah, SIAM review 59, 65

(2017).

[9] E. T. Whittaker, A history of the theories of aether and electricity from the age

of Descartes to the close of the nineteenth century (Longmans, Green, and Co.,

London, New York, Bombay, and Calcutta, 1910).

[10] J. C. Maxwell, Philosophical Transactions of the Royal Society of London 155,

459 (1865).

[11] A. Einstein, Annalen der Physik 322, 132 (1905).

[12] M. Planck, Annalen der Physik 309, 553 (1901).

[13] E. Schrödinger, Phys. Rev. 28, 1049 (1926).

[14] P. A. M. Dirac and R. H. Fowler, Proceedings of the Royal Society of London.

Series A, Containing Papers of a Mathematical and Physical Character 117, 610

(1928).

[15] W. Pauli, Zeitschrift für Physik 229, 765 (1925).

[16] L. Keldysh et al., Sov. Phys.-JETP 47, 1307 (1964).

111



BIBLIOGRAPHY 112

[17] A. McPherson et al., J. Opt. Soc. Am. B 4, 595 (1987).

[18] B. Walker et al., Phys. Rev. Lett. 73, 1227 (1994).

[19] M. Hentschel et al., Nature 414, 509 (2001).

[20] P. B. Corkum and F. Krausz, Nature Physics 3, 381 (2007).

[21] F. Calegari, G. Sansone, S. Stagira, C. Vozzi, and M. Nisoli, J. Phys. B: At. Mol.

49, 062001 (2016).

[22] J. Itatani et al., Phys. Rev. Lett. 88, 173903 (2002).

[23] M. W. Walser, C. H. Keitel, A. Scrinzi, and T. Brabec, Phys. Rev. Lett. 85, 5082

(2000).

[24] D. B. Milošević, S. Hu, and W. Becker, Phys. Rev. A 63, 011403 (2000).

[25] T. Popmintchev et al., Science 336, 1287 (2012).

[26] P. Colosimo et al., Nature Physics 4, 386 (2008).

[27] D. J. Griffiths, Introduction to electrodynamics (Pearson, 2013).

[28] J. D. Jackson and R. F. Fox, Classical Electrodynamics (American Journal of

Physics, 1999).

[29] B. E. Saleh and M. C. Teich, Fundamentals of photonics (John Wiley & Sons, Ltd,

1991).

[30] E. Pisanty et al., New J. Phys. 20, 053036 (2018).

[31] S. Fritzsche and B. Böning, Phys. Rev. Res. 4, 033031 (2022).

[32] O. Matula, A. G. Hayrapetyan, V. G. Serbo, A. Surzhykov, and S. Fritzsche, J.

Phys. B: At. Mol. 46, 205002 (2013).

[33] Z. Chang, Fundamentals of attosecond optics (CRC press, 2016).

[34] D. Milošević, G. Paulus, D. Bauer, and W. Becker, J. Phys. B: At. Mol. 39, R203

(2006).

[35] L. Allen, M. W. Beijersbergen, R. J. C. Spreeuw, and J. P. Woerdman, Phys. Rev.

A 45, 8185 (1992).

[36] D. L. Andrews and M. Babiker, The angular momentum of light (Cambridge



BIBLIOGRAPHY 113

University Press, 2012).

[37] A. Afanasev et al., New J. Phys. 20, 023032 (2018).

[38] A. Surzhykov, D. Seipt, V. Serbo, and S. Fritzsche, Phys. Rev. A 91, 013403

(2015).

[39] M. Ferray et al., J. Phys. B: At. Mol. 21, L31 (1988).

[40] J. L. Krause, K. J. Schafer, and K. C. Kulander, Phys. Rev. Lett. 68, 3535 (1992).

[41] N. Burnett, H. Baldis, M. Richardson, and G. Enright, Appl. Phys. Lett. 31, 172

(1977).

[42] S. Ghimire and D. A. Reis, Nature Physics 15, 10 (2019).

[43] S. Ghimire et al., Nature Physics 7, 138 (2011).

[44] R. Torres et al., Phys. Rev. Lett. 98, 203007 (2007).

[45] P. Wernet, J. Gaudin, K. Godehusen, O. Schwarzkopf, and W. Eberhardt, Rev.

Sci. Instrum. 82, 063114 (2011).

[46] D. Popmintchev et al., Phys. Rev. Lett. 120, 093002 (2018).

[47] P. Moulton, Optics News 8, 9 (1982).

[48] P. F. Moulton, J. Opt. Soc. Am. B 3, 125 (1986).

[49] J. Geusic, H. Marcos, and L. Van Uitert, Appl. Phys. Lett. 4, 182 (1964).

[50] K. Amini et al., Rep. Prog. Phys. 82, 116001 (2019).

[51] P. B. Corkum, Phys. Rev. Lett. 71, 1994 (1993).

[52] G. G. Paulus, W. Becker, W. Nicklich, and H. Walther, J. Phys. B: At. Mol. 27,

L703 (1994).

[53] G. L. Yudin and M. Y. Ivanov, Phys. Rev. A 64, 013409 (2001).

[54] M. Gavrila, Atoms in intense laser fields (Academic Press Inc, 1992).

[55] M. V. Ammosov, N. B. Delone, and V. P. Krainov, Sov. Phys. JETP 64, 1191

(1986).

[56] A. Perelomov, V. Popov, and M. Terent’ev, Sov. Phys. JETP 23, 924 (1966).



BIBLIOGRAPHY 114

[57] S. Larochelle, A. Talebpour, and S. Chin, J. Phys. B: At. Mol. 31, 1215 (1998).

[58] R. Klas et al., PhotoniX 2, 1 (2021).

[59] A. Comby et al., Optics Express 27, 20383 (2019).

[60] D. Popmintchev et al., Science 350, 1225 (2015).

[61] R. Weissenbilder et al., Nat. Rev. Phys. 4, 713 (2022).

[62] F. W. J. Olver et al., NIST Digital Library of Mathematical Functions

(https://dlmf.nist.gov/, Release 1.1.11 of 2023-09-15).

[63] D. B. Milošević, J. Opt. Soc. Am. B 23, 308 (2006).

[64] E. A. Gibson et al., Phys. Rev. Lett. 92, 033001 (2004).

[65] T. Popmintchev et al., Proceedings of the National Academy of Sciences 106,

10516 (2009).

[66] A.-T. Le, H. Wei, C. Jin, and C. Lin, J. Phys. B: At. Mol. 49, 053001 (2016).

[67] D. M. Wolkow, Zeitschrift für Physik 94, 250 (1935).

[68] D. Bauer, D. Milošević, and W. Becker, Phys. Rev. A 72, 023415 (2005).

[69] Y.-C. Han and L. B. Madsen, Phys. Rev. A 81, 063430 (2010).

[70] W. Becker and D. Milošević, Laser Physics 19, 1621 (2009).

[71] M. Klaiber, K. Z. Hatsagortsyan, and C. H. Keitel, Phys. Rev. A 73, 053411

(2006).

[72] Y. V. Vanne and A. Saenz, Phys. Rev. A 79, 023421 (2009).

[73] Y. Aharonov and D. Bohm, Phys. Rev. 115, 485 (1959).

[74] K.-H. Yang, Annals of Physics 101, 62 (1976).

[75] S. Popruzhenko, J. Phys. B: At. Mol. 47, 204001 (2014).

[76] L. B. Madsen, Phys. Rev. A 65, 053417 (2002).

[77] M. O. Scully and M. S. Zubairy, Quantum Optics (Cambridge University Press,

1997).

[78] C. Cohen-Tannoudji, J. Dupont-Roc, C. Fabre, and G. Grynberg, Phys. Rev. A 8,



BIBLIOGRAPHY 115

2747 (1973).

[79] G. Grynberg and E. Giacobino, J. Phys. B: At. Mol. (1968-1987) 12, L93 (1979).

[80] C. Cohen-Tannoudji, B. Diu, and C. Laloë, Quantum Mechanics (Hermann/Wiley,
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