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#### Abstract

We study a two-point boundary value problem for a linear differen-tial-algebraic equation with constant coefficients by using the method of parameterization. The parameter is set as the value of the continuously differentiable component of the solution at the left endpoint of the interval. Applying the Weierstrass canonical form to the matrix pair associated with the differential-algebraic equation, we obtain a criterion for the unique solvability of the problem.


## 1. Introduction

We consider the linear differential-algebraic equation with constant coefficients of the form

$$
\begin{equation*}
E \dot{x}(t)=A x(t)+f(t), \quad t \in(0, T) \tag{1.1}
\end{equation*}
$$

subject to the boundary condition

$$
\begin{equation*}
B x(0)+C x(T)=d \tag{1.2}
\end{equation*}
$$

Here $E, A, B, C \in \mathbb{R}^{n \times n}, d \in \mathbb{R}^{n}, T>0$. We suppose that the matrix pair $(E, A)$ is regular, i.e. $\operatorname{det}(\lambda E-A) \neq 0$ for some $\lambda \in \mathbb{C}$.

By a solution of the boundary value problem (1.1), (1.2) we mean a function $x \in C^{1}\left([0, T], \mathbb{R}^{n}\right)$ satisfying equation (1.1) and the boundary condition (1.2).

Differential-algebraic equations have become widespread over the last decades, being a tool for modeling and simulation of dynamical systems with constraints in numerous applications $[\mathbf{4}, \mathbf{1 0}, \mathbf{1 1}, \mathbf{1 9}, \mathbf{2 3}, \mathbf{2 9}, \mathbf{3 0}]$. The theory of boundary value problems for differential-algebraic equations started to develop by applying modified versions of the shooting and collocation methods designed for boundary value problems for ordinary differential equations $[\mathbf{3}, \mathbf{6}, \mathbf{7}, \mathbf{1 2}, \mathbf{2 0}-\mathbf{2 2}, \mathbf{2 5}, \mathbf{3 1}]$. In [1], P. Amodio and F. Mazzia studied problem (1.1), (1.2) by the method of boundary values. R. März applied the method of projectors and methods of perturbation

[^1]theory $[\mathbf{2 6}-\mathbf{2 8}]$ to problem (1.1), (1.2). The monograph by R. Lamour, R. März, and C. Tischendorf [23], devoted to the projector study of differential-algebraic equations, provides a detailed review in this field.

A series of papers by C. Trunk et al. $[\mathbf{8}, \mathbf{9}, \mathbf{1 7}, \mathbf{2 4}]$ investigate possibilities of generalization and extension of the Kronecker canonical form to differential-algebraic equations with rectangular matrices. A number of methods and approaches have been developed for constructing their solutions.

However, the methods developed for solving problem (1.1), (1.2) may not always be applicable for a wide class of boundary conditions. As a consequence, this requires the development of new methods or modification of known methods of the theory of differential equations, which would be applicable to differential-algebraic equations and would be of constructive nature.

In this paper, we use the method of parameterization proposed by Dzhumabaev [13], which has proven to be an efficient constructive method allowing both to derive criteria for the unique solvability and obtain approximate solutions of various classes of boundary value problems $[\mathbf{2}, \mathbf{5}, \mathbf{1 4}-\mathbf{1 6}]$. This method was originally proposed for solving the linear boundary value problem (1.1), (1.2) provided $\operatorname{det} E \neq 0$. In this case, a criterion for the unique solvability was obtained in terms of coefficients and an algorithm for approximate solution was developed.

Our goal is to apply the method of parameterization to the boundary value problem (1.1), (1.2) in the case when the matrix $E$ is not necessarily non-singular. We derive a criterion for the existence of a unique solution under certain assumptions on the matrices of the boundary condition.

## 2. Main results

We introduce the parameter $\mu \in \mathbb{R}^{n}$ defined as $E \mu:=E x(0)$. By substituting

$$
u(t):=x(t)-\mu,
$$

equation (1.1) is transformed into the initial value problem with parameter

$$
\begin{gather*}
E \dot{u}(t)=A(u(t)+\mu)+f(t), \quad t \in(0, T),  \tag{2.1}\\
E u(0)=0 \tag{2.2}
\end{gather*}
$$

and the boundary condition (1.2) becomes

$$
\begin{equation*}
B(\mu+u(0))+C(\mu+u(T))=d \tag{2.3}
\end{equation*}
$$

The following statement shows the equivalence of the boundary value problem (1.1), (1.2) and the boundary value problem with parameter (2.1)-(2.3).

Lemma 2.1. If $x^{*} \in C^{1}\left([0, T], \mathbb{R}^{n}\right)$ is a solution of problem (1.1), (1.2), then the pair $\left(\mu^{*}, u^{*}\right) \in \mathbb{R}^{n} \times C^{1}\left([0, T], \mathbb{R}^{n}\right)$, where $E \mu^{*}=E x^{*}(0)$ and $u^{*}(t)=x^{*}(t)-\mu^{*}$, is a solution of problem (2.1)-(2.3).

Conversely, if a pair $\left(\mu^{* *}, u^{* *}\right) \in \mathbb{R}^{n} \times C^{1}\left([0, T], \mathbb{R}^{n}\right)$ is a solution of problem (2.1)-(2.3), then the function $x^{* *} \in C^{1}\left([0, T], \mathbb{R}^{n}\right)$, defined by $x^{* *}(t)=\mu^{* *}+u^{* *}(t)$, is a solution of problem (1.1), (1.2).

Let $P$ and $Q$ be non-singular matrices which transform (2.1) and (2.2) to Weierstrass canonical form [19], i.e.,

$$
P E Q=\left[\begin{array}{cc}
I_{n_{1}} & 0  \tag{2.4}\\
0 & N
\end{array}\right], \quad P A Q=\left[\begin{array}{cc}
J & 0 \\
0 & I_{n_{2}}
\end{array}\right], \quad P f=\left[\begin{array}{l}
\tilde{f}_{1} \\
\tilde{f}_{2}
\end{array}\right]
$$

where $J$ is an $n_{1} \times n_{1}$ matrix in Jordan canonical form and $N$ is an $n_{2} \times n_{2}$ nilpotent matrix also in Jordan canonical form; $n_{1}+n_{2}=n$. Following [19], we call the index of nilpotency of $N$ in (2.4) the index of the matrix pair $(E, A)$, denoted by

$$
\nu=\operatorname{ind}(E, A)
$$

According to the space decomposition given by (2.4), we have the function

$$
\tilde{u}(t)=\left(\tilde{u}_{1}(t), \tilde{u}_{2}(t)\right)^{T}:=Q^{-1} u(t)
$$

and the vector

$$
\tilde{\mu}=\left(\tilde{\mu}_{1}, \tilde{\mu}_{2}\right)^{T}:=Q^{-1} \mu
$$

with $\tilde{u}_{j} \in C^{1}\left([0, T], \mathbb{R}^{n_{j}}\right)$ and $\tilde{\mu}_{j} \in \mathbb{R}^{n_{j}}, j=1,2$.
We then can rewrite problem (2.1), (2.2) in the following form:

$$
\begin{gather*}
\dot{\tilde{u}}_{1}(t)=J\left(\tilde{u}_{1}(t)+\tilde{\mu}_{1}\right)+\tilde{f}_{1}(t)  \tag{2.5}\\
\tilde{u}_{1}(0)=0  \tag{2.6}\\
N \dot{\tilde{u}}_{2}(t)=\tilde{u}_{2}(t)+\tilde{\mu}_{2}+\tilde{f}_{2}(t)  \tag{2.7}\\
N \tilde{u}_{2}(0)=0 \tag{2.8}
\end{gather*}
$$

If we set $\tilde{B}:=B Q$ and $\tilde{C}:=C Q$, the boundary condition (2.3) transforms into

$$
\begin{equation*}
\tilde{B}(\widetilde{\mu}+\widetilde{u}(0))+\tilde{C}(\tilde{\mu}+\tilde{u}(T))=d \tag{2.9}
\end{equation*}
$$

By a solution of the boundary value problem (2.5)-(2.9) we mean a pair $(\tilde{\mu}, \tilde{u}) \in$ $\mathbb{R}^{n} \times C^{1}\left([0, T], \mathbb{R}^{n}\right)$ with $\tilde{\mu}=\left(\tilde{\mu}_{1}, \tilde{\mu}_{2}\right)^{T}$ and $\tilde{u}(t)=\left(\tilde{u}_{1}(t), \tilde{u}_{2}(t)\right)^{T}$ satisfying the initial value problems (2.5), (2.6) and (2.7), (2.8), and the boundary condition (2.9).

Before we start to study problem (2.5)-(2.9), let us note that we are able to write down explicitly the solutions of the initial value problems (2.5),(2.6) and (2.7), (2.8).

Lemma 2.2. For any $\tilde{\mu}_{1} \in \mathbb{R}^{n_{1}}$, the initial value problem for the linear differential equation $(2.5),(2.6)$ has the unique solution

$$
\begin{equation*}
\tilde{u}_{1}(t)=J \int_{0}^{t} e^{(t-s) J} d s \tilde{\mu}_{1}+\int_{0}^{t} e^{(t-s) J} \tilde{f}_{1}(s) d s \tag{2.10}
\end{equation*}
$$

Proof. The general solution of the ordinary differential equation (2.5) has the form [18, p. 58]

$$
\tilde{u}_{1}(t)=e^{t J} \tilde{u}_{1}(0)+J \int_{0}^{t} e^{(t-s) J} d s \tilde{\mu}_{1}+\int_{0}^{t} e^{(t-s) J} \tilde{f}_{1}(s) d s
$$

Applying the initial condition (2.6), we obtain (2.10).
By Lemma 2.8 [19], equation (2.7) for fixed $\tilde{\mu}_{2}$ has the unique solution

$$
\begin{equation*}
\tilde{u}_{2}(t)=-\sum_{i=0}^{\nu-1} N^{i}\left[\tilde{\mu}_{2}+\tilde{f}_{2}(t)\right]^{(i)}=-\tilde{\mu}_{2}-\sum_{i=0}^{\nu-1} N^{i} \tilde{f}_{2}^{(i)}(t) \tag{2.11}
\end{equation*}
$$

without specifying any initial values. Hence, taking into account (2.8), we obtain that the second component of the parameter $\tilde{\mu}$ is uniquely determined by

$$
\begin{equation*}
\tilde{\mu}_{2}=-\sum_{i=0}^{\nu-1} N^{i} \tilde{f}_{2}^{(i)}(0) \tag{2.12}
\end{equation*}
$$

Let us now turn to the boundary value problem with parameter (2.5)-(2.9). The second component $\left(\tilde{\mu}_{2}, \tilde{u}_{2}(t)\right)$ of its solution $(\tilde{\mu}, \tilde{u}(t))$ is already known from (2.11) and (2.12). So we are interested in finding only the first component $\left(\tilde{\mu}_{1}, \tilde{u}_{1}(t)\right)$ with $\tilde{\mu}_{1}$ and $\tilde{u}_{1}(t)$ satisfying (2.10). Hence, the appropriate number of imposed boundary conditions must coincide with the number $n_{1}$ of differential equations in (1.1). So, it is reasonable to assume that the matrices $\tilde{B}, \tilde{C} \in \mathbb{R}^{n \times n}$ and the right-hand side $d \in \mathbb{R}^{n}$ of the boundary condition (2.9) are of the form

$$
\tilde{B}=\left[\begin{array}{cc}
\tilde{B}_{1} & \tilde{B}_{2}  \tag{2.13}\\
0 & 0
\end{array}\right], \quad \tilde{C}=\left[\begin{array}{cc}
\tilde{C}_{1} & \tilde{C}_{2} \\
0 & 0
\end{array}\right], \quad d=\left[\begin{array}{c}
d_{1} \\
0
\end{array}\right]
$$

where $\tilde{B}_{1}, \tilde{C}_{1} \in \mathbb{R}^{n_{1} \times n_{1}}, \tilde{B}_{2}, \tilde{C}_{2} \in \mathbb{R}^{n_{1} \times n_{2}}, d_{1} \in \mathbb{R}^{n_{1}}$.
Now, inserting (2.10) into (2.9) and taking into account Lemma 2.2 and (2.11), we obtain the following algebraic equation in $\tilde{\mu}_{1}$ :

$$
\begin{equation*}
\tilde{D} \tilde{\mu}_{1}=\tilde{d} \tag{2.14}
\end{equation*}
$$

where

$$
\tilde{D}=\tilde{B}_{1}+\tilde{C}_{1}+\tilde{C}_{1} J \int_{0}^{T} e^{(T-s) J} d s
$$

and

$$
\tilde{d}=d_{1}-\tilde{C}_{1} \int_{0}^{T} e^{(T-s) J} \tilde{f}_{1}(s) d s+\tilde{B}_{2} \sum_{i=0}^{\nu-1} N^{i} \tilde{f}_{2}^{(i)}(0)+\tilde{C}_{2} \sum_{i=0}^{\nu-1} N^{i} \tilde{f}_{2}^{(i)}(T)
$$

The equation (2.14) has a unique solution if the matrix $\tilde{D}$ is non-singular. Let us assume, for instance, that $J=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n_{1}}\right)$. In this case,

$$
\tilde{D}=\tilde{B}_{1}+\tilde{C}_{1} \operatorname{diag}\left(1+\lambda_{1} \int_{0}^{T} e^{(T-s) \lambda_{1}} d s, \ldots, 1+\lambda_{n_{1}} \int_{0}^{T} e^{(T-s) \lambda_{n_{1}}} d s\right)
$$

and $\tilde{D}$ is non-singular if $\operatorname{det}\left(\tilde{B}_{1}+\tilde{C}_{1} e^{T J}\right) \neq 0$.
Suppose that the matrix $\tilde{D}$ is non-singular. Then equation (2.14) has the unique solution $\tilde{\mu}_{1}=\tilde{D}^{-1} \tilde{d}$. Substituting $\tilde{\mu_{1}}$ into (2.10), we obtain $\tilde{u}_{1}(t)$ and hence the first components of the unique solution $(\tilde{\mu}, \tilde{u}(t))$ of the boundary value problem with parameter (2.5)-(2.9):

$$
\begin{equation*}
\left(\tilde{\mu}_{1}, \tilde{u}_{1}(t)\right)=\left(\tilde{D}^{-1} \tilde{d}, \int_{0}^{t} e^{(t-s) J} d s J \tilde{D}^{-1} \tilde{d}+\int_{0}^{t} e^{(t-s) J} \tilde{f}_{1}(s) d s\right) \tag{2.15}
\end{equation*}
$$

As previously stated, the second components of $(\tilde{\mu}, \tilde{u}(t))$ are determined by (2.12) and (2.11):

$$
\begin{equation*}
\left(\tilde{\mu}_{2}, \tilde{u}_{2}(t)\right)=\left(-\sum_{i=0}^{\nu-1} N^{i} \tilde{f}_{2}^{(i)}(0),-\sum_{i=0}^{\nu-1} N^{i}\left[\tilde{f}_{2}^{(i)}(t)-\tilde{f}_{2}^{(i)}(0)\right]\right) \tag{2.16}
\end{equation*}
$$

Thus, taking into account the equivalence of the original problem (1.1), (1.2) and problems with parameter (2.1)-(2.3) and (2.5)-(2.9), we can summarize our results.

ThEOREM 2.3. Let $(E, A)$ be a regular pair of square matrices and let $P$ and $Q$ be nonsingular matrices which transform (1.1) to Weierstrass canonical form (2.4). Furthermore, let $\nu=\operatorname{ind}(E, A)$ and $f \in C^{\nu}\left([0, T], \mathbb{R}^{n}\right)$. Then the boundary value problem with parameter (2.5)-(2.9), where $B=\tilde{B} Q^{-1}, C=\tilde{C} Q^{-1}$, and $d=\left(d_{1}, 0\right)^{T}$, has a unique solution if and only if:
(i) the matrix

$$
\tilde{D}=\tilde{B}_{1}+\tilde{C}_{1}+\tilde{C}_{1} J \int_{0}^{T} e^{(T-s) J} d s
$$

is non-singular;
(ii) $\tilde{\mu}_{2}=-\sum_{i=0}^{\nu-1} N^{i} \tilde{f}_{2}^{(i)}(0)$.

The unique solution $\left(\tilde{\mu}, \tilde{u}(t)=\left[\begin{array}{l}\left(\tilde{\mu}_{1}, \tilde{u}_{1}(t)\right) \\ \left(\tilde{\mu}_{2}, \tilde{u}_{2}(t)\right)\end{array}\right]\right.$ of the boundary value problem with parameter (2.5)-(2.9) is determined by (2.15) and (2.16).

Theorem 2.4. Under the assumptions of Theorem 2.3 the boundary value problem (1.1), (1.2) with $B=\tilde{B} Q^{-1}, C=\tilde{C} Q^{-1}$, and $d=\left(d_{1}, 0\right)^{T}$ has a unique solution

$$
x(t)=Q(\tilde{\mu}+\tilde{u}(t))
$$

REMARK 2.5. We can also apply our method to initial value problems for linear differential-algebraic equations with constant coefficients. Indeed, if in the boundary condition (1.2) we replace $B$ and $C$ by the identity matrix $I$ and zero matrix of order $n$, respectively, we get an initial condition

$$
\begin{equation*}
x(0)=d, \quad d \in \mathbb{R}^{n} . \tag{2.17}
\end{equation*}
$$

Then, the parameter $\tilde{\mu}$ defined as $\tilde{\mu}=Q^{-1} \mu$, where $E \mu=E x(0)$, satisfies the equation

$$
Q \tilde{\mu}=d
$$

The matrix $Q$ is non-singular by assumption, so the initial value problem (1.1),(2.17) has a unique solution whenever

$$
d_{2}=\sum_{i=0}^{\nu-1} N^{i} \tilde{f}_{2}^{(i)}(0)
$$

REMARK 2.6. We apply the method of parameterization to problem (1.1), (1.2) under assumption that the matrix pair $(E, A)$ is regular. The matrix $E$, as well as the matrix $A$, can be either singular or non-singular. Note, however, that the proposed method is not applicable if $E=O$ (when equation (1.1) is purely algebraic). This is due to the choice of the parameter $\mu: E \mu=E x(0)$.
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