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Abstract: Recognizing people from their voices may be facilitated by a voice’s distinctiveness, in
a manner similar to that which has been reported for faces. However, little is known about the
neural time-course of voice learning and the role of facial information in voice learning. Based on
evidence for audiovisual integration in the recognition of familiar people, we studied the behavioral
and electrophysiological correlates of voice learning associated with distinctive or non-distinctive
faces. We repeated twelve unfamiliar voices uttering short sentences, together with either distinctive
or non-distinctive faces (depicted before and during voice presentation) in six learning-test cycles.
During learning, distinctive faces increased early visually-evoked (N170, P200, N250) potentials
relative to non-distinctive faces, and face distinctiveness modulated voice-elicited slow EEG activity
at the occipito–temporal and fronto-central electrodes. At the test, unimodally-presented voices
previously learned with distinctive faces were classified more quickly than were voices learned with
non-distinctive faces, and also more quickly than novel voices. Moreover, voices previously learned
with faces elicited an N250-like component that was similar in topography to that typically observed
for facial stimuli. The preliminary source localization of this voice-induced N250 was compatible
with a source in the fusiform gyrus. Taken together, our findings provide support for a theory of
early interaction between voice and face processing areas during both learning and voice recognition.

Keywords: voice recognition; audiovisual integration; distinctiveness; N250

1. Introduction

Current models of a person perception specify how visual and auditory information
from faces and voices are combined [1]. However, the exact time-course of audio-visual
face-voice-integration remains a matter of debate. For instance, using functional magnetic
resonance imaging (fMRI), von Kriegstein et al. [2] showed that unimodal presentation
of familiar voices causes activation in areas implicated in face-processing. However, due
to the limited temporal resolution of fMRI, it remains unclear whether this activation
is mediated by an early (perceptual) locus of face-voice integration, in addition to later
top-down processes. In the present study we used the excellent temporal resolution of
event-related potentials (ERPs) to investigate this issue. Based on findings that face learning
is improved for distinctive as compared to non-distinctive faces (e.g., [3]), we tested whether
the recognition of voices may also be facilitated by audio-visual learning with distinctive
vs. non-distinctive faces. We considered that early differences (<300 ms) for unimodal test
voices that have previously been learned with distinctive or non-distinctive faces would
support the notion of an early integration of audio-visual person identity information.

Once we are familiar with people, it is usually easy to recognize them by means of
their voice alone (e.g., [4]). At the same time, we may be able to put a face to a known voice,
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provided that both types of information are stored in long-term memory. When getting
to know new people, we can typically exploit information from at least two modalities at
once, vision and audition [2]. By means of audio-visual integration (AVI), our brains can
extract and combine vocal and facial cues. AVI occurs during learning of unfamiliar people
and recognition of familiar people and is achieved via multimodal identity representations
in long-term memory. This is evidenced by brain-imaging data showing functional and
structural connections between a voice and face-sensitive areas in the brain (reviewed in [5]).
Specifically, it has been demonstrated that voices alone [2] can activate the fusiform face
area (FFA) for personally familiar speakers, as well as for learned, beforehand-unfamiliar,
speakers [6]. Moreover, the existence of fiber tracts connecting the FFA with voice-sensitive
areas in the superior temporal sulcus (STS) has also been demonstrated [7]. Despite this
indirect evidence for an early (perceptual) cross-talk between voice and face areas during
voice recognition, it remains possible that face-voice integration during voice learning and
recognition is only mediated by a later (post-perceptual) stage, as implied by some classical
models [8]. Evidence from electrophysiological measures with high temporal resolution,
such as the electroencephalogram (EEG) and event-related potentials (ERPs), is clearly
helpful in distinguishing between these possibilities.

While personal recognition from voices is less reliable than from faces [1,9,10], a
few exposures to brief-sentence stimuli can suffice to recognize a previously unfamiliar
voice in old/new tasks [11–14]. Although we can learn new voices in the absence of
faces, a more common scenario is that we are exposed to both domains simultaneously.
Therefore, studying the role of facial information for voice memory has longstanding tra-
ditional grounds. Essentially, while most studies show an effect of the presence of faces
on subsequent voice recognition of unfamiliar speakers, it is controversial whether faces
facilitate [15] or hamper [16–20] voice learning, compared to unimodal voice learning.
(For possible factors mediating the effect, see [13,16,21].) While face-associated benefits
for voice memory might be facilitated by redundant dynamic information from voices
and seen lip-movements [13,22–24], face-induced costs have been explained in terms of
‘face-overshadowing’, i.e., distraction from voices during learning. The neural mechanisms
underlying audio-visual voice learning, however, are still poorly understood, as both
modalities are usually addressed separately in EEG research. (For an overview, see [25].)
For instance, in a typical learning study, participants are asked to memorize sets of either
voices [11] or faces [3] for a subsequent unimodal recognition test. Learning conditions are
manipulated between sets, depending on the research question. At the test, participants are
presented with learned and novel stimuli which they then categorize as old or new. Success-
ful learning is usually defined by an above-chance recognition of learned identities which
generalizes to previously unseen pictures or unheard utterances of those learned identities.

Moreover, while the presence of faces per se plays a role for audio-visual voice learning,
there is hardly any data on whether and how certain facial characteristics affect voice mem-
ory. Behavioral research showed that the ‘face-overshadowing effect’ in voice recognition
following voice–face learning is eliminated when the face is inverted during learning [16].
While this provides evidence that the negative impact of faces on voice processing can be
nullified by disrupting facial identity recognition, the question remains whether certain
facial characteristics can facilitate voice processing. For instance, would manipulations that
promote face recognition also promote audio-visual voice learning? Specifically, we here
ask whether it is easier to remember a voice which has been paired with a distinctive, rather
than a non-distinctive, face.

Distinctiveness is a potent characteristic that has been shown to facilitate face learning
in recognition memory paradigms [3,26], voice recognition [4,27] and unfamiliar voice
matching [28], respectively. Distinctiveness of a face or voice can be assessed by asking
participants to what extent a stimulus would stand out in a crowd, or to what extent a
stimulus deviates from other known stimuli [29].

When asking how face memory can be affected by concomitant voice information,
there is little evidence overall for a facilitative effect of voices on face encoding or mem-
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ory [30]. Vocal distinctiveness, however, may help when matching unfamiliar faces to
voices [31], suggesting that voice-distinctiveness may facilitate AVI under certain condi-
tions. Moreover, Bülthoff et al. [32] studied long-term memory for unfamiliar faces which
had been paired with either distinctive or non-distinctive voices during study. At the test,
recognition accuracy for faces was higher when they had been previously paired with dis-
tinctive, as compared to non-distinctive, voices. In a control condition with sounds instead
of voices, sound distinctiveness had no effect on subsequent face recognition. With respect
to the issue of when a speaker’s identity is integrated across modalities, the same group
discussed possible evidence for an early perceptual locus of the voice-distinctiveness effect
on face memory [33]. In a face-familiarity task following unfamiliar face primes paired
with unfamiliar voices, they observed cross-modal behavioral-priming effects. Consistent
with their previous study on face learning, priming effects were most pronounced when
distinctive, rather than non-distinctive, voices had accompanied the face primes. Together,
these findings could hint at the possibility that identity information is integrated relatively
early in a multisensory representation in long-term memory. Moreover, distinctiveness may
be a sufficiently potent perceptual quality to elicit cross-modal effects in person-memory.

Electrophysiological research into unimodal face perception has revealed systematic
correlates of facial distinctiveness in ERPs. The most consistent finding is that distinctive
faces elicit a smaller occipito–temporal P200 response than do typical faces [3,34], (for
review see [35]), and therefore the distinctive faces affect an ERP response that is sensitive to
the deviation of a face from an observer’s perceptual norm [36]. In addition, distinctive faces
can elicit larger occipito–temporal negativities in the preceding N170 (presumably reflecting
face detection and structural encoding; [37,38]) as well as the subsequent N250 (presumably
reflecting face identity processing; [39]). While these components are potentially relevant
for the question of early face-voice integration, effects in the N250 time-window may be
particularly relevant for cross-modal benefits to speaker identification. Distinctive faces also
elicit a larger centro-parietal late positive complex (LPC; [26,40]), which presumably reflects
post-perceptual, semantic processing of person-identity. As a further visual component we
consider the occipital P100 which reflects early sensory processing and is modulated by
selective attention [41]. It is currently unclear whether manipulations of face-distinctiveness
via face-caricaturing affect the P100 [42,43].

In terms of auditorily-evoked potentials elicited by voices, we will analyze the oblig-
atory fronto-central N1 and P2 responses. Both reflect an early sensory processing of
sound and are sensitive to attentional processes (e.g., [44]) and sound repetitions, including
voice repetitions [45–49]. Interestingly, one study which investigated cross-modal (face-
to-voice) identity priming found that information conveyed by the face can modulate
sensory processing of a subsequent voice in terms of the N1 amplitude [50]. Thus, N1
and P2 are potentially sensitive to voice-learning effects and even very early cross-modal
effects. Finally, we will analyze later (>650 ms) occipito–temporal sustained activity (SA) in
response to unimodal as well as to audiovisual stimuli. Note that for reasons of readability,
we use SA as an umbrella term for both negative- and positive-going deflections. With
respect to unimodal face processing, modulations of occipito–temporal negativity have
been previously described in the context of face encoding into memory [51], familiar face
recognition [52], and also as a correlate of familiar face distinctiveness [36]. In the context
of audition, SA has been described as a long-lasting baseline shift in response to sustained
auditory stimuli [53,54]. With respect to voices, the SA appeared as a negativity over frontal
and central sites and as a positivity over parietal electrodes and has been reported to be
sensitive to voice familiarity [53].

In the present study, we considered (1) whether voice memory can be affected by
facial distinctiveness in a situation in which either distinctive or non-distinctive faces are
paired with voices during learning, and (2) whether brain responses (as quantified with
ERP measures) in subsequent unimodal voice recognition tests are modulated depending
on whether the same voices had been learned with distinctive or non-distinctive faces.
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2. Materials and Methods
2.1. Participants

Our final sample consisted of 28 student participants (23 female, 5 male, all right-handed
and native speakers of German, Mage = 22.6 years, SD = 3.1, and age range = 19–31 years).
None reported any hearing difficulties or prior familiarity with any of the voices used in
the experiment. From the initial 32 participants, we excluded n = 4 due to poor EEG data
quality (n = 3) and technical issues during EEG recording (n = 1). Participants received
course credit and gave written informed consent. The study was conducted in accordance
with the Declaration of Helsinki and was approved by the Ethics Committee of the Friedrich
Schiller University of Jena. Note that a sample size between 20 and 30 tends to be common
for this type of study (e.g., [3,11]), and that the present sample size tested was determined
by the availability of resources and the practical restraints of the study. Due to the novelty
of the present design and the absence of known effect sizes from previously published
research, performing an a priori power analysis would not have been possible without
further assumptions. In order to identify a medium-sized effect (f = 0.25) in a within-
subjects design for an experimental variable with three levels with a power of 0.80 and an
alpha-level of 0.05, an exploratory analysis with GPower 3.1 [55] suggests a minimum of
N = 28. On that basis, we think that the present study was adequately powered to identify
medium-sized or large (but not necessarily small) effects of interest.

2.2. Stimuli
2.2.1. Voices

We recorded voices of 24 unfamiliar and native speakers of German (12 female and
12 male), aged 18–22 years, who uttered three German sentences. The stimuli had been
recorded in the context of a more extended protocol, in a sound-attenuated room, in a
method analogous to a previous study [22]. High-quality voice clips were obtained with a
Sennheiser™ MD-421 dynamic microphone placed in front of the speaker, and digitized
at 44.1 kHz and 16-bit resolution (mono). Speakers were asked to articulate clearly and
evenly. They were initially played a sample recording of a model speaker to encourage
similar speech rates across speakers, in order to meet the stimulus requirements of another
study. Five recordings per sentence were taken to allow for a choice at the editing stage.
For each speaker, one audio sample was then edited using Adobe AuditionTM so that the
experiment would contain one sentence starting exactly at plosive onset. Voice stimuli were
normalized for mean amplitude and presented via headphones at ~60 dB(A), as determined
with a Brüel and Kjær Precision Sound Level Meter Type 2206. Two sentences served as
stimuli in the learning phases (“Keine Antwort ist auch eine Antwort” [No answer is also
an answer] and “Dichter und Denker dachten dasselbe” [Poets and thinkers thought the
same]). Across speakers, the sentences had a mean duration of M = 2686 ms (SD = 305 ms,
range = 2059–3109 ms) and M = 2891 ms (SD = 277 ms, range = 2378–3367 ms), respectively.
A third sentence was used in the testing phase only (“Du bist doch, was du denkst”
[You are indeed what you think]), with a mean duration of M = 2130 ms (SD = 192 ms,
range = 1747–2463 ms).

To control for perceived vocal distinctiveness, we analyzed distinctiveness ratings
of the 24 voices, as obtained in a previous unpublished learning study. Ratings were
based on a certain sentence (“Dichter und Denker dachten dasselbe” [Poets and thinkers
thought the same]), and were obtained from 24 women (Mage = 20.8, range 18–39 years)
on a 6-point scale (1 for “very ordinary” to 6 for “very distinctive”). Task instructions
specified that a voice is distinctive if it stands out among many voices, thus asking for
“in-the-crowd-based” distinctiveness, rather than deviation-based distinctiveness (for a
distinction of these types of distinctiveness, see [29]). Due to the design of the learning
study, each voice was rated by six of the 24 raters. Vocal distinctiveness ranged from 2.17 to
5.17, with a mean distinctiveness of M = 3.50. For the present study, we randomly grouped
the voices in four gender-balanced sets of six voices each, in order to combine them with
the distinctive and non-distinctive face sets in a pseudo-randomized fashion. To make
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sure that distinctiveness effects during audio-visual learning would be elicited by facial,
rather than vocal, distinctiveness, we combined the distinctive and non-distinctive faces
within a given experimental version with two voice sets of the same overall distinctiveness.
Equal perceived distinctiveness was confirmed by non-significant t-tests (t(10) = −0.497,
p = 0.630 and t(10) =−0.076, p = 0.941, respectively) for comparisons of voice set#1 vs. voice
set#2 (M = 3.30 and 3.50, respectively) and of voice set#3 vs. voice set#4 (M = 3.62 and
3.58, respectively).

2.2.2. Faces

As faces, we selected one photo of each of 12 unfamiliar individuals (6 female and
6 male) from the Glasgow Unfamiliar Face Database (GUFD; [56]) and the Facial Recog-
nition Technology (FERET) database [57,58], half of which had been rated as distinctive
and non-distinctive in a previous study [26]. Ratings were based on 10 young adult raters
(7 females, 3 males, Mage = 23.3, range 20–28 years) rating 2 photo versions of 335 identities
(670 photos) on a 6-point distinctiveness scale (1 = typical, 6 = distinctive), asking for “face-
in-the-crowd” distinctiveness. We selected six facial identities (3 female and 3 male) with
the highest and lowest mean distinctiveness ratings, respectively. Means were calculated
across raters and the two photos for each identity. We considered only faces of Caucasian
appearance which received similar ratings across their two photo versions (i.e., less than
1 rating point apart on average). For distinctive face identities, we selected the photo
version which received the higher rating of the two photos, while for non-distinctive face
identities, we selected the version with the lower rating. This was to maximize the potential
effect of distinctiveness on face-voice learning. Mean distinctiveness of the selected faces
was M = 1.79 and M = 4.64 for the non-distinctive and distinctive face sets, respectively.

2.3. Procedure

Participants were tested individually in a dimly lit, sound-attenuated booth. Instruc-
tions were presented in writing on a computer screen to minimize interference from the
experimenter’s voice. Participants underwent six learning-test cycles, each comprising a
learning phase with 12 audio-visual trials and a subsequent test phase with 24 voice-only
trials. Across the six cycles we repeated the same learning and test stimuli in a random-
ized order. Learning phases consisted of six trials per learning condition (distinctive and
non-distinctive faces), with one speaker per trial. Thus, there were 36 trials per learning
condition overall (6 learning phases × 6 learning trials per condition). Faces and voices
were gender-matched on learning trials. Test phases consisted of 12 learned target voices
and 12 novel voices. Of the 12 target voices, six had been learned with a distinctive face
and six with a non-distinctive face. Overall, there were 36 test trials per distinctive and
non-distinctive learning condition, respectively (6 test phases × 6 learned target voices per
condition), and 72 test trials for the novel voice condition (6 test phases × 12 novel voices).

During learning phases all speakers uttered the same two consecutive sentences once
(Figure 1), and a third sentence at the test. This was performed in order to capture voice
recognition largely independent of speech content, as an important marker for successful
voice learning [11]. Note, however, that there was a degree of phonological overlap
between our second learning sentence and our test sentence. Participants were instructed
to remember the speakers for a subsequent test. Learning trials started with a black fixation
cross on a grey background (500 ms) announcing a face which replaced the cross. One
thousand five hundred ms after face onset, two consecutive voice samples (sentence #1 and
#2) of the same speaker joined the face, with an SOA of 3500 ms. After 3500 ms from the
onset of the second voice sample, the face remained on-screen for another 1500 ms. The
total trial duration was thus 10,500 ms, independent of the actual duration of individual
voice samples. No responses were required from the participants in the learning trials.
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Figure 1. Trial procedure in learning and test phases. In this example, study voices were coupled
with distinctive faces.

In an immediately ensuing test phase, trials started with a fixation cross (500 ms)
which was joined by a test voice uttering one sentence. With an SOA of 3500 ms from voice
onset, or after a response was logged, voice presentation terminated, and a grey screen
appeared for 1500 ms. Responses were measured from voice onset up to a maximum time
of 3500 ms, and participants were asked to classify each test voice as old or new. They were
asked to respond as fast and accurately as possible, using their index fingers and the “x”
and “m” keys on a computer keyboard (German layout). The maximum total trial duration
was thus 5500 ms.

The assignment of keys to old/new responses, the assignment of voices to faces in
the learning phases and the designation of voices as targets and foils at the test were
counterbalanced in four versions of the experiment. In each experimental version, two
voice sets (à six identities) were combined with the two face sets (six distinctive and six
non-distinctive voices), while the remaining two voice sets served as foils at the test. To
hold vocal distinctiveness constant across audio-visual learning conditions, two voice
sets of equal perceived distinctiveness served as learning stimuli in a given experimental
version (cf. also Section 2.2, Stimuli).

As there were no additional stimuli available for practice trials, the first test phase
was preceded by eight practice trials (four learned and four novel voices), and the other
test phases were preceded by four practice trials (two learned and two novel), with stimuli
randomly drawn from the 24 available test stimuli. Practice stimuli were excluded from
all analyses. The experiment lasted approximately 35 min, with self-paced breaks during
instruction screens shown between learning and test phases.

2.4. EEG Recordings

A 32-channel EEG was recorded during learning and test phases in an electrically and
acoustically shielded room. Data were recorded with sintered Ag/AgCl electrodes mounted
on an electrode cap (EasyCapTM, Herrsching-Breitbrunn, Germany) using SynAmps am-
plifiers (NeuroScan Labs, Sterling, VA, USA), arranged according to the extended 10/20
system at the scalp positions of Fz, Cz, Pz, Iz, Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8,
T7, T8, P7, P8, FT9, FT10, P9, P10, PO9, PO10, F9, F10, F9′, F10′, TP9 and TP10. Cz served
as initial common reference, and a forehead electrode (Afz) served as ground. Impedances
were kept below 10 kΩ and were typically below 5 kΩ. The horizontal electro-oculogram
(EOG) was recorded from F9′ to F10′ at the outer canthi of both eyes. The vertical EOG
was monitored bipolarly from electrodes above and below the right eye. All signals were
recorded with AC (0.05 Hz high pass, 40 Hz low pass, −6 dB attenuation, 12 dB/octave),
and sampled at a rate of 250 Hz. Offline, ocular artefacts were corrected using BesaTM,
Version 7.1. We analyzed visual ERPs relative to faces and auditory ERPs relative to voices
paired with faces in the learning phases, and auditory ERPs relative to voices in the test
phases. Note that in the learning phases, faces were presented before and during the
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presentation of to-be-learned voices, so that any early effects of facial distinctiveness could
be assessed during visual stimulation alone. To this end, we segmented the learning phase
EEG relative to face stimulus onset, from −200 to 1500 ms for faces, and from −200 to
2000 ms for voices. For faces, the 200 ms prior to face onset served as baseline; for voices,
the 200 ms prior to voice onset (i.e., 1300 ms post face onset) served as baseline. For voices
in the test phases, epochs were generated from −200 to 2000 ms relative to voice stimulus
onset, with the 200 ms pre-voice onset interval serving as baseline. We used different
epoch durations depending on stimulus type, because of different stimulus durations for
faces and voices. Note, however, that voice epochs ended 2000 ms post-voice onset. This
was because we did not plan to analyze time intervals beyond 2000 ms post-stimulus
onset. In addition, an inclusion of later time-intervals that were not used for analysis
might have resulted in unnecessary trial loss due to potential artifacts in these segments.
Epochs contaminated by non-ocular artefacts were rejected from further analysis, with an
amplitude threshold of 100 µV and a gradient criterion rejecting all epochs differing by
more than 75 µV between consecutive data points. Any remaining artefacts of non-ocular
origin were removed after visual inspection. In the test phases, only trials with correct re-
sponses (hits, correct rejections) were entered in the analysis. Continuous data were filtered
with a 30 Hz, 12 db/oct zero-phase-shift low-pass filter prior to averaging. Trials were
averaged separately for each channel and experimental condition, and collapsed across all
learning phases and testing phases, respectively, in order to increase the signal-to-noise
ratio. The average numbers of artefact-free trials per condition for faces in the learning
phases were 34.1 and 33.8 (for distinctive vs. non-distinctive faces, respectively), with a
minimum of 29 trials per condition and participant. The average numbers of artefact-free
trials per condition for voices in the learning phase were 33.3 and 32.6 (for voices learned
with distinctive vs. non-distinctive faces, respectively), with a minimum of 23 trials per
condition and participant. The average numbers of correct and artefact-free trials per
condition in the test phases were 23.3, 22.4, and 32.9 (for test voices learned with distinctive
vs. non-distinctive faces, and novel voices, respectively), with a minimum of 13 trials
per condition and participant. Each averaged ERP was recalculated to average reference,
excluding the vertical and horizontal EOG channels.

ERPs were quantified by mean amplitudes, determined separately for voices and faces,
all relative to a 200 ms pre-stimulus baseline. For faces in the learning phases, we computed
mean amplitudes for P100 (122–142 ms), N170 (152–182 ms), P200 (238–268 ms), N250
(280–380 ms), the LPC (500–700 ms), and sustained activity (700–1400 ms). P100 amplitude
was quantified at O1 and O2, the LPC was measured at Cz and Pz, and the other face-elicited
ERPs were measured at P9/P10 and PO9/PO10, respectively. For voices in the learning
phases, we computed mean amplitudes for N1 (120–140 ms) and P2 (210–240 ms) at Cz,
respectively, and for SA (650–1600 ms) at occipito–temporal sites P9/P10 and PO9/PO10,
and at fronto-central electrodes (F3, F4, F7, F8, Fz, FP1, FP2), respectively. For voices in the
test phases, we computed mean amplitudes for N1 (121–141 ms) and P2 (213–243 ms) at Cz,
respectively, and for the “N250” (280–380 ms) as well as sustained activity (650–1600 ms) at
occipito–temporal sites P9/P10 and PO9/PO10, and at fronto-central electrodes (F3, F4,
F7, F8, Fz, FP1, FP2), respectively. Note, that while responses could be entered during test
voice presentation, mean response times of around 1900 ms from voice onset (cf. Figure 2)
suggest that any interference of motor responses with ERPs should be minimal.

Electrodes of interest for visual P100, N170, P200, N250, LPC and SA, as well as the auditory
N1, P2 and “N250” were chosen a priori based on previous research [3,11,38,40,49,53,54,59,60],
and confirmed by visual inspection. After narrowing down typical electrode sites and time
windows for the above components based on this research, we used an automated search
for minimal and maximal amplitudes to identify peak latencies of distinct peaks from the
grand mean waveforms. This was performed separately for the learning and test phases,
and for faces and voices, but averaged across learning conditions. Based on previous
literature and visual inspection, we then determined time-windows around these peaks
and calculated mean amplitudes. As for SA, there was no distinctive peak; the time-interval
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used for calculating mean amplitudes was chosen based on previous research (see above)
and visual inspection.
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3. Results
3.1. Behavioral Results Test Phase

We excluded reaction times (RTs) < 200 ms (0.47% of test trials) and performed
ANOVAs for accuracies (ACCs) and correct RTs, with repeated measures on learning
condition (voices learned with distinctive faces, non-distinctive faces, or novel voices).
Where appropriate, Epsilon corrections for heterogeneity of covariances were performed
with the Huynh–Feldt method [61] throughout. For raw data, see supplemental materials
on the open science platform (OSF): https://osf.io/fkpav/ (accessed on 3 April 2023). (In
response to a reviewer request, we also report signal-detection parameters per [62], H.
Stanislaw and N. Todorov, “Calculation of signal detection theory measures,” (Behavior
Research Methods Instruments & Computers, vol. 31, no. 1, pp. 137–149, 1999 1999. [Online].
Available: WOS:000079304500021), although this analysis is, strictly speaking, invalid, as
we cannot calculate false alarms separately for both learning conditions (voices learned
with distinctive vs. non-distinctive faces). This is due to our design, with both learning
conditions being intermingled at the test, such that false alarm rates (i.e., incorrect responses
to novel voices) are identical for both learning conditions. Nevertheless, we calculated d’
and c based on condition-specific hit rates and a mutual false alarm rate. These descriptive
analyses suggested that discrimination performance for learned test voices and novel voices
was well above chance (d‘dist = 0.56 and d‘non-dist = 0.41), and that participants adopted
a liberal response criterion for the task, i.e., they were biased towards “old” responses
(cdist = −0.30 and cnon-dist = −0.23). For the reasons stated above, we refrained from any
statistical comparisons.

3.1.1. Accuracies

We observed a main effect of learning condition (F [2,54] = 11.689, p < 0.001, ηp
2 = 0.302),

with numerically more correct responses after learning voices with distinctive vs. non-
distinctive faces (Mdist = 0.69, SD = 0.17; Mnon-dist = 0.65, SD = 0.15), and with lowest
accuracies for novel voices (Mnov = 0.49, SD = 0.12). However, planned comparisons
between voices learned with distinctive vs. non-distinctive faces yielded no significant
effect (t(27) = 1.126, p = 0.135, one-tailed (Figure 2)).

https://osf.io/fkpav/
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3.1.2. Reaction Times

We observed a main effect of learning condition (F [2,54] = 8.159, p = 0.003, ηp
2 = 0.232),

with the fastest responses to voices learned with distinctive faces and slowest responses for
novel voices (Mnov = 1.943, SD = 372). Planned comparisons between learning conditions
with faces yielded significantly faster responses for voices learned with distinctive faces
(Mdist = 1.762, SD = 370) compared to non-distinctive faces ((Mnon-dist = 1.866, SD = 350),
t(27) = −3.442, p < 0.001, one-tailed (Figure 2)).

3.2. EEG Results

ERP mean amplitudes were analyzed separately for voices and faces, by means of
ANOVAs and t-tests with repeated measurements on learning condition. Note that the
factor ‘learning condition’ had two levels (distinctive vs. non-distinctive faces) in the
learning phases and three levels (voices learned with distinctive faces, voices learned
with non-distinctive faces, or novel voices) in the test phases. For the P100, N170, P200,
N250, auditory “N250”and occipito–temporal SA, additional factors of hemisphere (left,
right) and site (temporal P9/P10 vs. occipito–temporal PO9/PO10) were included. For
the auditory fronto-central SA, the additional factor site (F3, F4, F7, F8, Fz, FP1, FP2) was
included. For the LPC, the additional factor site was included (Cz, Pz). Note that for reasons
of readability and stringency, significant main effects of site, hemisphere, or interactions
of site with hemisphere, which are independent of the experimental variables of interest
and merely reflect the topography of a component, will not be reported. For a detailed
summary of all statistical results, see Tables S1–S3 in the supplemental materials on OSF:
https://osf.io/fkpav/ (accessed on 3 April 2023).

3.2.1. ERPs Learning Phases
Faces

P100. The analysis revealed no significant effects.
N170. We observed larger amplitudes for distinctive vs. non-distinctive faces

(F [1,27] = 14.203, p < 0.001, ηp
2 = 0.345, (M = −1.8 µV and M = −1.2 µV, respectively)). No

interactions of learning condition with site or hemisphere were observed (all Fs < 1.01).
P200. There were smaller amplitudes (i.e., less positivity/more negativity) for dis-

tinctive vs. non-distinctive faces (F [1,27] = 6.666, p = 0.016, ηp
2 = 0.198 (M = 0.43 µV and

M = 0.94 µV, respectively)). No interactions of learning condition with site or hemisphere
were significant (all Fs [1,27] ≤ 1.764; 0.195 ≤ ps ≥ 0.908).

N250. We observed larger (i.e., more negative) amplitudes for distinctive vs. non-
distinctive faces (F [1,27] = 12.840, p < 0.001, ηp

2 = 0.322 (M = −0.54 µV and M = 0.12 µV,
respectively)). No interactions of learning condition with site or hemisphere were observed
(all Fs(1, 27) ≤ 1.572; 0. 221≤ ps ≥ 0.964).

LPC. The analysis showed larger positive amplitudes for distinctive vs. non-distinctive
faces (F [1,27] = 32.545, p < 0.001, ηp

2 = 0.547 (M = 3.8 µV and M = 2.3 µV, respectively)),
without an interaction between learning condition and site (F < 1).

SA (700–1400 ms). We observed more negative amplitudes for distinctive vs. non-
distinctive faces (F [1,27] = 14.808, p < 0.001, ηp

2 = 0.354 (M = −3.2 µV and M = −2.4 µV,
respectively)). No interactions of learning condition with site or hemisphere were observed
(all Fs [1,27] ≤ 2.617; 0.117 ≤ ps ≥ 0.926).

Voices

N1 and P2. There were no significant effects.
SA (650–1600 ms). The analysis at occipito–temporal P9/P10 and PO9/PO10 revealed

more positive amplitudes for voices accompanied by distinctive faces vs. voices accom-
panied by non-distinctive faces (F [1,27] = 4.939, p = 0.035, ηp

2 = 0.155 (M = 2.3 µV and
M = 1.9 µV, respectively; cf. Figure 3, Panel A, bottom right)). No interactions of learning
condition with site or hemisphere were observed (all Fs < 1). The ANOVA at fronto-central
sites revealed more negative amplitudes for the distinctive compared to the non-distinctive

https://osf.io/fkpav/


Brain Sci. 2023, 13, 637 10 of 19

condition (F [1,27] = 6.685, p = 0.015, ηp
2 = 0.198 (M = −1.5 µV and M = −1.2 µV, respec-

tively)). There was no interaction with site (F [6,162] = 1.020, p = 0.415). For grand mean
averages of learning and test-phase ERPs at electrodes of interest, see Figure 3. For an
overview of all electrode sites, see supplemental materials (Figures S1–S3).
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Figure 3. Grand mean averages of uni−modal face-elicited ERPs at Cz and PO10 for both learning
conditions in the learning phases (A, left), voice−elicited ERPs at F4, F8, Cz and PO10 for voices
presented with distinctive or non−distinctive faces (A, right), unimodal voice−elicited ERPs at F4,
F8, Cz and PO10 in the test phases, for voices that had been originally learned with distinctive or
non-distinctive faces, and for novel voices (B) (* p < 0.05, *** p < 0.001).

3.2.2. ERPs Test Phases (Voices)

N1 and P2. There were no significant effects.
“N250”. We obtained a main effect of learning condition (F [2,54] = 3.357, p = 0.042,

ηp
2 = 0.111), with no interactions of learning condition with site or hemisphere (all Fs < 1).

The effect of the learning condition reflected larger amplitudes for learned voices compared
to novel voices, as revealed by pairwise comparisons of voices learned with distinctive faces
vs. novel voices (p = 0.027), and voices learned with non-distinctive faces vs. novel voices
(p = 0.024), as well as no significant difference between voices learned with distinctive vs.
non-distinctive faces (p = 0.835).

SA (650–1600 ms). At occipito–temporal sites we observed a main effect of learning
condition (F [2,54] = 4.110, p = 0.022, ηp

2 = 0.132), with no interactions of learning condition
with site or hemisphere (all Fs < 1). The effect of learning condition again reflected larger
amplitudes for learned voices compared to novel voices, as revealed by comparisons
of voices learned with distinctive faces vs. novel voices (p = 0.037), and voices learned
with non-distinctive faces vs. novel voices (p = 0.009), as well as no significant difference
between voices learned with distinctive vs. non-distinctive faces (p = 0.945) (cf. Figure 3,
Panel B, bottom). At fronto-central electrodes, there was no main effect for learning
condition (F [2,54] = 2.241, p = 0.116, ηp

2 = 0.077), but a two-way interaction between
learning condition and site (F [12,324] = 2.051, p = 0.037, ηp

2 = 0.071). The interaction was
followed up by separate ANOVAs with the factor ‘learning condition’ for each electrode.
We observed an effect of learning condition at F4, (F [2,54] = 4.709, p = 0.013, ηp

2 = 0.149).
Pairwise comparisons showed less negativity for voices learned with non-distinctive faces
vs. novel voices (p = 0.002), and a similar trend for voices learned with distinctive faces vs.
novel voices (p = 0.055), as well as no significant difference between voices learned with
distinctive vs. non-distinctive faces (p = 0.661). At F8, we observed a main effect for learning
condition (F [2,54] = 6.153, p = 0.004, ηp

2 = 0.186). According to pair-wise comparisons,
this was due to more positive amplitudes for voices learned with non-distinctive faces vs.
novel voices (p = 0.008) and vs. voices learned with distinctive faces (p = 0.004), which did
not differ from novel voices (p = 0.371). For Fz, there was a trend for learning condition
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(F [2,54] = 2.516, p = 0.090, ηp
2 = 0.085; for all other electrodes Fs < 1). Voltage maps for the

learning and test phase ERPs can be found in Figure 4.
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3.2.3. Source Localization Test Phase

To locate the effect of learned voices (in the present situation, when voices were
combined with a face during learning) on test voices (when these were presented in the
absence of a face), we performed an exploratory source localization (BesaTM 7.1). We
opted for analyzing the early portion of the N250 time window (282–318 ms), in which a
principal components analysis (PCA) suggested that the first two components explained
a maximum of data variance (82.6% and 13.9%, respectively). A four-shell-ellipsoidal
model with two symmetrical regional sources suggested a source in the fusiform gyrus
(Talairach-coordinates: x =±46, y =−58, z =−21) for the difference between audio-visually
learned voices and novel voices (see Figure 5).
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Figure 5. (A) Source localization for the “N250” to test voices (difference between voices learned
with faces vs. novel voices). (B) Topographical voltage map of the same difference (spherical spline
interpolation, 110◦ equidistant projection, backview) for the N250 time window. (C) Grand mean
averages of uni-modal voice−elicited “N250” at P10 and PO10 in the test phases, for voices that had
been learned with distinctive or non−distinctive faces, and for novel voices (* p < 0.05).

4. Discussion

In the learning phases, our finding of larger negativity in the time range of the N170,
P200, and N250 in response to distinctive vs. non-distinctive faces confirms an extensive
set of previous findings, which collectively indicates that distinctive faces facilitate the
formation of face representations [3,26,34,43,63]. Similarly, findings of a larger LPC relative
to distinctive vs. non-distinctive faces also replicate reports in the above papers. In addition,
we also identified an enhanced and sustained occipito–temporal negativity related to
distinctive faces in the learning phases. This finding could be tentatively interpreted
as an indicator of superior encoding of distinctive faces. Specifically, larger occipito–
temporal negativity has been previously described in the context of a face’s encoding into
memory [51], in the context of familiar face recognition [52], and also as a correlate of
familiar face distinctiveness in terms of the distance to a norm [36].

For voices that were presented with distinctive or non-distinctive faces during learn-
ing, we observed no evidence for a modulation of early auditory ERPs (N1, P2) in the
learning phases, even though distinctive faces were shown 1500 ms before voice onset and
remained on-screen during voice presentation. Accordingly, we see no evidence from early
auditory-evoked potentials that facial distinctiveness induced differences in rapid atten-
tional processing of the voice (e.g., via sensory gating). This could have been a possibility,
especially because the auditory N1 is known to be highly sensitive to selective attention,
with larger amplitudes reflecting higher degrees of selective attention [44,64]. In fact, one
other study investigated cross-modal (face-to-voice) identity priming [50], and found that
information conveyed by the face can modulate sensory processing of a subsequent voice
in terms of the amplitude of the N1 component. Various differences between studies
(including experimental design, stimuli, or learning conditions) may account for discrepan-
cies between these findings and the present results. Similarly, one might have expected a
modulation in the P2 time range in the present study, based on magnetoencephalographic
(MEG) data [65]. Specifically, this study suggested that the temporal auditory field response
M200 to learned voices is facilitated by prior audio-visual voice–face learning compared to
an audio-visual control condition (voice–occupation learning). The authors speculated that
their M200 effect reflected facilitated extraction of the spectral composition of learned voices
following voice–face learning. Based on these findings, the absence of face distinctiveness
effects in the present P2 allows for at least three interpretations: (i) facial distinctiveness
during voice–face learning does not modulate (spectral) low-level analysis in subsequent
learned voices, (ii) although facial distinctiveness can modulate low-level auditory voice
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analysis, the present manipulation was too weak to elicit a measurable effect in the P2, or
(iii) any other difference between studies may account for the discrepant results.

Despite the absence of facial distinctiveness effects on early voice-elicited ERPs, we
did observe differences between ERPs for voices paired with distinctive or typical faces
for the later sustained activity time-interval. At occipito–temporal sites, mean amplitudes
were more positive, and at frontal sites they were more negative, for voices paired with
distinctive faces. Although it is difficult to directly relate these findings to published
results, they may be reminiscent of recent findings that showed sustained positive ERPs
relative to familiar voices [66]. One can imagine several mechanisms by which facial
distinctiveness could affect encoding of a voice. For instance, distinctive faces might cause
enhanced sustained attention and better encoding relative to a simultaneously presented
voice, perhaps because the information provided by two modalities is usually redundant,
at least to some extent (but see also [29], e.g., [67]). Alternatively, by capturing attention,
distinctive faces might impede voice encoding and result in costs in terms of an enhanced
face-overshadowing effect (e.g., [16,20]).

In the test phases of the present study, the speed of voice recognition suggests ben-
efits rather than costs of distinctive faces during voice encoding: Voices that had been
initially learned together with distinctive faces were recognized more efficiently at the
test, compared to voices that had been initially learned with typical faces. This advan-
tage was significant in response times but not in accuracy. Nevertheless, accuracy was
numerically higher for voices learned with distinctive faces, which allows us to exclude the
possibility that this benefit in RTs simply reflected differences in speed–accuracy trade-off.
However, the precise mechanisms by which distinctive faces modulate voice encoding
clearly require further specification. In parallel, the interpretation of the sustained positivity
relative to voices paired with distinctive faces remains speculative at present and warrants
further investigation. We suggest that face distinctiveness may facilitate the acquisition
of multimodal person representations during learning, as well as the subsequent access
to these representations at the test. The frontal effect during learning might also point to
an additional strategic component during encoding. Faster responses to voices learned
with distinctive vs. non-distinctive faces may therefore reflect a more efficient processing
of learned voices.

An Intriguing finding in the ERPs at the test was that, even though no faces were
present, unimodal test voices induced an N250-like response, as well as a sustained nega-
tivity at occipito–temporal sites, and sustained positivity at frontal sites. Remarkably, in
particular, the “N250” response exhibited a prominent occipito–temporal scalp topography,
and is reminiscent of ERP phenomena that were previously reported in the context of face
memory (e.g., [36,51,52]). It is important to note that the N250 and sustained activity at the
test were independent of face distinctiveness during learning (apart from the local effect
at F8), and therefore this represents a contrast between learned and novel voices under
the audio-visual learning conditions of the present study. Although a direct comparison
is difficult, similar occipito–temporal differences between learned and novel voices were
not evident in earlier auditory-only ERP research on voice learning and recognition [11,68].
Moreover, fMRI research into the neural correlates of auditory-only learning and recog-
nition of voices did not suggest a contribution of occipito–temporal cortex areas. Rather,
this research consistently suggested that areas in the vicinity of the superior temporal
sulcus (STS) and the inferior frontal gyrus (IFG) may be the most relevant areas for voice
learning and recognition in those unimodal situations [69,70]. The only difference at the
test between ERPs for voices learned with distinctive faces compared to voices learned with
non-distinctive faces was the observation of increased positivity during the SA time interval
at the frontal electrode F8. In a recent ERP study on intentional learning and forgetting of
voices [12], there was a similar right frontal effect for test voices that had been prompted
to be forgotten during learning vs. voices that had been prompted to be remembered
for a subsequent test. The finding was tentatively interpreted to reflect increased effort,
general decision-making and monitoring processes for intentionally forgotten voices, po-
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tentially stemming from activity in the right dorsolateral prefrontal cortex (see also [71–73]).
Similarly, the present distinctiveness effect in the SA time interval at F8 may tentatively
reflect increased retrieval effort for test voices that had been learned with non-distinctive
as compared to distinctive faces.

An N250-like ERP has not been previously associated with voice memory, although one
recent auditory-only ERP study on neural correlates of voice recognition [66] has identified
an enhanced and broadly distributed “N250” (300–350 ms) response to trained as compared
to unknown voices. Remarkably, an inspection of the present scalp topography of the
N250 difference between (audio-visually) learned and novel voices, as well as exploratory
dipole source localization of the early portion of this difference was consistent with the
idea that the fusiform gyrus in the ventral occipito–temporal cortex contributed to voice
recognition in the present study. We should make clear that great caution is indicated when
interpreting source localization from scalp-recorded ERPs alone. At the same time, the
fusiform gyrus is a key area in the face processing network [74,75]. Moreover, findings that
the fusiform gyrus contributes to the face-elicited N250 response [60] are quite consistent
with converging evidence existing from both magnetoencephalography (MEG; [76]) and
fMRI (for review, see [35,77]).

Interestingly, MEG research had suggested a remarkably early voice-elicited activation
(~110 ms) of the posterior fusiform gyrus, when voices had been learned with concurrent
talking faces vs. images of occupations [65]. This finding was accompanied by a behavioral
‘face-benefit’, with higher voice recognition rates after voice–face learning, compared to
voice–occupation learning. Schall et al. interpreted their MEG effect with a direct spread of
activation from early auditory areas to face-sensitive areas, in line with fMRI findings of a
functional connection [2,78] and direct structural connections [7] between temporal voice
areas and the FFA. The present voice-elicited N250-like ERP may add to this evidence for an
early activation of face areas by voices, once speaker representations have been established
via audio-visual learning.

While the source localization of the present voice-induced N250 in fusiform gyrus
in young healthy adults potentially represents a novel finding for scalp-recorded EEG, it
may be noted that our findings can be related to a very recent study using intracranial EEG
recordings from epilepsy patients, in which the authors directly demonstrated an electro-
physiological response in fusiform cortex in response to famous voices, with onset latencies
close to 300 ms [79]. Although more research is necessary to delineate in more detail the
contribution of fusiform cortex to voice learning, the present findings support the notion
of an early perceptual interaction in areas implicated in voice and face processing [2,7]
(see also [80]). Note that such an early interaction does not exclude the possibility of an
additional later, post-perceptual crosstalk between voice and face processing pathways, as
suggested by influential models (e.g., [1,81]).

It may be relevant to consider evidence from another domain of research that in-
vestigates disorders of person recognition: substantial impairments to the recognition of
faces (prosopagnosia) or voices (phonagnosia) can be acquired as a result of brain damage
(e.g., [82,83]); even in the absence of structural brain changes, such impairments can occur
in a “developmental” or “congenital” variant [84,85]. Voice recognition abilities are typi-
cally preserved in cases with both developmental [86,87] and acquired prosopagnosia [88],
thus suggesting that disorders in face and voice recognition are dissociable. At the same
time, multimodal deficits in recognizing people from both faces and voices have also been
reported. Such multimodal deficits have been variably interpreted as potentially being
caused by unilateral right-hemispheric anterior temporal lesions [89–91], or as being re-
lated to bilateral lesions [88,92]. In the present study, the N250 and sustained activity for
learned vs. novel voices in the test phase did not exhibit significant lateralization to the
right hemisphere.

Several limitations should be noted while interpreting the present results. First, we
note that voices were combined with static faces during learning. Based on studies of
audio-visual integration in the recognition of familiar voices (e.g., [24,93]), it seems possible



Brain Sci. 2023, 13, 637 15 of 19

that an ecologically more valid design in which voices would be presented together with
time-synchronized speaking faces (rather than static faces) during learning might elicit
even stronger effects of facial distinctiveness on voice learning. Nevertheless, evidence for
face-voice integration in early ERP responses in the context of person identification has
been reported even for combinations with static faces (e.g., [94]). Moreover, it may be noted
that voice learning performance in the present study was only moderate overall, despite
repetition of study voices in six learning phases. The degree to which audio-visual benefits
to voice learning and the latter’s potential modulation by facial distinctiveness develop
over time remains to be better understood (e.g., [13]).

5. Conclusions

Overall, the present study used ERP recordings in the context of a voice learning task
in which voices were learned in combination with distinctive or typical faces, and in which
voice memory was tested with only auditory information. The present results indicate
that the combination with distinctive faces during voice learning can lead to faster and
more efficient auditory-only voice recognition at the test. Moreover, voices previously
learned with faces elicited occipito–temporal negative ERPs at the test, both in an early
N250 (280–380 ms) and in a sustained negativity (650–1600 ms). At fronto-central sites,
learned voices evoked a sustained positivity (650–1600 ms) compared to novel voices.
In the later time-range there was also some evidence for increased retrieval effort for
voices that had been initially learned with non-distinctive faces. Both topography and an
exploratory source localization of the N250 effect were similar to previous effects seen in
the context of face recognition and were consistent with a source in the fusiform gyrus.
Overall, while more research is needed to delineate the mechanisms of audio-visual effects
on voice learning, the present study contributes to recent research that suggests an early
interaction between voice and face processing areas to encode and activate multimodal
person-representations in memory.
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