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Abstract

Intense laser-matter interactions are generally determined by the instantaneous electric

field of the laser pulse. When the laser pulse consists of only a few of optical cycles

(few-cycle pulse), the so-called carrier-envelope phase (CEP) plays a critical role in light-

matter interactions as the temporal variation of the electric field depends on the phase of

the carrier oscillation with respect to the pulse’s envelope [1]. This has a profound impact

on many applications. Examples are the manipulation of the spectrum of high-harmonic

generation (HHG) [2–4], control of the the emission of terahertz (THz) radiation [5–7],

or isolated attosecond pulse generation [8–10] to mention just a few. More importantly,

this temporal property of few-cycle pulses sculpted by the CEP provides an additional

degree of freedom to control field-driven processes in atomic [11–17], molecular [18–24],

and solid-state systems [25–28].

One advanced method for measuring the CEP, namely the carrier-envelope phasemeter

(CEPM), which is based on the stereographic measurement of above-threshold ionization

(ATI) spectra, specifically in the plateau region [29], has proven to be a robust, precise,

real-time, and single-shot CEP measurement technique [30–33]. It is particularly useful

in the so-called phase-tagging scheme [33], where CEP dependencies of laser-matter in-

teractions are measured with laser pulses having randomly varying CEP by correlating

the events of interest with the CEP measurement from a CEPM.

Increasing the driving laser wavelength has many advantages from multiple perspec-

tives, such as new X-ray sources [34–39] due to the higher HHG cutoff, shorter attosec-

ond pulses due to larger bandwidth [10, 40, 41], discovery of new phenomena such as the

low-energy structure (LES) [42–47], and the investigation of electron or molecular dynam-

ics [48–50]. To date, however, the CEPM technique has largely been confined to wave-

lengths close to 1 µm due to the underlying physics of above-threshold ionization [48], in

particular the low yield of plateau photoelectron emission which is required for the phase
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measurement.

In this thesis, we will demonstrate the development and implementation of a CEPM

based on stereo-ATI in xenon and operating at short-wave infrared (SWIR) wavelengths

around 1.8 µm at 1 kHz repetition rate. An independent high-resolution time-of-flight

(TOF) photoelectron spectrometer is used to measure the CEP-dependent ATI spectra

of xenon at 1.8 µm to validate the ability of phase-tagging experiments with a CEPM.

Simultaneously to the phase measurement, by analysing the measurements from a CEPM,

the pulse length of few-cycle pulses at 1.8 µm are also characterized. In order to verify our

measurements, the experimental results are compared to simulations with two different

theoretical models. Further, we will discuss the perspectives and requirements for a single-

shot CEPM operating at different wavelengths.

In the analysis of CEP-dependent light-matter interaction, we found a significant

phase-averaging effect due to the spatial distribution of the CEP in focused few-cycle

pulsed beams, which is much more complex than the well-known Gouy phase of monochro-

matic beams. In the second part of this thesis, we will demonstrate the significance of the

focal phase effect, i.e. the reduction of the CEP-dependence due to averaging the CEP

in the focus. By comparing the measurements and simulations of the CEP-dependent

photoelectron emission in opposing directions in xenon with various laser wavelengths,

we illustrate and quantify this phase-volume effect in different experimental configura-

tions. Next, building upon this knowledge, we formulate a more general description of

the impact of the focal phase for laser-matter interactions of different nonlinear orders to

answer the general question: if, when, and how much should one be concerned about the

phase-volume effect?

Further extension of the driven laser wavelength up to mid-infrared (MIR) range for

light-matter interactions is engaging due to the characteristics of long wavelengths. Nev-

ertheless, relevant experiments performed with MIR few-cycle pulses are still relatively

rare, mainly because of the low prevalence of few-cycle MIR laser systems due to their

limited pulse energy and low repetition rates. In the last part of the thesis, strong-field

ionization of xenon using 3.2-µm few-cycle pulses as a benchmark will be studied and its

CEP-dependence will be analyzed. Next, by averaging large numbers of laser shots, the

prospects of a xenon-based CEPM operating at this wavelengths was tested and the first

CEP measurements will be presented. In order to find an alternative target for a single-



shot CEPM at MIR wavelengths, strong-field ionization of an alkali atom, namely caesium,

will be investigated. The CEP-dependent photoelectron spectra of caesium using 3.2 µm

few-cycle pulses will be presented and compared with the simulations. We observed an

anomalous energy-dependence and CEP-dependence in Cs, particularly at high intensi-

ties. The analysis based on a quantum orbit theory suggests that this unusual CEP-effect

can be interpreted as the interference of two backscattered quantum orbits from adjacent

optical cycles. In addition, the pulse length-dependent and intensity-dependent analysis

of both species, Xe and Cs, at different wavelengths validate this explanation and proves

that this effect is a universal effect independent of the type of atoms or wavelengths. This

analysis provides a general condition for observing this effect.

Viewed from a higher perspective, this thesis demonstrates a precise characterization

of the CEP of few-cycle pulses and an accurate analysis of phase-dependent light-matter

interaction from the NIR, via the SWIR to the MIR range.



Kurzfassung

Die Laser-Materie-Wechselwirkung bei hohen Intensitäten wird durch das instantane

elektrische Feld des Laserpulses bestimmt. Wenn der Laserpuls nur aus wenigen op-

tischen Zyklen besteht (Few-Cycle-Pulse), hängt die zeitliche Variation des elektrischen

Feldes stark von der Phase der Trägerwelle relativ zur Einhüllenden, der sogenannten

Carrier-Envelope-Phase (CEP), ab. Da die CEP die zeitliche Variation des Laserfelds

bestimmt, spielt sie eine entscheidende Rolle in der Wechselwirkung von Materie mit ul-

trakurzen Laserpulsen [1]. Die Messung oder gar Kontrolle der CEP von ultrakurzen

Laserpulses ist daher ein wichtiges Konzept für viele Anwendungen in der Starkfeldlaser-

physik. Beispiele sind die Manipulation des Spektrums in der Erzeugung von hohen

Harmonischen (HHG) [2–4], die Emission von Terahertz- (THz)-Strahlung [5–7] oder

die Erzeugung isolierter Attosekundenpulse [8–10]. Noch wichtiger ist, dass die Kon-

trolle der Form von Few-Cycle-Pulsen durch die CEP einen zusätzlichen Freiheitsgrad zur

Kontrolle der feldgetriebenen Prozessen in atomaren [11–17], molekularen [18–24] und

Festörpersystemen [25–28] bietet.

Eine sehr leistungsfähige Methode zur Messung der CEP stellt das Carrier-Envelope-

Phasemeter (CEPM) dar. Es beruht auf der stereographischen Messung von Above-

Threshold-Ionisation-Spektren (ATI), speziell im Plateaubereich [29], und hat sich als

sehr robuste, präzise Echtzeit- und Einzelschuss-CEP-Messtechnik erwiesen [30–33]. Sie

ermöglicht somit das sogenannte Phase-Tagging-Verfahren [33], bei dem die detektieren

Ereignisse einer CEP-abhängigen Laser-Materie-Wechselwirkung, die von Laserpulsen mit

zufällig variierender CEP erzeugt werden, mit den Ergebnissen der CEP-Messung der

Laserpulse in einem CEPM korreliert werden.

Die weitere Erhöhung der Wellenlänge des treibenden Lasers hat viele Vorteile aus

mehreren Perspektiven. Es ermöglicht neue Röntgenquellen aufgrund einer höheren HHG-

Grenze [34–39], kürzere Attosekundenpulse aufgrund einer größerer spektrale Bandbreite
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[10,40,41], die Entdeckung neuer Phänomene wie der Niedrigenergiestruktur (LES) [42–47]

und die Untersuchung der Elektronen- oder Molekül-dynamik im MIR-Bereich [48–50].

Die Nutzung des CEPM war bisher jedoch weitgehend auf Wellenlängen im Bereich von

1 µm beschränkt. Dies kann mit den physikalischen Gesetzmäßigkeiten, die der ATI

zugrunde liegen [48], erklärt werden. Der Grund ist vor allem die für längere Laser-

wellenlängen verringerte Ausbeute an Photoelektronen im Plateaubereich, die für die

Phasenmessung benötigt werden.

In der ersten Hälfte dieser Arbeit werden wir die Entwicklung und Implementierung

eines CEPM demonstrieren, das auf Stereo-ATI in Xenon basiert und im kurzwelli-

gen Infrarot (SWIR) bei Wellenlängen um 1,8 µm und 1 kHz Pulswiederholrate arbeitet.

Ein hochauflösendes TOF-Photoelektronenspektrometer wird verwendet, um die CEP-

abhängigen ATI-Spektren von Xenon bei 1,8 µm zu messen, und damit die Eignung des

CEPM für Phase-Tagging-Experimente zu validieren. Um unsere Messungen zu veri-

fizieren, werden die experimentellen Ergebnisse mit den Simulationen aus zwei verschiede-

nen theoretischen Modellen verglichen. Weiterhin werden wir durch diesen Vergleich auf

die Perspektiven von und Anforderungen an ein CEPM diskutieren, das bei verschiedenen

Wellenlängen arbeitet.

Bei der Analyse der CEP-abhängigen Licht-Materie-Wechselwirkung fanden wir einen

signifikanten Phasenmittelungseffekt aufgrund der räumlichen Phasenverteilung in fokussi-

erten Few-Cycle-Pulsen. Diese Phasenverteilung ist wesentlich komplexer als die der

bekannten Gouy-Phase monochromatischer Strahlen. Im zweiten Teil dieser Arbeit wer-

den wir die Bedeutung des fokalen Phaseneffekts, d. h. die Verringerung der CEP-

Abhängigkeit aufgrund der Mittelung der CEP im Fokus, untersuchen. Durch den Ver-

gleich von Messungen und Simulationen der CEP-abhängigen Photoelektronenemission

in entgegengesetzte Richtungen in Xenon mit verschiedenen Laserwellenlängen veran-

schaulichen und quantifizieren wir diesen Phasenvolumeneffekt in verschiedenen experi-

mentellen Konfigurationen. Darauf aufbauend formulieren wir eine allgemeinere Beschrei-

bung des Einflusses der fokalen Phase für Laser-Materie-Wechselwirkungen mit unter-

schiedlichen nichtlinearen Intensitätsabhängigkeiten, um die allgemeinere Frage zu beant-

worten: Ob, wann und wie muss der Phasenvolumeneffekt beachtet werden?

Die weitere Ausdehnung der angetriebenen Laserwellenlänge bis in den mittleren In-

frarotbereich (MIR) für Licht-Materie-Wechselwirkungen ist aufgrund der Eigenschaften



langer Wellenlängen sehr interessant. Dennoch sind relevante Experimente mit MIR-

Pulsen mit wenigen Zyklen immer noch relativ selten, hauptsächlich wegen der geringen

Verbreitung von MIR-Lasersystemen mit Pulsdauern von wenigen Zyklen, ihrer begren-

zten Pulsenergie und ihren niedrigen Repetitionsraten. Im letzten Teil der Arbeit wird die

Starkfeldionisation von Xenon unter Verwendung von 3,2 µm-pulsen mit wenigen Zyklen

als Benchmark untersucht und ihre CEP-Abhängigkeit analysiert. Als nächstes wur-

den durch Mittelung einer großen Anzahl von Laserschüssen die Erfolgsaussichten eines

Xenon-basierten CEPM getestet, das bei diesen Wellenlängen arbeitet, und die ersten

CEP-Messungen werden präsentiert. Um ein alternatives Target für ein CEPM mit der

Fähigkeit zur Messung einzelner Laserpulse für MIR-Wellenlängen zu finden, wird die

Starkfeldionisation eines Alkaliatoms, nämlich Cäsium, untersucht. Die CEP-abhängigen

Photoelektronenspektren von Cäsium unter Verwendung von 3.2 µm Pulsen mit weni-

gen Zyklen werden präsentiert und mit den Simulationen verglichen. Wir beobachteten

eine außergewöhnliche Energie- und CEP-Abhängigkeit in Cs, insbesondere bei hohen

Intensitäten. Die auf einer Quantenbahntheorie basierende Analyse legt nahe, dass der

beobachtete CEP-Effekt als Interferenz zweier rückgestreuter Quantenbahnen benach-

barter optischer Zyklen interpretiert werden kann. Darüber hinaus bestätigt die pulsläng-

enabhängige und intensitätsabhängige Analyse beider Spezies, Xe und Cs, bei unterschied-

lichen Wellenlängen diese Erklärung und beweist, dass dieser Effekt ein universeller Ef-

fekt ist, unabhängig von der Art der Atome oder Wellenlängen. Diese Analyse liefert eine

allgemeine Bedingung für die Beobachtung dieses Effekts.

Aus einer höheren Perspektive betrachtet, demonstriert diese Arbeit die präzise Charak-

terisierung des CEP von Pulsen mit wenigen Zyklen und eine genaue Analyse der phasen-

abhängigen Licht-Materie-Wechselwirkung vom NIR- über den SWIR- bis zum MIR-

Bereich.

vi



Chapter 1

Introduction

1.1 Motivation

“Faster, higher and stronger,” these three simple words beautifully describes not only

the spirit of Olympics, but also the direction of the progress of science and technology.

From the exploration of the universe as far out as possible to the discovery the smallest

fundamental elements that constitute this world, any approach requiring the power, like

rockets, accelerators, lasers and among others follows this spirit. In a generalised sense,

the development of science definitely requires a “power” – a power of faster detection or

faster calculation, a power of reaching a higher resolution or a higher dimension, a power

with stronger capability of understanding and changing the world. In this thesis, we are

looking for a stronger power which allows us for precise characterization of the phase of

few-cycle laser pulses and accurate analysis of phase-dependent light-matter interactions

from the near-infrared (NIR), via the short-wave infrared (SWIR) to the mid-infrared

(MIR) range1.

The laser systems that we are specifically interested in follow a trend of more power,

faster in pulse length, higher data acquisition by higher repetition rate and more different

wavelengths [51–56]. They play a crucial role in numerous fields, from scientific research

to industry, and from physics to medicine [1, 57–60]. In particular, by taking advantage

of extremely short pulse durations, we are able to investigate transient light-matter inter-

actions occurring on a time scale of femtoseconds (fs2) or even below. In addition, as the

1NIR: 0.75 - 1.4 µm; SWIR: 1.4 - 3 µm; MIR: 3 - 8 µm.
2Quantity denotation: atto∼ (a∼): 10−18; femto∼ (f∼): 10−15; pico∼ (p∼): 10−12; nano∼ (n∼):

10−9; micro∼ (µ∼): 10−6; milli∼ (m∼): 10−3; kilo∼ (k∼): 103; Mega∼ (M∼): 106; Giga∼ (G∼): 109;
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1.1. Motivation

energy of the pulse is automatically concentrated within an extremely small time window

due to the short pulse length, a high peak intensity of the field can easily be achieved,

which allows us to investigate many phenomena requiring a high external field strength.

In this thesis, we are interested in a situation where the laser field strength is suffi-

ciently high and in fact, comparable to the Coulomb force binding the electrons. In this

case, the atoms or molecules can be ionized even when the photon energy is much smaller

than the energy required for ionization, a situation to which we refer to as the “strong-field

ionization” (SFI). In this regime, many highly nonlinear laser-induced ultrafast phenom-

ena will appear, e.g., i) above-threshold ionization (ATI) [61–64], an ionization process

where the electrons absorb more photons than necessary for ionization from the field, and

may even interact again with the ion core after acceleration by the field; ii) high-harmonic

generation (HHG) [65–68], a process where after the ionization, the electrons recombine

with the parent ion and emit high energy photons. As a consequence of HHG, attosec-

ond (as) pulse can be obtained at short wavelengths [68–70]; iii) non-sequential double

ionization (NDSI) [71–73], i.e., the emission of a second electron as a consequence of the

repeated interaction of the electron with its parent ion. These interesting phenomena

mentioned above and a few others constitute the field of strong-field physics [64] and

attosecond physics [68].

In particular, this thesis is devoted to ATI driven by a specific type of laser pulse

that only consists of a few optical cycles (≲ 3 optical cycles), the so-called few-cycle

pulses. Few-cycle pulses have several intriguing properties. First, as its pulse duration

is even shorter, few-cycle pulses allow for higher temporal resolution as probe light [74].

Meanwhile, few-cycle pulses have a broader spectral bandwidth, which can be utilized

as a new spectral light source [75]. A very specific characteristic of few-cycle pulses is

that the waveform of the pulse is sculpted by the phase between the maxima of the

envelope and the maxima of the oscillating field, which is known as the “absolute phase”

or the “carrier-envelope phase” (CEP). This property provides an additional degree of

freedom to control laser field-driven processes and results in many applications, e.g.,

manipulation of the spectrum of HHG [4,76,77], isolated attosecond pulse generation [8–

10,38] and selection of the spectrum of terahertz (THz) radiation [5,6]. More importantly,

for those light-matter interactions depending on the instantaneous electric field, the phase-

Tera∼ (T∼): 1012; Peta∼ (P∼): 1015;

2



1.1. Motivation

dependent phenomena become observable when interacting with few-cycle pulses. Thus,

by controlling the CEP, we are able to manipulate the general dynamics of light-matter

interactions in atomic [12–17,78], molecular [19–24,79] and solid-state systems [25,80–83].

In order to control phase-dependent laser-matter interactions, one needs to know the

CEP. In this thesis, we will introduce and discuss an advanced technique for measuring

the CEP based on the measurement of high-order photoelectron emission: the so-called

carrier-envelope phasemeter (CEPM) [30–33,84,85]. Besides its capability of robust, pre-

cise, real-time, single-shot phase measurement, this technique has several more advantages

compared to conventional optical methods, e.g., the f − 2f interferometer [86,87]. Simul-

taneously to the phase measurement, the CEPM is able to characterize the pulse duration

of few-cycle pulses [31, 32, 84, 85], which is also a challenging task based on the optical

approach due to the limited spectral bandwidth of optics. In addition, as the CEPM

measures the emitted photoelectrons from atoms or molecules induced by the laser field,

the phasemeter can be regarded as a simple time-of-flight (TOF) spectrometer providing

us some direct and intuitive insights of phase-dependent light-matter interactions.

In general, without further phase controlling measures, laser oscillators deliver pulse

trains with essentially randomly fluctuating CEPs from pulse to pulse which are caused

by the phase difference between the group velocity and the phase velocity accumulated in

dispersive materials inside the laser cavity. In addition, as the stretcher-compressor based

chirped pulse amplification (CPA) system introduces inevitable large CEP jitters [88–90],

the output CEP of large scale laser systems is commonly random. Therefore, techniques

for stabilizing the CEP for oscillators and amplifiers have been invented and developed

[87, 88, 91–97]. However, maintaining the CEP for high-power laser systems with very

small fluctuations and allowing for long-term operation has remained challenges.

An alternative approach that does not require CEP-stabilization of laser systems is

to measure the CEP for each single laser pulse, which is another crucial capability of

the CEPM. With synchronization of single-shot phase measurement to the observation

of light-matter interactions, the desired phase-dependent information can be extracted.

This is known as the “phase-tagging” scheme [33]. The single-shot scheme requires the

measurement and the data acquisition to be completed within the time between two sub-

sequent pulses. The CEPM readily satisfies this requirement and has become a standard

method for phase-tagging experiments at 1 kHz repetition rate [31,32,85]. Recently, with

3



1.2. Main Concepts of the Thesis

development of fast electronics and detectors, the CEPM became able to operate at a

repetition rate of 100 kHz [98].

So far, due to the technical conveniences, most scientific works on strong-field light-

matter interaction have been realized using high-power near-infrared lasers, e.g., Titanium-

Sapphire (Ti: Sa) lasers (around 0.8 µm) [52,99] and Ytterbium lasers (around 1µm) [53].

Increasing the driving laser wavelengths in strong-field physics is interesting from multiple

perspectives. An important application is that long wavelengths will increase the energy

cutoff of HHG due to a larger ponderomotive energy3 [100,101], which brings us new ex-

treme ultraviolet (XUV) and X-ray sources [35,37,38,102]. As a consequence of increased

photon energy and bandwidth in the extreme ultraviolet, shorter attosecond pulses can

be obtained [41,100]. Another phenomenon, the so-called low-energy structures (LES) in

the ATI spectrum, becomes interesting as this structure is more prominent when probing

with longer wavelength pulses [42–47]. In addition, long wavelength is also interesting

for investigation molecular dynamics, e.g., dissociation and electron localization due to

low photon energy and its special spectral range, which covers typical resonances of vi-

brational states of molecules [103–105]. Recently, the realization of high-power few-cycle

lasers in the SWIR and the MIR range [54,106–109] has provided even more opportunities

for the investigation of few-cycle light-matter interactions using long-wavelength pulses.

Therefore, there is a serious demand for the precise characterization of the CEP at long

wavelengths. The goal of this thesis is to extend our capabilities of precise characterization

of the CEP from the NIR range to the SWIR range and the MIR range, and investigate

CEP-dependent light-matter interactions with long-wavelength few-cycle pulses.

1.2 Main Concepts of the Thesis

1.2.1 CEP-measurement Towards SWIR and MIR Range

Although increasing driving laser wavelengths will bring researchers many benefits, the

CEPM has so far largely been confined to the NIR range due to the extremely low yield of

the high-order photoelectron emission at long wavelengths [48, 85]. We will demonstrate

3Pondermotive energy: the cycle-averaged quiver energy of a free electron in an electromagnetic field.

4



1.2. Main Concepts of the Thesis

the development and implementation of a CEPM based on stereo-ATI 4 in xenon (Xe) and

operating at SWIR wavelength (around 1.8µm) at 1-kHz repetition rate. Simultaneously

with the phase measurement, the pulse duration of few-cycle pulses is also characterized

based on the measurements from the CEPM. An independent high-resolution TOF photo-

electron spectrometer is used to measure CEP-dependent ATI spectra of xenon at 1.8 µm

to validate the ability of phase-tagging experiments with a CEPM.

In addition, simulated results from two theoretical models are presented, which verify

our phase and pulse length measurements. In the analysis, we will discuss the possibility

and requirements for a single-shot CEPM operating at different wavelengths. Further, we

will present first CEP measurements with a xenon-CEPM at 3.2 µm and measurements

of CEP-dependent ATI spectra of caesium (Cs) at 3.2 µm, which lay a foundation for

developing a CEPM with an alkali target for MIR wavelengths.

1.2.2 Phase-volume Effect in Few-cycle Light-matter Interac-

tions

In the process of analyzing CEP measurements, we found a discrepancy between sim-

ulated results and measurements, i.e., the simulations consistently predicted a larger

phase-dependence than observed in the measurements. The main reason is that, the

spatial phase distribution in a focused beam is neglected in the theoretical analysis. Even

if it is taken into account, the common consideration of this phase distribution is its first-

order approximation, namely, the phase distribution of a monochromatic beam, known

as the “Gouy phase”. However, the phase behaviour of focused broadband pulsed beams,

to which we refer as the “focal phase”, is substantially different and significantly more

complex than the Gouy phase. Thus, one should expect that there are profound con-

sequences for all broad-band laser-induced dynamics, in particular in cases where the

interaction volume is comparable to the focal size, as is inevitable for isolated attosecond

pulse generation, HHG, THz emission or any light-matter interactions with a focused

beam. Despite its importance, this has never been demonstrated and let alone carefully

analyzed.

In this thesis, we demonstrate the importance of this non-Gouy “phase-volume ef-

4Stereo-ATI means using two opposing time-of-flight spectrometers such that photoelelctron spectra

for CEPs differing by 180◦ are simultaneously recorded.
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fect” on light-matter interactions, i.e., the effect that complex spatial distributions of the

carrier-envelope phase (CEP) of few-cycle laser pulses, have on measuring and interpret-

ing CEP-dependent dynamics. First, we compare the quantitative difference between the

Gouy phase and the focal phase in strong-field ionization of xenon and we prove that

only considering the Gouy phase is insufficient, as the majority of CEP-dependent effects

become observable only when the pulse duration consists of a few optical cycles, which

implies an extremely broad frequency bandwidth.

Therefore, for a precise characterization of the CEP-dependence, one needs to consider

a more realistic focal phase in the analysis. We apply an improved model of describing

the phase distribution of a broadband pulse derived by M. A. Porras [110–112]. Once

we include the complex phase distribution close to the experimental conditions, a better

agreement has been achieved between the measurements and the simulations. Moreover,

building upon the knowledge of the phase-volume effect that we analyzed from the strong-

field ionization of xenon, we formulate a more general description of the impact of the

focal phase on laser-matter interactions with different nonlinear intensity-dependencies

to answer the general question: if, when, and how much should one be concerned about

the phase-volume effect? This allows us a more accurate modelling and interpretation of

CEP-dependent phenomena, as well as a more precise determination of the phase of laser

pulses.

1.2.3 High-order CEP-dependence in the Asymmetry Map of

Cs

In the investigation of CEP-dependent strong-field ionization of Cs with MIR few-cycle

pulses, we observed an unusual CEP-dependence in the asymmetry5 map. In previous

experiments, the CEP-dependent asymmetry at a certain photoelectron energy oscillates

as fast as the variation of the CEP. However, we found that at high laser intensities, the

asymmetry in the typical plateau region for rescattered electrons oscillates three times as

fast as the variation of the CEP. By applying the improved strong-field approximation

method, the high-order CEP-dependent effect is interpreted as the interference of two

quantum orbits initiated in subsequent laser cycles.

5The asymmetry means the normalized difference in differential electron yield for pulses with a phase

difference of π.
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In addition, the numerical calculations by solving the time-dependent Schrödinger

Equation (TDSE) further help us understanding the conditions for observing this effect.

By analyzing the calculated intensity- and pulse length-dependent asymmetry maps for

different species, two general questions will be answered: why was this effect only observed

at high intensities and why was this effect rarely found in previous experiments? At

last, the TDSE analysis by switching the regime between the multiphoton ionization and

tunnelling ionization by shifting the wavelength and changing the potential of the atom,

provides a solid proof that this high-order CEP-effect is an universal effect in the sense

that it is independent of the atom species and the wavelength of the driven laser field.

1.3 Structure of the Thesis

In the previous sections, we introduced the motivation and main concepts of this thesis.

In Chapter 2, a short review of the theoretical background of strong-field physics will

be presented. First, different ionization mechanisms will be briefly discussed. Next, a

semi-classical description of strong-field laser-matter interaction, known as the “three-

step model”, is introduced and explained. The model provides an intuitive picture of

strong-field processes. In the last section of Chapter 2, strong-field processes induced by

few-cycle pulses will be shortly analyzed to demonstrate the impact of the CEP.

In Chapter 3, two theoretical models used in this thesis for simulating the strong-field

processes are introduced. One is a semi-classic model based on the three-step description

discussed in Chapter 2. The other one is a numerical calculation based on a quantum

description by solving the one-dimensional time-dependent Schrödinger equation [64].

In Chapter 4, the laser systems with which we performed our experiments, the exper-

imental setups and the working pricinple of the core technical instrument for measuring

the CEP, the carrier-envelope phasemeter, will be discussed in detail.

The experimental results of single-shot CEP measurement as well as the pulse duration

measurement at 1.8 µm with a CEPM will be presented in Chapter 5. The measurements

are further compared with simulated results from two models that were mentioned in

Chapter 3. In the discussion section of Chapter 5, we will analyze the prospects and

requirements for single-shot CEP measurements with a CEPM. This provides us with

a general scaling insight for implementing a single-shot CEP-measurement based on the
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measurement of stereo-ATI at different wavelengths.

In Chapter 6, the spatial phase distribution of a focused broadband beam is introduced

and compared to the Gouy phase of a focused monochromatic beam. Due to the complex

phase distribution of a focused broadband beam, a significant phase-averaging effect is

observed in few-cycle light-matter interactions. It is referred to as the “phase-volume

effect”. By using strong-field ionization of xenon at different wavelengths as a baseline, we

further generalize this effect in laser-matter interactions with different nonlinear intensity

dependencies, which allows us more accurate modelling and interpretation of various

CEP-dependent few-cycle laser-induced processes.

In the next chapter (Chapter 7), the CEP-dependent ATI spectra of xenon measured

at 3.2µm will be presented as a benchmark and first CEP-measurements with a xenon-

based CEPM at MIR wavelength will be presented. This lays a foundation of developing

the CEPM and future researches on CEP-dependent strong-field phenomenon in MIR

range.

We further investigate strong-field ionization of caesium and, in parallel, test its po-

tential for replacing xenon as a target in a CEPM that can be operated at long wave-

lengths. Worth to emphasize that we observed an unusual high-order CEP-dependence in

the asymmetry map of Cs at high-intensities, e.g., > 2TW/cm2. By using an improved

strong-field approximation model, this effect is interpreted as the interference between

different quantum orbits initiated in subsequent laser cycles. In addition, numerical so-

lutions from the TDSE confirms the existence of this effect. By analysing the intensity-

and pulse length-dependent asymmetry of two species of atom, at different wavelengths,

we find out some rough conditions for observing the high-order CEP-effect.

In the last chapter, we will summarize this thesis and an outlook related to this work

will be given and briefly discussed.
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Chapter 2

Theoretical Background

It is well-known that in 1905, a figure no less than Albert Einstein proposed that matter

absorbs light in quanta. It is much less known that he also considered that if the light

intensity is sufficiently high, more than one energy quantum from the incident light can be

simultaneously transferred to a photoelectron [113]. Like many of his other tremendous

predictions, he was right again. This energy quanta of the light later became known as

“photons” [114] and multiphoton processes indeed occur when the intensity of the light

is high enough. In 1931, Maria Goeppert Mayer1, the second female winner of a Nobel

Prize in physics, calculated the cross-section of two-photon absorption by atoms in her

dissertation [115]. Because of too low field strength at that moment, first experimental

observations of two-photon absorption were achieved nearly 30 years later [116,117] until

the invention of the laser [118, 119] around 1960. Since then, an uncounted number

of experimental observations of multiphoton ionization (MPI) have been demonstrated

[120–123].

With the invention and development of laser technologies , e.g., chirped-pulse amplifi-

cation (CPA) [124], the strength of the light field can easily reach the level of the atomic

Coulomb field, i.e., Ea = e/4πε0a
2
0 ≃ 5.1× 109V/cm, where e is the absolute value of the

electron charge, ε0 is the permittivity of free space and a0 is the first Bohr radius of atomic

hydrogen. The corresponding intensity of the field is Ia = 1
2
ε0cE

2
a ≃ 3.5 × 1016W/cm2.

Nowadays, much higher intensity beyond 1020W/cm2 can be realized with a terawatt

(TW) or petawatt (PW) laser [125–127] and of course, researchers are still making great

1Maria Goeppert Mayer won the Nobel Prize in physics for proposing the nuclear shell model. The

cross-section of two-photon absorption of atoms is named after her: 1 GM = 10−50 cm4s/photon.
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2.1. Strong-field Ionization (SFI)

efforts to bring the field intensity to a higher level. Actually, multiphoton processes

with visible photons may occur at an intensity around 108W/cm2, usually with small

probabilities though. At low intensities, the multiphoton process can be analyzed using

perturbation theory. In this thesis, we focus on the typical strong-field regime that the

intensity with 1-3 orders lower than the Ia where the general multiphoton phenomena

beyond the perturbation regime become highly evidently and dominant but are still in

the non-relativistic regime. In this chapter, we will provide the theoretical background of

the strong-field phenomena that are relevant to the central themes of this thesis.

2.1 Strong-field Ionization (SFI)

2.1.1 Multiphoton Ionization (MPI)

For single ionization, the MPI process can be described as

Aq + nℏω = Aq+1 + e−, (2.1)

where q is the charge of a target atomic system A, ω is the frequency of the light, and n

is the number of photons absorbed. For not too high intensities, the rate of a n-photon

process is proportional to In, which is in agreement with the description of lowest-order

perturbation theory [64]. In 1979, Agostini [61] discovered that under high-intensity

conditions, the ionized electron can absorb more photons than the minimum number

that is required for ionization. This phenomenon was given the name “above-threshold

ionization” (ATI). The typical photoelectron spectrum consists of several peaks separated

by the one photon energy ℏω and the energy of these peaks satisfies

En = (n0 + n)ℏω − IP , (2.2)

where n0 is the minimum number of photons required for ionization, IP is the ionization

potential of the atom and n = 0, 1, 2 ..., is the number of photons absorbed by the atom

exceeding the minimum number for exceeding the ionization potential. At rather low

intensities, the ionization rate for an (n0+n)-process is proportional to I
n0+n following the

lowest-order perturbation theory. The schematic of the mechanism of the ATI spectrum

[64] and typical measured ATI spectra at rather low intensities are shown in Fig. 2.1.

As the intensity of the external field is increased, the Rydberg and continuum states

of the atoms are shifted to higher energy levels, which is known as the AC-Stark effect
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Figure 2.1: Schematic of the mechanism of the above-threshold ionization spectrum. (a)

Numeric solution from the time-dependent Schrödinger equation [64]. (b), (c) One example of

measured ATI of xenon with a 1064-nm, 130-ps laser at intensity around 2.2× 1012W/cm2 and

1.1× 1013W/cm2 [128].

[129, 130]. The energy shift is given by the ponderomotive energy Up, which is the cycle-

averaged kinetic energy of a quivering electron in a laser field:

Up =
e2E2

0

4mω2
∼ I

ω2
∼ I · λ2, (2.3)

where E0 is the electric field strength, m is the electron mass, I is the intensity of the

field, and λ the wavelength of the field. Thus, the required energy for ionization is also

shifted and the photoelectron energies are given by

EN = (n0 + n)ℏω − (IP + Up). (2.4)

A simple schematic for the AC-Stark shift of the ATI peaks is presented in Fig. 2.2 and
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Figure 2.2: Schematic of the mechanics of the AC-Stark shift. The dashed line presents the

ionization energy. For example, 3, 4 and 5 photons are required for ionization at intensities I1,

I2, and I3, respectively.

the effect of the suppression in lower orders of the ATI peaks due to the Stark shift can

be also seen in the measurements, see Fig. 2.1(c).

2.1.2 Tunnelling Ionization (TI)

When the field strength is sufficiently large, the Coulomb potential of bound electrons is

modulated by the instantaneous laser field and forms a potential barrier. In this case, the

electron can “tunnel” through the barrier at low laser frequencies and becomes free. Ac-

cordingly, this transient process is called tunnelling ionization (TI), shown in Fig. 2.3(b).

Experiments have presented evidence that photoelectrons generated by the TI process

can acquire energies of more than dozens of photon energies [63, 131, 132]. More impor-

tantly, the intensity of high-order peaks in the ATI spectra does not decay exponentially.

Instead, a plateau-like annex in the photoelectron kinetic energy spectra appears.

In 1965, L. V. Keldysh first categorized MPI and TI mathematically [133]. By com-

paring the ratio between the required tunnelling time and the oscillation period of the

laser field, he introduced a dimensionless adiabaticity parameter γ to for classification of

two ionization mechanisms, today referred to as the “Keldysh parameter”:

γ =
ω
√
2meIP
eE

=

√
IP
2Up

. (2.5)

For γ ≫ 1, the intensity of the field is rather low or the frequency of the laser field is

high, which corresponds to the multiphoton regime. In contrast, for the same IP , γ ≪ 1
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Figure 2.3: Schematics of the mechanics of strong-field ionization. Blue lines are for the

Coulomb potential, red dashed lines are for the laser field and the yellow lines are for the

effective potential with the laser field. IP is the ionization potential.

corresponds to the situation where the transient potential barrier is sufficiently small

and exists sufficiently long to allow tunnelling with appreciable probability. This is the

tunnelling regime. The existence of these mechanisms has been observed and predicted

both experimentally and theoretically [122,134,135].

From the Keldysh theory, A.M.Perelomov, V. S. Popov and M.V.Terent’ev derived

an analytical formula for calculation of the ionization rate of a state bound by a short-

range potential for an arbitrary γ parameter, known as the “PPT-rate” [136,137]. Based

on this rate, M.V.Ammosov, N.B.Delone and V.P.Krainov further improved this model

with quasiclassical approximation for γ ≪ 1, which is known as the “ADK-rate” [138].

Due to their similarities, in many literatures, both models are categorized as the ADK-

theory [139].

The ADK ionization rate for tunnelling ionization in oscillating fields is:

Γ(t) =
|Cnl|2Q2(l,m)

(2κ)|m||m|!
·
(

2κ2

|E(t)|

) 2Z
κ
−|m|−1

· exp
(
− 2κ3

3|E(t)|

)
, (2.6)

where κ =
√
2IP , n

∗ = Z/κ is the effective principle quantum number, Z is the atomic

charge, l is the angular quantum number, and m is the magnetic quantum number. The

coefficient Q(l,m) is given by:

Q(l,m) = (−1)(|m|−m)/2

√
(2l + 1)(l + |m|)!

2(l − |m|)!
, (2.7)

and the coefficient Cnl is an atomic species dependent parameter, for which different atoms

can be found in Refs. [140–142].
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Figure 2.4: One example of the ionization rate calculated using the ADK-rate for xenon atoms.

(a) Field-dependent yield at peak intensity of 8×1013W/cm2. (b) Intensity-dependent ionization

rate of xenon.

The ADK-rate, which is a cycle-averaged ionization rate, is well suitable for γ ≪ 1

[122]. In our case, e.g., ionization of xenon atoms at 0.8 µm with a peak intensity around

0.8×1014W/cm2, the γ is close to 1, which is a situation that the multiphoton ionization

also plays a important role. In addition, we are investigating the strong-field ionization

with few-cycle pulses where the sub-cycle dynamics is important. Thus, we apply a

modified ionization rate [143] suitable for both situations, i.e., γ ∼ 1 and interacting with

few-cycle pulses:

Γ(t) =
|Cnl|2Q2(l,m)

(2κ)|m||m|!
·
(

2κ2

|E(t)|

) 2Z
κ
−|m|−1

·Cγ ·
√

3κγ
γt

· exp
[
−E

2
0E

2
nv(t)

ω3
F (γt, ϕt)

]
, (2.8)

where Cγ is the Coulomb preexponential factor (see in Ref. [136]), Env(t
k
i ) is the normal-

ized envelope of the pulse, γt = γ/Env(t
k
i ), and κγ = ln(γt +

√
γ2t + 1 − γt√

γ2
t +1

). The

term of F (γt, ϕt) in Eq. 2.8 is a γt- (γ with respect to the envelope) and phase-dependent

function:

F (γt, ϕt) = (γt + sin2 ϕt +
1

2
) ln c∗ − 3

√
b∗ − a∗

2
√
2

sin |ϕt| −
√
b∗ + a∗

2
√
2

, (2.9)

with 

a∗ = 1 + γ2t − sin2 ϕt;

b∗ =
√
a∗2 + 4γ2t sin

2 ϕt;

c∗ =

[(√
b∗+a∗

2
+ γt

)2

+
(√

b∗−a∗

2
+ sin |ϕt|

)2
] 1

2

(2.10)

where ϕt = ωt + ϕ is the phase of the pulse. The simulated results in Chapter 5, 6 and 7

calculated from the semi-classic three-step model is obtained using this ionization rate.
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Note that there is another ionization mechanism, called over-the-barrier ionization

(OBI), or barrier-suppression ionization, when the laser field is so intense that the barrier

of the potential is suppressed below the ground state level as shown in Fig. 2.3(c). In this

case, the approximations based on TI are no longer valid. Commonly, the intensity, at

which the maxima of the effective potential barrier are equal to ionization potential of

bound electrons, is defined as the barrier-suppression intensity (BSI). For instance, the

BSI is ∼ 0.8 × 1014W/cm2 for xenon atoms. Improved ionization rates for the BSI can

be found in Refs. [139,144].

2.2 The Strong-field Phenomena and the Three-step

Model

In 1993, P.B.Corkum introduced a semi-classical model [145], the so-called the three-

step model, which beautifully describes strong-field phenomena such as the high-order ATI

spectrum, HHG and NSDI. This model well explains strong-field light-matter interactions

and provides an intuitive physical picture of the dynamics.

The three-step model proceeds as follows: 1) The bound electrons are ionized to the

continuum through one of the ionization processes mentioned in the previous section. 2)

After ionization, the free electrons are assumed of interacting with the laser field only. The

dynamics of free electrons driven by the field can largely be treated classically. Depending

on the ionization time, electrons driven by the field may directly fly away from the parent

ion for good or they may travel back to the parent ion. Those electrons that never come

back are called direct electrons. 3) Electrons that are driven back to their parent ions will

further interact with the ion potential. There are mainly three interaction mechanisms: i)

electrons may get recaptured by the ions and become bound electrons again, resulting in

the emission of high-energy photons, which is the well-known HHG. The photon energy

is the sum of the kinetic energy that was acquired from the laser field after the ionization

and the ionization energy of the atom; ii) Instead of recombination to the parent ion,

electrons may experience the potential of the ion and scatter. If the electrons scatters

inelastically, the energy can be transferred to the bound electrons leading to the emission

of a second electron. This process is known as the NSDI; iii) If the electrons scatter

at the ions elastically, they will be accelerated by the field again. These rescattered
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2.2. The Strong-field Phenomena and the Three-step Model

electrons can have energies beyond 10 times of ponderomotive energy depending on their

scattering momentum determined by the ionization time and the scattering angle. This

is the mechanism of high-order ATI, on which we mainly focus in this thesis.

2.2.1 Direct Electrons

In this thesis, we mainly discuss laser fields with linear polarization. Assume a monochro-

matic plane wave:

E(t) = E0 cos(ωt+ φ)ez. (2.11)

where ez is the polarization direction. Next, we define the vector potential of the field:

A(t) = −
�
E(t) dt = −E0

ω
sin(ωt+ φ)ez. (2.12)

We neglect the Coulomb potential after the ionization, as the quiver amplitude αq =

E2
0/ω of emitted electrons is much larger than the atomic radius, e.g., αq ≈ 16.5 a.u.2 for

0.8 µm at intensity of 1× 1014W/cm2. The electron in the field can be described simply

by the equation of motion (in atomic units):

z̈(t) = −E(t). (2.13)

Integration over the time yields the electron velocity

ż(t) = v(t, ti) = −
� t

ti

E(t′) dt′ + v0 = A(t)−A(ti) + v0, (2.14)

where ti is the time at which ionization had occurred. Further integration over time yields

the trajectory of the emitted electron in the laser field.

z(t, ti) = [ż(ti)−A(ti)]× (t− ti) +

� t

ti

A(t′) dt′ + z0, (2.15)

where v0 and z0 are the initial velocity and the initial position of the electron immediately

after the ionization. Assuming that the initial velocity v0 = 0 and A(−∞) = A(∞) = 0

for t→ ∞, the final momentum of emitted electrons can be written as

pf = v(t = ∞, ti) = −A(ti). (2.16)

As we can see, the final momentum of the electron is directly linked to the vector potential

at the initial ionization time, ti. The corresponding final electron energy is

Ef =
v2(t = ∞, ti)

2
=
A2(ti)

2
=

E2
0

2ω2
sin2(ωt+ φ) = 2Up sin

2(ωt+ φ). (2.17)

2a.u. – atomic unit.
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Thus, for direct electrons, which never return back to the parent ions, the maximum of

energy they can acquire from the laser field is twice of the ponderomotive energy. Under

suitable conditions, this limit can be recognized in the ATI spectra and is known as the

2Up-cutoff.

2.2.2 Returning Electrons

For electrons that return to the parent ion, the electron position z at return time tr equals

zero. With the approximation that the initial position z0 and the initial velocity v0 are

both 0, Eq. 2.15 can be written as

F (tr) = F (ti) + F ′(ti)(tr − ti), (2.18)

with F (t) =
�
A(t′)dt′. Eq. 2.18 has a graphical interpretation that yields the connection

between the ionization time, ti, and the return time, tr. tr is found as the intersection of

the tangent at E(t) at ti with E(t) [146], see Fig. 2.5(a). Some returning electrons may

pass by the core upon their first return but are driven by the field such that they return

to the core a second, third or even more times to the ion at subsequent crossing points

indicated in Fig. 2.5(a).
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Figure 2.5: (a) Schematic description of the return time corresponding to various ionization

time. t1r , t
2
r and t3r indicate the first, second and third return time, respectively. (b) Final kinetic

energy of return electrons, forward scattering electrons and backward scattering electrons with

respect to the travel time, reproduced from Ref. [147].

The return energy can be calculated from the Eq. 2.12

Eret =
[A(tr)− A(ti)]

2

2
. (2.19)
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By introducing a parameter called the travel time τtr = ω(tr − ti), (c.f. Ref. [147, 148]),

the return energy is given by

Eret = 2Up
(2− 2 cos τtr − τtr sin τtr)

2

f(τtr)
, (2.20)

with f(τtr) = 2 + τ 2tr − 2 cos τtr − 2τtr sin τtr. The numerical solution of this equation

by finding the proper travel time results in a maximum return energy of ∼ 3.17Up. This

property reveals the physical origin of the HHG cutoff at 3.17Up+IP [66,100]. The kinetic

energy of returning electrons depending on the travel time is shown in Fig. 2.5(b). Note

that the maximum return energy can be achieved only for the first return.

2.2.3 Rescattered Electrons

Alternatively, when the electrons are driven back to the parent ions, they may interact

with the Coulomb potential again and rescatter elastically or inelastically. In this thesis,

we mainly focus on the high-energy ATI spectrum owing to elastic scattering. If the

electron rescatters with a scattering angle θres with respect to its incoming momentum,

its velocities along and perpendicular to the polarization direction after the rescattering

are [149]

vz(t) = [A(t)−A(tr)] + cos θres · [A(tr)−A(ti)]; (2.21)

vx(t) = sin θres · [A(tr)−A(ti)]. (2.22)

The angle of the electron finally measured by the detector θf is given by

cot(θf ) =
vz

vx

= cot θres −
A(tr)

sin θres · [A(tr)−A(ti)]
(2.23)

Similar to Eq. 2.20, the electron energy for two extreme characteristic cases: θres = 0

(forward scattering) and θres = π (backward scattering) where the maximum energy can

be reached, are given by [147]

Efs = 2Up
(1− cos τtr)

2

f(τtr)
; (2.24)

Ebs = 2Up
(3− 3 cos τtr − 2τtr sin τtr)

2

f(τtr)
. (2.25)

For this two cases, the maximum kinetic energy acquired from the laser field can be

reached, e.g., 2Up for forward scattering and 10.007Up for backward scattering. 10Up

is known as the cutoff of the ATI plateau [149, 150]. The final energy for rescattered
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2.2. The Strong-field Phenomena and the Three-step Model

electrons with respect to the travel time is shown in Fig. 2.5(b). The maximum energy for

back-scattered electrons can only be achieved for the first return to the ions. Note that

for forward scattering, the energy range is ≤ 2Up, which is overlapping with the direct

electron distribution. These two process commonly compete with each other. If the

potential is rather short-ranged, the direct electrons dominate, but the yield of forward

scattering can be large for long-range potentials.

Figure 2.6: (a) An example of CEP-averaged photoelectron momentum distribution (PEMD)

of xenon calculated by a semi-classic simulation with 1.8 µm- few-cycle pulses at a peak intensity

of 0.8 × 1014W/cm2. A(tr) is the vector potential at the return time tr, pres is the rescattered

momentum and pt is the transferred momentum. (b) An example of measured CEP-averaged

ATI spectra of xenon ionized by 0.8 µm- and 1.8- µm few-cycle pulses at a peak intensity of

∼ 0.8× 1014W/cm2.

In general, the final kinetic energy for rescattering for an arbitrary angle can be cal-

culated by

Eres(θres) = A(tr)[A(tr)−A(ti)](1− cos θres) +
A(t0)

2

2
. (2.26)

Fig. 2.6(a) shows an example of the photoelectron momentum distribution (PEMD) of

xenon for 0.8-µm pulses at a peak intensity of 0.8 × 1014W/cm2. A(tr) is the vector

potential at the return time tr, pres is the rescattered momentum and pf is the trans-

ferred momentum. This two dimensional momentum distribution of photoelectrons can

directly be measured by velocity map imaging (VMI) techniques [151–153], which allows

for investigating the angular distributions of light-matter interactions and results in many

applications [154–158,158].

Stereo-ATI is measured with two opposing TOF spectrometers aligned parallel to

the polarization axis, which corresponds to the integration of the PEMD within a cone

19



2.2. The Strong-field Phenomena and the Three-step Model

Energy [eV]
0 20 3010 40 50 60 70 80

106

104

102

100

10-2
C

o
u

n
t 

[a
rb

. u
.]

Xe

Kr

Ar

Ne
He

Figure 2.7: ATI spectra of rare gases with multi-cycle pulses, from Ref. [29]. The peak

intensity was 3× 1014W/cm2 for He and 2× 1014W/cm2 for others.

angle according to the detector geometry along the polarization axis. Fig. 2.6(b) shows

examples of measured CEP-averaged ATI spectral of xenon ionized by 0.8-µm and 1.8-µm

few-cycle pulses at a peak intensity of ∼ 0.8× 1014W/cm2. The energy range up to 2Up

corresponds to direct electrons and forward scattered electrons. Starting from 2Up, there

is the plateau region up to the 10Up-cutoff. Note that as the ATI spectra presented in

Fig. 2.6(b) are measured with few-cycle pulses, there are hardly any interference from the

photoelectrons generated in different optical cycles,i.e., no ATI peaks. Thus, the spectra

are rather smooth. Typical ATI spectra produced by multi-cycle pulses with ATI peaks

separated by one photon energy can be seen in Fig. 2.7 [29].

2.2.4 Strong-field Phenomena Induced by Few-cycle Pulses

A Gaussian-shaped pulse in time domain is commonly described as

E(t) = E0e
−2ln2(t/τ)2e−i(ω0t+ϕ). (2.27)

where ϕ is the phase shift between the maxima of the envelope and peak of the oscillation,

which is the so-called “absolute phase” or the “carrier-envelope phase” (CEP). It origi-

nates from the phase difference between the group velocity and the phase velocity while

pulses propagate through dispersive materials. When the pulses have multiple optical

cycles, phase-dependent phenomena can not obviously be observed because the laser field

is symmetric with respect to the polarization axis. However, when the pulses consist one
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2.2. The Strong-field Phenomena and the Three-step Model

Figure 2.8: (a), (b) Illustration of asymmetry effects in strong-field photoionization by few-

cycle pulses with CEPs equal to 0 and π/2, respectively. The green line is the envelope of the

pulse. Yellow lines are the electric field where the ionized electrons cannot return to the parent

ions and blue lines are the electric field where recombination and rescattering may occur. The

red dashed line is the vector potential of the field. Gray shadow presents the instantaneous

intensity-dependent ionization yield. (c), (d) The return energy of electrons for ϕ = 0, and π/2,

respectively. (e), (f) Final kinetic energy of on-axis electrons with ϕ = 0, and π/2, respectively.

The blue and red lines are for electrons emitted in opposite directions, i.e., downwards and

upwards according to the direction of the vector potential. The yellow lines are for the direct

electrons.
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2.2. The Strong-field Phenomena and the Three-step Model

or a few optical cycles only, the CEP plays a critical role in light-matter interactions as

the electron dynamics is dictated by the electric field rather than the pulses’ envelope.

Fig. 2.8(a) and (b) show few-cycle pulses with different CEPs. Laser fields with dif-

ferent phases lead to different energy spectra, as evident from, e.g., the phase-dependent

return energy of electrons, see Fig. 2.8(c) and (d). In addition, the intensity-dependent

ionization yield [gray shadow in (a) and (b)], will lead to additional variance of the pho-

toelectron spectrum. Research on few-cycle laser-matter interactions now can proceed in

two directions: The phase-dependence can be investigated, or inversely, the CEP of the

pulses can also be characterized based on analysis of the measurement of CEP-dependent

phenomena.
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Figure 2.9: (a),(b) CEP-dependent ATI spectra of xenon for ϕ = 0, and π/2, respectively. The

laser pulses with 5-fs pulse duration and 8×1014-W/cm2 peak intensity at 0.8 µm.

For the CEP measurement, two detectors are located in opposing directions along

the polarization axis of the laser field. The idea is the following: For few-cycle pulses,

the upward and downward field cannot not be approximated as symmetric. The same

holds of course for vector potentials [dashed lines in Fig. 2.8(a) and (b)]. Thus, due to

the asymmetric property of the field, if one measures the emitted photoelectron spectrum

along the laser polarization axis in opposing directions, the CEP can be extracted by

analysing the normalized difference in photoelectron spectra measured in two directions.

This suggests a CEP-measurement technology, which will be detailed in the next chapters.

Fig. 2.8(e) and (f) show the final kinetic energy of on-axis emitted electrons for pulses

with different CEPs. The blue lines are for electrons emitted downwards according to

the direction of the vector potential and the red lines are for electrons emitted upwards.

Following the convention in the literature, in the rest of this thesis, “up” and “down”
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2.2. The Strong-field Phenomena and the Three-step Model

will be replaced by “left” and “right”, i.e., horizontal polarization will be implied. The

rescattered electrons with up to 10Up energy are generated where the waveform of the

field is plotted in blue colors, see Fig. 2.8(a) and (b). Conversely, the direct electrons are

generated in the yellow-line region. There the photoelectron energy is limited to 2Up, see

Fig. 2.8(e) and (f). A few of examples of CEP-dependent ATI spectra of xenon measured

in opposing directions are shown in Fig. 2.9. It can be seen that there is a big difference

in the ATI spectra (in the logarithmic scale) measured by two detectors.
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Chapter 3

Simulation Methods

In this chapter, we will introduce two theoretical methods we are using for the simulation.

One is semi-classic model based on the three-step model we have discussed in the previous

chapter. The other one is a numerical approach by solving the time-dependent Schrödinger

equation.

3.1 Semi-classical Model (Classical Trajectory Monte-

Carlo Simulations)

We first applied a so-called Monte-Carlo method in the semi-classic simulation based on

the three-step model that we discussed in the previous chapter. The simulation process

is as follows:

i) We calculate the ionization rate for all time of the field, Wion(t
k
i ), and different

trajectories, k, for electrons released from the ion at time, tki .

ii) Using the momentum of returned electrons for all trajectories, pk,j
r :

pk,j
r = A(tk,jr )−A(tki ), (3.1)

the momentum of rescattered electrons, psc(t
k
i , t

k,j
r ), can be obtained:

psc(t
k
i , t

k,j
r ) = −A(tk,jr ) + |pk,j

r |(ez cos θres + ey sin θres). (3.2)

with the rescattering angle, θres.

iii) We applie the elastic differential scattering cross-section (DCS)1, dσ
dΩ
(pr, θres), to

quantitatively describe the angle-dependent rescattering process. Many forms of poten-

1Understanding of the DCS allows for extracting the structure information or imaging the electron
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3.1. Semi-classical Model (Classical Trajectory Monte-Carlo Simulations)

tials for calculating the DCS targeting different atoms or molecules can be found in

Ref. [163–167]. We applied a widely-used atomic potential proposed by X.M.Tong and

C.D. Lin [139], which has been proved to be a great model for rare gases [168–170].

V (r) = −Z
r
− a1e

−a2r + a3re
−a4r

r
. (3.3)

Fitting parameters a1 to a4 for different atoms can be found in Ref. [168,171,172].

iv) In order to obtain proper total scattering probability, one important effect, the

wave packet spreading in space, needs to be considered. Here, we introduce a travel-time-

dependent weight, Wwps, to further adjust the scattering probability:

Wwps(t
k
i , t

k,j
r ) = (tjr − tki )

−ξ (3.4)

where ξ is a parameter describing how fast the wave packet spreads. We set ξ = −3/2.

The reason is that the wave-packet starts spreading at ionization time, tki , to return time,

tk,jr , in three dimensions, which yields the number of 3. The Coulomb focusing effect

due to the attraction force from the ion that contracts the wave-packet contributes the

nominator number of 2 [173,174].

By summing over all the results mentioned above, a two-dimensional photoelectron

momentum distribution (PEMD) for rescattered electrons with a cylindrical symmetry

around the linear laser polarization can be obtained:

Wsc(psc) =
∑
j,k

Wion(t
k
i ) ·

dσ

dΩ
(pr, θres) ·Wwps(t

k
i , t

k,j
r ). (3.5)

In order to obtain a better PEMD, there are a few other things need to be considered

in the simulation, which will be discussed in the following sections.

3.1.1 Depletion in Ionizations

We can take the depletion of the ground state electrons into account, by solving the rate

equation

dP (t)/dt = −Γ(t)P (t), (3.6)

dynamics of atoms or molecules, which is known as the laser-induced electron diffraction (LIED) [49,159–

162].

25



3.2. Time-dependent Schrödinger Equation (TDSE) Model

where P (t) is the population of the ground state electrons. With combining the ionization

rate calculated using Eq. 2.8, the new ionization rate can be written as

Wion(t
k
i ) = Γ(tki ) exp

[
−
� tki

−∞
Γ(t)dt

]
. (3.7)

3.1.2 Perpendicular Momentum for Direct Electrons

So far, we assume that the initial momentum that parallel to the laser polarization after

the tunnelling ionization is zero under the strong-field approximation. Considering a

more realistic electron wavepacket distribution after the ionization process, we introduce

an addition initial momentum term, p⊥, which is perpendicular the polarization. The

final momentum of direct electrons is given by

pdir(ti, p⊥) = −A(ti) + p⊥. (3.8)

The perpendicular momentum distribution is assumed to simply follow by a Gaussian

dependence [175], which has been proved to be a reasonable prediction [176,177]

Wper(p
k
⊥) =

4πκ

|E(tki )|
exp

(
− κp2

⊥
|E(tki )|

)
. (3.9)

With considering this distribution, the final contribution of direct electrons is

Wdir =
∑
k

Wion(t
k
i )Wper(p

k
⊥), (3.10)

where all trajectories that lead to the same final momentum needs to be summed up.

At last, by adding the contribution of the direct electrons (Eq. 3.10) and rescattered

electrons (Eq. 3.5), the final PEMD will be obtained [see Fig. 2.6(a) as an example]:

WPEMD = Wdir +Wsc(psc). (3.11)

3.2 Time-dependent Schrödinger Equation (TDSE)

Model

Solving the time-dependent Schrödinger equation (TDSE) is an effective approach to

model the bound state dynamics, evolution of the electronic wave packet in the continuum

and interactions with the Coulomb potential [16,164,178,179], which allows us for direct
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3.2. Time-dependent Schrödinger Equation (TDSE) Model

verification of experiments and prediction of new phenomena. In this section, we will

briefly introduce the one-dimensional TDSE model that we applied.

The non-relativistic dynamics of an electron, which is bound by the Coulomb potential

can be described by the time-dependent Schrödinger equation

i
∂

∂t
Ψ(x, t) =

∧
HΨ(x, t) =

[
−1

2

∂2

∂x2
+ V (x)

]
Ψ(x, t) (3.12)

where
∧
H is the time-independent Hamiltonian, Ψ(x, t) is the wave function of the electron

and V (x) is the binding potential.

A widely used form of describing the Coulomb potential in 1D is called the soft-core

potential, i.e.,

V (x) = −
(

Z√
x2 + a2

)
, (3.13)

where Z and a are two parameters to remove the singularity at the origin and adjust

the depth of the potential. Two parameters are selected according to the energy level of

the atom. As we assume that the main photoelectron contribution is mainly from the

ground state, we select the parameters by the value of the ionization potential of an atom,

IP . One can change Z and a accordingly for a fixed IP to manipulate the height of the

ATI plateau for a certain atom according to the measurements. Fig. 3.1(a) shows various

potentials with different combinations of Z and a in atomic units while keeping the same

IP and Fig. 3.1(b) shows the corresponding ATI spectra calculated from various potentials

in (a).

From the Fig. 3.1, we can see that the narrower the potential, the larger the yield of

rescattering electrons (the higher the ATI plateau). This can be simply understood from

a classic point of view, for a steeper potential, the returning process will experience with

a larger force. Thus, more likely the rescattering will occur.

We applied a new 1D-potential recently invented by S.Majorosi et.al. [180]:

V (x) = −
1
2
Z

| x | +a
(3.14)

where Z is the effective charge and a is a free parameter for adjusting the energy level of

the ground state. We pick this new 1D-potential as it has been proved to have a better

quantitative agreement with a three-dimensional potential [180–182]. Of course, one can

also adjust parameters in the soft-core potential such that the potential profile is identical

to this new potential, as well as the desired ATI spectrum.
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Figure 3.1: (a) Binding potentials with different combinations of Z and a but keeping the

same ionization energy of ground state electrons in xenon (-12.13 eV). (b) CEP-averaged ATI

spectra calculated from different potentials in (a) using 5-fs, 0.8-µm pulses at peak intensity of

0.8×1014 W/cm2.

In order to calculate the interaction with the laser field, the external laser field needs to

be included in the TDSE. With the dipole approximation, the new TDSE can be written

as

i
∂

∂t
Ψ(x, t) =

[
−1

2

∂2

∂x2
+ V (x) + Vext(x, t)

]
Ψ(x, t), (3.15)

with the laser field potential Vext(x, t) = x · E(t). In our case, we apply a electric field

with a Gaussian temporal profile:

E(t) = E0 exp

{
−2 ln 2

(
t

τ

)2

× [−i(ωt+ ϕ)]

}
, (3.16)

where τ is the pulse duration, ω is the center frequency of the laser field and ϕ is the CEP

of the pulse.

At the beginning of the calculation, we first substitute ∆t by −i∆t. This is so-called

imaginary time propagation [183]. After a few steps of imaginary time propagation, as

the excited statues damps faster than the ground states, the wavefunction converges to

the ground states. Then, the real-time propagation of the wavepacket with the laser

field begins. The evolution of the wavefunction is achieved by applying the split-step

method [184], which spit one time propagation step into two domains, a Cartesian space

and a momentum space, to solve the Schrödinger equation easier in the program. After

interacting with the laser field, the solution of the TDSE gives the new distribution of the
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electron wave packet. Finally, by filtering out or projecting out contributions from the

bound states [185], the photoelectron spectra can be obtained, examples see Fig. 3.1(b).

More details about TDSE solver in Matlab can be found in Ref. [186,187].

In general, the semi-classical model provides a good qualitative explanation and in-

tuitive physical picture for describing the dynamics. Commonly it requires many ap-

proximations and simplifications. In contrast, the numerical solution of the TDSE can

provide good modelling also of bound state dynamics of atoms or molecules, as well as

the evolution of electron wave packet in the continuum.

The main challenge for TDSE calculations of light-matter interactions at long wave-

length is computing power. As Up increases with increasing laser wavelength, electrons

acquire larger energy from the field. This leads to a larger wave packet distribution in

both real space and momentum space. We used a split-step method that requires the

wave function propagating in both domains. As the grid size in space is determined by

the maxima value in momentum space due to underlying of the Fourier transform, not only

a larger calculation range, but also a smaller sampling grid is required for both domains.

In addition, long-wavelength pulses have longer pulse duration for the same number of

optical cycles, requiring a longer propagation time with the field in the simulation. Thus,

considering all these aspects, solving the TDSE for long wavelengths is quite demanding

due to limited numerical power even for one dimension. Nevertheless, in this thesis, we

present one-dimensional TDSE calculations for the comparison with experiments up to

3 µm wavelength.
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Chapter 4

Laser Systems and Experimental

Setup

The laser systems and the experimental setups, which were employed for this thesis will

be presented and discussed in this chapter. The experiments using 0.8-µm and 1.8-µm

laser pulses were performed in the laboratory of the chair of Nonlinear Optics at the Insti-

tute of Optics and Quantum Electronics of Friedrich-Schiller University Jena, Germany.

The experiments using 3.2-µm pulses were performed with the MIR laser system of the

ELI Attosecond Light Pulse Source (ELI-ALPS), Szeged, Hungary. Both systems and

experimental setups will be introduced in the first half of this chapter. The rest of this

chapter will discuss the core apparatus of this thesis for the measurement of the CEP,

namely, the carrier-envelope phasemeter.

4.1 Laser Systems

4.1.1 IR and SWIR Laser System

The schematic of IR experiential setup is shown in Fig. 4.1. The laser system is based on a

commercial mode-locked Ti: Sa laser oscillator (Femtopower Compact Pro HP/HR), which

delivers sub-10 fs pulses at 77.9MHz repetition rate with pulse energies in the nJ range.

The pulses are then stretched in time to the ps level by passing them through a glass

bock, amplified with a 9-pass amplifier and further compressed back to fs duration with

a grating compressor. The process of pulse stretching, amplification, and re-compression

is known as the chirped pulse amplification (CPA). During amplification, the repetition
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Figure 4.1: Schematic of the experimental setup. HCF: Hollow-core fiber. DCMs: Double-

angle chirped mirrors. TOF: Time-of-flight spectrometer. FROG: Frequency-resolved optical

gating. SPIDER: Spectral phase interferometry for direct electric-field reconstruction.

rate is reduced to 4 kHz by a Pockels cell. A commercial acousto-optic programmable

dispersive filter system (DAZZLER, Fastlite) is applied to optimize the spectral phase.

After the CPA system, the pulses have ≈1-mJ energy and 25-fs duration. The center

wavelength is around 780 nm. As few-cycle pulses cannot directly be generated by CPA

because of spectral gain narrowing effect [188], additional post-compression is required.
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Figure 4.2: (a) Spectrum before and after the spectral broadening process. (b) One example

of pulse duration measurement with a SPIDER device. The green curve is the Gaussian fit for

the the main pulse.

In our case, 90% of the pulse energy are sent to a 1-m long argon-filled hollow-core fiber

(HCF). The spectral bandwidth is broadened inside the fiber by self-phase modulation

(SPM). After the fiber, double-angle chirped mirrors (DCMs) [189, 190] are applied to
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4.1. Laser Systems

Figure 4.3: (a) Spectrum before and after the spectral broadening process. (b) One example

of a FROG trace of few-cycle pulses at 1.8 µm. (c) The temporal pulse shape after a FROG

phase retrieval process. The green dashed curve is the Gaussian fit.

compensate the positive group delay dispersion (GDD) caused by SPM and propagation

through optics and air. In the literature, this post-compression technique is known as

hollow-core fiber compressor (HFC) and currently the most common approach for pulse

compression [191–193]. Fig. 4.2(a) shows the spectrum before and after the HCF. A pair

of fused silica wedges is used to fine-tune the dispersion in order to get the shortest pulses,

i.e., pulses close to the Fourier-transform limit (FTL), Pulses with duration of < 5 fs can

be generated. The pulse length and the spectral phase of few-cycle pulses around 0.8 µm

are characterized by a commercial SPIDER (Spectral Phase Interferometry for Direct

Electric-field Reconstruction) device [194–196]. Fig. 4.2(b) shows the temporal profile

and the spectral phase of the shortest pulse we obtained – 4.2 fs corresponding to 1.5

optical cycles at this wavelength.

In order to obtain multi-mJ pulses at 0.8 µm or mJ-level SWIR pulses, the other 10% of

the pulse energy are used to seed another CPA system (Thales company), which includes

a 4-pass pre-amplifier and a 3-pass main amplifier. Again, a Pockels cell is used to reduce

the repetition rate, in this case to 1 kHz, and another DAZZLER is applied to optimize
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the spectral phase. The pulses, amplified to up to 10mJ with a pulse duration of ∼ 35 fs

pump a commercial optical parametric amplifier (OPA) (HE-TOPAS, Light Conversion)

to produce > 1-mJ idler pulses in the range of 1.1 µm to 1.6 µm and >1.5-mJ signal pulses

in the range of 1.7 µm to 2.2 µm. A differentially pumped HCF is used to compress the

SWIR pulses (e.g. 1.8 µm) to the few-cycle regime.

Fig. 4.3(a) shows the spectra before and after the spectral broadening for 1.8 µm pulses.

In the SWIR range, common optical materials like fused silica and air provide negative

GDD, which can be used to compensate the positive GDD introduced by the SPM process.

Thus. additional chirped mirrors are not required. A home-made FROG (Frequency-

Resolved Optical Gating) device [197–199] is used to characterize the pulse length and

the spectral phase of the SWIR few-cycle pulses. The FROG autocorrelation trace and

the temporal profile of an 11-fs pulse (1.8 cycles) at 1.8µm are shown in Figs. 4.3(b) and

(c).

4.1.2 MIR Laser System

1030 nm, 100 kHz, 
200 W
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DFG
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Filter
OPA OPA Compressor

Bulk  
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Spectrometer

CEPM
TOF

ELI-ALPS MIR Laser

Figure 4.4: Schematic of the MIR laser system at ELI-ALPS, Szeged, Hungary and the exper-

imental setup.

The experiments on few-cycle laser-matter interaction with MIR pulses were performed

with the MIR laser facility at ELI-ALPS [200–202], Szeged, Hungary. It is a newly built

and developed CEP-stable MIR laser system operating at 100-kHz repetition rate and

can deliver 150-µJ, 40-fs MIR pulses and few-cycle pulses with up to 80 µJ. The schematic

of the MIR laser system and the experimental setup are shown in Fig 4.4. The optical-

parametric chirped-pulse amplification (OPCPA) system is pumped by a commercial Yb-

YAG thin-disk regenerative amplifier laser system (Dira-200, Trumpf) which delivers 2-

mJ, 100-kHz pulse trains at 1030 nm. A small fraction from the pump is focused into a
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Figure 4.5: (a) Spectrum after the spectral broadening process. (b) FROG trace of 25.3-fs

pulses at 3.2 µm. (c) The retrieved temporal pulse profile. The FWHM of the pulse duration is

about 25.3 fs.

YAG crystal for supercontinuum generation. A DAZZLER is applied for spectral selection

of the seed into the difference frequency generation (DFG) stage. The seed beam is mixed

with a part of the pump beam in a nonlinear crystal thus generating the MIR idler beam

at 3.2 µm. The MIR pulses are further amplified with two additional OPA systems. As

the laser wavelength is in the MIR range, silicon with positive group velocity dispersion

(GVD) and CaF2 with negative GVD are used to tune the dispersion. The output power

after the bulk compressor is ∼15 W with a pulse duration of 40 fs. The pulse duration is

measured by a commercial FROG (Fastlite) device. An f -2f interferometer provides the

feedback for stabilizing the CEP.

The 100-kHz OPCPA system delivers 50-fs compressed pulses, the FTL being 43 fs

[20]. For post-compression / spectral broadening, instead of a gas-filled HFC, bulk crystals

[109,202,203] are used as medium for spectral broadening due to the absorption in noble

gases at MIR wavelengths. In our case, an average power of 11W was focused into an

uncoated 2-mm thick YAG crystal at Brewster’s angle by a f = 500-mm spherical mirror.
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4.2. Carrier-envelope Phasemeter (CEPM)

Material GVD [fs2/mm] TOD [fs3/mm]

YAG -466.39 2972.3

Si 485.17 866.76

CaF2 -133.23 763.79

BaF2 -64.07 399.95

Table 4.1: Table of the group velocity dispersion (GVD) and the third-order dispersion(TOD)

of different materials.

As YAG has a negative GVD at 3.2 µm, no further optical elements are required for

compensating the positive GDD. This is known as “self-compression”. After the bulk

compression stage, CaF2 and BaF2 plates with negative GVD and Si plates with positive

GVD are used for fine tuning the dispersion in order to have the shortest pulses inside

the vacuum chamber where light-matter interaction takes place.

Many strategies for dispersion compensation have been tested and a pair of BaF2

wedges with a total thickness up to 10mm were inserted in the beam path for further

fine-tuning the dispersion. One disadvantage of Si is its low transmission at this wave-

length. However, materials with positive GVD and high transmission are rare in the

MIR. Table 4.1 shows the dispersion of materials we used for the compression of MIR

pulses to the few-cycle regime. As all materials that were available during the beam time

have positive third-order dispersion, a compression close to the FTL was challenging.

Recently, scientists in ELI-ALPS have improved the post-compression system such that

pulses below 20 fs can be obtained around 3.1 µm wavelength [204,205].

The broadened spectrum after post-compression is shown in Fig. 4.5(a). The pulse

length of compressed pulses is characterized by a commercial FROG device. Fig. 4.5(b)

displays the SHG-FROG trace of the shortest pulses (∼25 fs) we achieved during the beam

time. The corresponding retrieved temporal profile of the pulses is shown in Fig. 4.5(c).

4.2 Carrier-envelope Phasemeter (CEPM)

For few-cycle pulses, the envelope of the pulse varies almost as fast as the electromagnetic

field. As laser-matter interactions depend on the time variation of the field, the CEP

is a crucial parameter for analyzing field-dependent phenomena. Thus, the detection
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4.2. Carrier-envelope Phasemeter (CEPM)

or control of the phase becomes a crucial point for virtually all applications of few-cycle

pulses. In this thesis, we will present a robust technique of CEP measurement based on the

measurement of photoelectron emission in opposing directions along the laser polarization

axis, the carrier-envelope phasemeter (CEPM).

The first CEP-dependent ATI spectra of xenon were measured in 2003 [206]. Based on

these measurements, the CEPM was invented. The instrument uses only the high-energy

plateau electrons because of their pronounced asymmetric distribution and eventually

reached single-shot operation [30]. Further improvements of the control of the TOF

spectrometer, electronics, and algorithms enabled the CEPM to measure the CEP in

real-time with high-resolution for each single laser shot at kilo-Hertz repetition rates [31].

The schematic of the CEPM is shown in Fig. 4.6(a). Few-cycle pulses are focused into

the high-vacuum chamber and ionize the target atoms injected from a nozzle. Two micro-

channel plate (MCP) detectors mounted on two sides along the laser polarization axis

detect generated photoelectrons from the target and their arriving time to the detector.

Thus, each detector is a time-of-flight (TOF) spectrometer. An static repelling voltage

is applied in front of the MCPs to block the low-energy (slow) electrons which are only

weakly CEP-dependent. Thus, only strongly CEP-dependent high-energy photoelectrons

are detected. Using the knowledge of the phasemeter geometry, one can convert the

time-dependent photoelectron current into an energy-dependent yield. An example of

measured single-shot photoelectron spectra Sleft(E) and Sright(E) from both detectors of

a CEPM is given in Fig. 4.6(b).

The energy- and CEP-dependence of the ATI spectra is commonly quantified by defin-

ing their (energy-dependent) asymmetry A:

A(E) = [Sleft(E)− Sright(E)] / [Sleft(E) + Sright(E)]. (4.1)

For the CEPM, in order to extract the CEP information from the single-shot ATI spectra

Sleft(E) and Sright(E), two energy regions are chosen, the low-energy and the high-energy

part of the ATI plateau, see Fig. 4.6(b). Integration of Sleft(E) and Sright(E) over the low-

and high-energy interval yields four quantities:

Yleft,low =

� G2

G1

Sleft(E) dE, Yleft,high =

� G4

G3

Sleft(E) dE, (4.2)

Yright,low =

� G2

G1

Sright(E) dE, Yright,high =

� G4

G3

Sright(E) dE, (4.3)
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4.2. Carrier-envelope Phasemeter (CEPM)

G1 G2 G3 G4

r
θ

Δr

Figure 4.6: Schematic of the working principle of the CEPM. (a) Schematic of a CEPM. The

photoelectron current is measured by micro-channel plate (MCP) detectors. The photodiode

(PD) detector provides the trigger signal for the measurement of the time-dependent photoelec-

tron current. A pair of slits is mounted to confine the interaction volume such that the electrons

created outside the laser focus are blocked. (b) An example of high-energy photoelectron spec-

tra measured by both sides of the MCP for one laser shot. (c) An example of the parametric

asymmetry plot (PAP) obtained from the ATI spectra for 20 000 consecutive laser shots.

where G1, G2, G3, and G4 denote the energy boundaries of the selected regions.

Next, we define the asymmetry parameters for the two energy regions in the same way

as in Eq. 4.1, i.e. by taking the normalized difference between the left yield and the right

yield:

Alow =
Yleft,low − Yright,low

Yleft,low + Yright,low

, Ahigh =
Yleft,high − Yright,high

Yleft,high + Yright,high

. (4.4)

These two CEP-dependent asymmetries parameters can approximately be regard as a

sinusoidal function of the CEP,

Alow ≈ A0 sin(φ+ φ0), Ahigh ≈ A′0 sin(φ+ φ0 + φi), (4.5)

where A0 and A′0 are the asymmetry amplitudes for two energy regions, φ is the CEP,

φ0 is an arbitrary but fixed offset phase, and φi is the relative phase between two energy

regions.
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4.2. Carrier-envelope Phasemeter (CEPM)

A so-called parametric asymmetry plot (PAP) is obtained by plotting the two asym-

metries, Ahigh and Alow, as x- and y-coordinates for every single laser shot. Each point of

the PAP corresponds to one laser shot. Its polar angle, θ, in the PAP has a one-to-one

correspondence to the CEP, ϕ. An example of the PAP for 13-fs (2.1 cycles) pulses at

1.8 µm with 20 thousand of consecutive laser shots is shown in Fig. 4.6(c).

When the PAP is a circle, the distribution is uniform in θ with a constant radius r.

In this case, θ has a linear relation with ϕ and the precision of the CEP measurement

is independent of θ. In order to obtain a circle in the PAP, the two energy regions need

to be selected such that the two sinusoidal functions Alow and Ahigh have a phase shift

of π/2. The boundaries, G1, G2, G3, and G4, are further optimized to minimize the

standard deviation ∆r divided by the radius r, as the precision of the CEP measurement,

∆ϕ, is dominated by the statistical error in the measurement. It can approximately be

determined by ∆ϕ ≈ ∆θ ≈ ∆r/r [31]. This can be verified by inserting statistical jitters

in the simulation based on a Monte-Carlo algorithm (details see in Section 5.4).

When the pulse length is close to a single cycle, the current on one detector may

vanish, while the current on the other MCP is at its maximum. Then, the asymmetries

A(ϕ) can no longer be approximated by a sine function, but develop a top-hat profile.

Accordingly, the circular distribution in the PAP turns into a square. In this case, the

CEP should be evaluated by adding a density weight parameter for a general distribution,

ξ:

∆ϕ =
ρ(θ)

ρ
∆θ = ξ(θ)∆θ, (4.6)

where ρ is the angle-dependent density of laser shots. The relation between ϕ and θ is

obtained by integration over the angle:

ϕ(θ) = ϕ0 +

� θ

0

ξ(θ′)dθ′. (4.7)

One specific quality of the CEPM is its ability to characterize the pulse duration of

few-cycle pulses simultaneously with the phase measurement. In the PAP, the radius of

the distribution, r, in Fig. 4.6(c), corresponds to the asymmetry amplitude, A0 and A′
0,

see Eq. 4.5. As the pulse length τ is decreased, the CEP-dependence in the ATI spectra

increases and so does the asymmetry and thus the radius of the PAP (r ≈ A0). Although
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4.2. Carrier-envelope Phasemeter (CEPM)

this measurement cannot directly provide spectral phase information on few-cycle pulses,

a general phase behaviour can roughly be estimated by finding the largest PAP radius, r,

while optimizing the dispersion.

This is supported by the following observation: When a fused silica wedge pair is

used to fine-tune the spectral phase, often more than one local maximum of the PAP

radius can be observed. This indicates that different higher orders of dispersion are

balanced at different wedge positions. One example of multiple maxima of the PAP

when the dispersion is not well balanced is shown in Fig. 4.7. When the dispersion is

well compensated and the pulse duration is very close to the FTL, only one maximum of

the PAP can be observed. Thus, one can indeed use the PAP distribution to optimize

the spectral phase in a general way. In summary, the shorter the pulse, the larger the

radius. Therefore, simultaneously with the CEP measurement, the CEPM also allows for

an accurate pulse duration characterization of few-cycle pulses, which is rather difficult

to be accurately measured by conventional means, especially under single-shot operation.
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Figure 4.7: Examples of multiple localized maxima of the PAP at different wedge positions

when the dispersion is not well balanced, e.g., three maxima of the PAP displayed in (a), (b)

and (c).
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Chapter 5

CEP Measurements at 1.8 µm and

Simulation Results

In this chapter, the single-shot measurement of the CEP at 1.8 µm will be presented and

compared with simulations. By analysing the simulated results and the comparisons, the

requirements for a single-shot CEPM and the precision of the CEP measurement will be

discussed.

5.1 Scaling Strong-field Interactions with Wavelengths

Increasing the driving laser wavelength is interesting in attosecond physics and strong-

field physics in several respects. The direct consequence of increasing the wavelength is

that the ponderomotive energy, Up, will grow with wavelength, Up ∼ Iλ2, where I is the

laser intensity and λ is the center wavelength of the laser field. One important conse-

quence for applications is the increase of the cut-off energy of high-harmonic spectrum,

IP +3.17Up [145], where IP is the ionization potential. Besides higher photon energy also

the bandwidth in the extreme ultraviolet increases. Thus, shorter attosecond pulses can

be obtained [36]. Similarly, pulses with longer wavelengths and thus higher Up lead to pho-

toelectron momentum distributions (PEMD) extending over a larger range of momenta.

Therefore, structures in the PEMDs are enlarged. In a certain sense, longer wavelengths

work as a magnifying glass for the investigation of electronic and molecular dynamics, spa-

tially and temporally. Examples are the holographic structure [156–158], the low-energy

structure (LES) [42, 43], imaging with electrons [49], molecular dynamics [207], and the
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5.1. Scaling Strong-field Interactions with Wavelengths

study of strong-field fragmentation of molecules or ions [208,209].
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Figure 5.1: (a), (b) Measured CEP-averaged ATI spectra of xenon at 0.8 µm and 1.8 µm with

peak intensities of ∼ 0.8 × 1014W/cm2 in units of the absolute energy and the ponderomotive

energy, Up, respectively. (c), (d) Simulated CEP-averaged ATI spectra of xenon at 0.8 µm and

1.8 µm calculated from the TDSE simulation with a peak intensity of 0.8 ×1014W/cm2 in units

of the absolute energy and Up, respectively.

Although the CEPM technique has been developed for more than a decade since

its invention [206], it has largely remained confined to wavelengths below 1 µm for the

reason that the CEPM becomes challenging for longer wavelengths because of a dramatic

reduction in the yield of high-energy ATI plateau electrons that are utilized for the CEP

measurement. There are several reasons for this effect. The first one is that longer travel

times due to longer wavelengths lead to stronger wave packet spreading, which reduces

the return current density [12, 64]. As the ATI spectrum is measured along the laser

polarization axis, the rescattering probability scales as ∼ λ−2 due to the spreading effect

in transverse dimension. Second, larger kinetic energies Ekin of the photoelectrons due to

the increased ponderomotive energy Up cause a reduction in rescattering probability. The

classic differential cross-section for rescattering is approximately proportional to E−2
kin. If

we look at the total rescattering yield which requires an integration over the energy axis,

therefore, the total rescattering yield is proportional to Ekin ∼ Up ∼ λ2. Together with
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5.2. CEP Measurements at 1.8 µm

the wave packet spreading effect, the total rescattering probability scales as λ−4.

If one looks at the ATI yield plotted against an absolute energy scale (rather than

measured in units of Up), one finds that the total decrease of rescattering probability

scales as λ−4 [48]. In this case, one factor of λ−2 is still from wave packet spreading.

The other factor of λ−2 is due to the electron yield being distributed over a larger energy

region because the electron energy scales with Up. This is how scaling of HHG or ATI are

usually discussed in the literature [48, 210]. However, this should be criticized because

the birth time and return time of electrons that end up with the same energy are both

different when the laser wavelengths is changed. Accordingly, in this thesis, the discussion

of the scaling will always assume Up as the energy scale.

Fig. 5.1(a) shows the CEP-averaged ATI spectra of xenon at 1.8µm and 0.8 µm wave-

length, measured by a high-resolution time-of-flight (TOF) photoelectron spectrometer.

The ratio of the integrated yield in the plateau region for 0.8 µm and 1.8 µm is about 0.04,

which roughly agrees with our estimation of scaling. The numerical solution of the time-

dependent Schrödinger equation (TDSE) also shows that the rescattering yield scales as

∼ λ−5±0.5. An example is shown in Fig. 5.1(b) and (d).

5.2 CEP Measurements at 1.8 µm

The experimental setup is shown in Fig. 4.1. In order to the obtain few-cycle pulses

around 1.8 µm center wavelength, 1.5-mJ, 60-fs idler pulses from the OPA system are

focused into a 1-m long Argon-filled differentially pumped hollow-core fiber for nonlinear

spectral broadening. By changing the gas pressure inside the fiber, the bandwidth of

the pulses was tuned. Together with adjusting the thickness of the glass wedges in the

beam path accordingly, nearly Fourier transform-limited pulses of different pulse lengths

were generated. Independent pairs of fused silica wedges were used to adjust the shortest

and thus approximately the same pulse length in the FROG device and the CEPM. For

the CEP measurement, few-cycle pulses were focused by a f = 200mm lens into the

CEPM. The pulse energy in the CEPM was ∼ 300µJ, corresponding to a peak intensity

of (0.8± 0.1)× 1014W/cm2, as estimated by the highest energy of electrons measured by

the detector.

Fig. 5.2(a) shows pulse duration (FWHM) for few-cycle laser pulses at 1.8 µm mea-

42



5.2. CEP Measurements at 1.8 µm

sured by the FROG instrument at different pressures together with the corresponding

mean radius of the PAP measured by the CEPM. The pulse length measurement (red

dots) is compared to the FTL of the pulse length (green dots), which is calculated from

the measured spectra. Examples of the PAPs for different pulse lengths are shown in

Fig. 5.2(b). As we can see, the asymmetry amplitude for the high-energy region is slightly

larger than the one for the low-energy region, as the high-energy part of the ATI plateau

is more sensitive to the CEP. Thus, the PAPs are stretched a little bit horizontally. When

the pulse is shorter than 2 cycles, the asymmetry increases for all electron energies and

the round shape of the PAPs turns into a square shape. For pulses with only one optical

cycle, the PAP will adapt to the four edges of the graph, since A = 1 is the maximum

asymmetry.

At low pressures (< 0.4 bar), the pulses cannot be compressed to the Fourier transform-

limit (FTL) because the pulses have a large negative group delay dispersion (GDD) after

the OPA and fused silica also has negative GDD around 1.8 µm. Accordingly, the CEP

measurement is not possible in this pressure range due to the long pulse durations. Start-

ing from 0.4 bar, there is enough positive GDD from self-phase modulation and the pulses

can be compressed to the few-cycle regime. The pulse lengths are actually close to the

FTL. For higher pressures, the GDD can still approximately be compensated with the

wedges. At pressures larger than 1.2 bar, due to the introduction of additional higher-

order dispersion terms from the nonlinear interaction and ionization, the spectral phase

cannot be compensated by transmission through the wedges only. Thus, the pulses have

a larger deviation from the FTL and impede a reasonable measurement by our home-

made FROG. However, as strong-field ionization is a highly nonlinear phenomenon that

strongly depends on the field strength, the pre- or post-pulses due to unbalanced dis-

persion or fluctuations have much less impact in the CEPM than in the FROG. Thus,

a larger mean radius of the PAP can still be measured, which indicates a shorter pulse

duration of the main pulse. In our case, the shortest pulses obtained were close to 10 fs

(< 2 optical cycles at 1.8 µm).

In Fig. 5.2(c), the blue square dots show the mean radius of the PAP at 1.1 bar Argon

pressure in the fiber with different thicknesses of the wedges in the beam path. Here,

the thickness of the wedges is defined as 0 for the shortest pulse, i.e., the largest radius

of the PAP. Negative thickness of wedges means less glass in the beam path leading to
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Figure 5.2: (a) The pulse length, τ , measurement by a FROG device, the FTL of the pulse

length calculated from the spectrum, and corresponding PAP radius obtained from a CEPM, r,

at different pressures in the fiber. (b) PAPs at pressures of 0.65, 0.90, and 1.20 bar, corresponding

to 16 ± 0.5, 13 ± 0.5, and 10 ± 0.5-fs pulses at 1.8 µm, respectively. For each pressure, 5 000

consecutive laser shots are plotted here. (c) The PAP measurement with 11-fs pulses at different

thicknesses of the wedges in the beam path. The mean radius of the PAP (blue squares) and

the corresponding precision of the CEP measurement (red dots). (d) The mean radius of the

PAP and the corresponding precisions of the CEP measurement, ∆ϕ ∼ ∆r/r, for different pulse

lengths. The relation between the radius, r, and the number of optical cycles, NT , is fitted with

the function r = 1.14− exp[−α/(NT − β)2], with fitting parameters α = 0.6532, and β = 1.006

(dashed curve).
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5.2. CEP Measurements at 1.8 µm

positively chirped pulses and vice versa. As we can see, due to the chirp introduced by

the more or less glass in the beam, the pulse lengths increase. During the scan of glass

thickness, there is only one maximum for the radius, which indicates that the spectral

phase at this gas pressure is well-balanced. Otherwise, multiple local smaller maxima of

the radius would be observed, see Fig. 4.7. For each CEP measurement at different gas

pressure, the pulse length is optimized as outlined above.

As discussed in Section 4.2, one specific quality of the CEPM is that the pulse length

can be determined by the radius of the PAP distributions. The mean radii of the PAP

at different pulse lengths are shown in Fig. 5.2(d) and characteristic instants of the PAP

distribution at three pulse lengths are shown in Fig. 5.2(b).

Although the ionization yield can be quite different for different ionization processes,

the left-right asymmetry amplitude mainly depends on the asymmetry of the electric field

which can be represented by the number of optical cycles. Thus, we apply a simple fitting

function to describe the mean radius of the PAP, r, as a function of the number of optical

cycles, NT , such that one can roughly characterize the pulse duration at any wavelengths:

r = 1.14− exp

[
− α

(NT − β)2

]
, (5.1)

where α and β are two fitting parameters.

The explanation of this function is as follows: as the ionization yield is mainly coming

from the peak of the field for each half optical cycle, the asymmetry is mainly caused by

the difference of the peak value of the field for the next half cycle. For a cosine pulse with

a Gaussian envelope, if the value of the peak of the field is E(t = 0) = E0, the field at

next half cycle is

E(t = T0/2) = E0 exp

[
−
(
T0/2

τ

)2
]
= E0 exp

[
−
(
T0/2

NTT0

)2
]
= E0 exp

[
−
(
0.5

NT

)2
]
,

(5.2)

where T0 is one optical cycle and τ is the pulse duration. If we assume that the asym-

metry depends on the peak value of the electric field to some power, the asymmetry is

approximated to follow as 1− exp(− α
N2

T
).

Additionally, for a better fit to the data, we modified two things in the function: i)

an offset β is introduced in the denominator. β can be considered as the minimum pulse

length required to produce rescattering electrons in full energy range. From another point

of view, this quantity indicates the condition for achieving the maximum PAP. According
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5.2. CEP Measurements at 1.8 µm

to the measurements, β = 1.006, reflects the limiting case that the pulses has only one

optical cycle, which fulfils our estimation of this parameter; ii) The constant term (the

maximum value) of this function is modified from 1 to 1.14. It is because when the pulses

are shorter than 2 cycles, the round PAP becomes square. The limiting case is when the

pulse is extremely short such that the PAP distributions adapts to the four edges of the

PAP square. In this case, the maximum of the mean radius is reached. For a square with

a side length of 2, the mean radius is 1.14.

Although the CEP can vary from shot to shot, the pulse duration remains more or

less constant. Thus, the mean radius of the PAP distribution can indeed afford a highly

robust pulse duration measurement for few-cycle pulses at any wavelengths.

In addition to the pulse duration, also the precision of the CEP measurement can

be retrieved from the PAP. The general relationship between the PAP distribution and

the variation of the CEP is given in Eq. 4.7. As discussed in Section 4.2, the precision

is dominated by the statistics, i.e., ∆ϕ ∼ ∆θ ∼ ∆r/r. Thus, by dividing the standard

deviation in the PAP [see Fig. 4.6(c)], ∆r, by the mean radius of the PAP, r, one can

determine the precision of the CEP measurement, see red dots in Fig. 5.2(c) and (d). The

shorter the pulse, the larger the PAP and the higher the precision. Taking the 11-fs pulse

as an example, the standard deviation ∆r is ∼0.07 while the mean radius r is ∼0.55.

Thus, the precision of the CEP is ∼120mrad (∼ 8◦).

Single-shot capability for measuring the CEP allows for the measurement of CEP-

dependent phenomena in any other experiment, even if the CEP varies randomly from

shot to shot. To this end, each event of the phenomenon under investigation is labelled

(“tagged”) with the CEP measured by a CEPM. The CEP-tagging measurement serves

as a strong proof of the validity of our CEP measurement with a CEPM.

In the following, this is demonstrated on ATI itself. An independent high-resolution

TOF photoelectron spectrometer was used to measure the CEP dependence of the pho-

toelectron emission of xenon. The experimental setup is shown in Fig. 4.1. The few-cycle

pulses were split by a 50/50 beam splitter. Half of the beam was sent to the CEPM and

the other half of the beam was sent to the TOF spectrometer. Both, the high-resolution

spectrometer and the CEPM, measure the same thing. However, the former has a five

times longer flight tube and a four times higher temporal resolution. In addition, the

target gas pressure is 3 orders of magnitude smaller as compared to the situation in
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5.2. CEP Measurements at 1.8 µm
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Figure 5.3: (a), (b) ATI spectra of xenon at 1.8 µm with different CEPs measured by a

high-resolution TOF photoelectron spectrometer. (c) False-color plot of the CEP- and energy-

dependent ATI yield. (d) False-color plot of the CEP- and energy-dependent asymmetry mea-

sured by CEP-tagging. The pulse duration in this measurement was 13 ± 0.5 fs and the peak

intensity ∼ (0.8± 0.1)× 1014 W/cm2.

the CEPM. Therefore, this spectrometer is well-suited for high-resolution photoelectron

spectroscopy, but obviously not for single-shot phase measurement.

Figs. 5.3(a) and (b) show examples of the ATI spectra of xenon with different CEPs

measured by the TOF spectrometer and the corresponding CEP-dependent yield is shown

in Figs. 5.3(c). By numerically shifting the measured spectra by a phase of π, the left-

right asymmetry can be calculated, see Fig. 5.3(d). The 10Up cutoff of the ATI spectra

is around 225 eV, corresponding to a peak intensity 0.75 × 1014W/cm2. A strong CEP-

dependence of the spectra starts to appear near the 2Up cutoff for direct electrons around

50 eV. It reflects the phase-dependence of the 2Up cutoff [211].
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5.3. Simulation Results and Comparison to Experimental Results

5.3 Simulation Results and Comparison to Experi-

mental Results

In this section, the simulation results from a semi-classic model and 1D-TDSE calculations

are presented and compared to the measurements. The agreement validate the CEP

measurements at 1.8 µm and our theoretical interpretation.
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Figure 5.4: (a), (c) Photoelectron momentum distribution (PEMD) parallel to the polarization

axis of the laser with different CEPs calculated from the semi-classic model. The pulse duration

used here is 13 fs and the peak intensity is 0.8×1014W/cm2. (b), (d) The ATI spectra obtained

from the PEMD (a) and (c) by integration of the yield within a region with a cone angle of 5◦,

which corresponds to the emission angle to the detector. (e) CEP- and energy-dependent yield

in logarithmical scale for the left side.

Based on the three-step model discussed in Section. 3.1, we first compute the two-

dimensional photoelectron momentum distributions (PEMDs) with cylindrical symmetry

around the polarization axis. Figs. 5.4(a) and (c) show the PEMDs for different CEPs

of 13-fs pulses at a peak intensity of 0.8 × 1014W/cm2. The intensity-volume effect,

namely the fact, that the target atoms experience different intensities in the interaction

volume of a focused laser beam, has been included here. More details will follow in the

next chapter. For the TOF spectrometer, only the electron emission within a small cone

around the laser polarization axis can reach to the detector. Thus, in order to obtain ATI

spectra similar to the experimental conditions, the yield within a 5◦ cone of the PEMD
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5.3. Simulation Results and Comparison to Experimental Results

Figure 5.5: (a), (b) ATI spectra of xenon at 1.8 µm with different CEPs obtained from the

1D TDSE calculation. The peak intensity is 0.8 × 1014W/cm2 and the pulse duration is 13 fs.

(c) CEP- and energy-dependent yield in false colors for the left-hand detector (logarithmic color

map).

is integrated and converted into energy spectra, see Figs. 5.4(b) and (d). The negative

and positive momentum parts in the PEMD correspond to the left- and right-hand ATI

spectra, respectively. For one side, the CEP- and energy-dependent yield for the left side

is shown in Fig. 5.4(e). Additionally, the ATI spectra of xenon at the same conditions

calculated from the 1D-TDSE are shown in Fig. 5.5(a) and (b). The corresponding energy-

and CEP-dependent yield in false colors is shown in Fig. 5.5(c).

Next, we compare the simulated asymmetry map and the corresponding PAPs with

the measurements, shown in Fig. 5.6. Two energy regions are selected and integrated,

analogous to the procedure for the CEPM, e.g., the regions within the dashed and solid

lines in Fig. 5.6(a). The asymmetries for both energy regions and the corresponding PAPs

obtained from these two regions are compared in Figs. 5.6(b), (e) and (h) and Figs. 5.6(c),

(f) and (i), respectively. The criteria for selecting energy regions for the experiments can

be found in Section 4.2. The energy regions in the simulations are chosen to be same as

the experiments.

From Figs. 5.6(b), (e), and (h), it can be seen that the asymmetry amplitude for high-
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5.3. Simulation Results and Comparison to Experimental Results

energy regions is slightly larger than that for low energy regions, resulting in a small

ellipticity in the PAP distribution. It is because for high-energy electrons, particularly

those near the cutoff, correspond mainly to ionization close to the center peak of the

pulse. Thus, they are more sensitive to the asymmetry of the field. In general, despite

some details in the simulated ATI spectra differing from the measurements due to the ap-

proximations or simplifications applied in the models, the trend of the energy-dependence

and the-CEP dependence in the simulated asymmetry agree very well with the measure-

ments.

Figure 5.6: (a) Measured CEP- and energy-dependent asymmetry for 13 ± 0.5-fs pulses with

peak intensity of (0.9 ± 0.1) × 1014W/cm2. (b), (c) CEP-dependent asymmetries of two en-

ergy regions for plotting the PAP from (a) and the corresponding PAP. (d) CEP- and energy-

dependent asymmetry calculated from the semi-classic model with 13-fs pulses and peak intensity

of 0.8 × 1014W/cm2. (e), (f) CEP-dependent asymmetries of two energy regions for plotting

the PAP from (d) and the corresponding PAP. (g) CEP- and energy-dependent asymmetry

calculated from the TDSE with 13-fs pulses and peak intensity of 0.8 × 1014W/cm2. (h), (i)

CEP-dependent asymmetries of two energy regions for plotting the PAP from (g) and the cor-

responding PAP.

However, there is also noticeable disagreement: No matter which energy region is

considered, the calculated asymmetry amplitude is always larger than the measured one
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5.4. Discussions

resulting in larger PAPs than the measured one, shown in Fig. 5.6. In other words, the

simulations always predict larger CEP-dependence or shorter pulses than in reality. This

could cause misinterpretations of measured data, in particular with respect of their use

for estimating the pulse duration. It turns out that the discrepancy roots in the spatial

phase distribution in a focused beam, which has not been considered in the theoretical

analysis so far. The spatial phase distribution leads to an averaging effect for the CEP-

dependence of the ATI spectra, which we refer to as the “focal-phase effect” and will

discuss it in detail in the next chapter.

5.4 Discussions

5.4.1 Single-shot Requirement

In order to achieve the single-shot CEP measurement with a CEPM, the key question

is how many electrons need to be detected per laser shot. A Monto-carlo algorithm

was applied in the simulation to address this question. Specifically, a certain amount of

random numbers which simulates limited amount of electrons arriving at the detector, are

generated in the simulation. These random numbers follows the distribution of the ATI

spectrum. By applying this method on the ATI spectrum from pulse to pulse virtually,

we investigate the statistical condition for the sing-shot CEP-measurement.

Figs. 5.7(a) - (d) represents the ATI spectra particularly in the plateau region for one

pulse constructed by 10 000, 2 000, 500 and 200 random numbers which can be assumed

as the number of electrons detected by a CEPM per laser shot. The corresponding

asymmetry maps and the PAP distributions are shown in Figs. 5.7(e) - (h) and Figs. 5.7(i)

- (l), respectively. It can be seen that the more virtual electrons in the plateau region,

the better the statistics and the better the analysis.

From the single-shot PAP trace [Figs. 5.7(i) - (l)], the precision of the CEP measure-

ment can be calculated, e.g., 50mrad, 150mrad, 250mrad, and 500mrad for 10 000, 2 000,

500 and 200 electrons in the ATI plateau region, respectively. When the number of plateau

electrons is less than 200, the excessive statistical noise impedes generating a reasonable

PAP. With 500 electrons in the plateau region, a reasonable PAP can be obtained but still

with a rather low precision. A relatively high precision of the CEP measurement, e.g.,

∼ 150mrad, which is similar to our experimental result, demands 2000 plateau electrons.
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5.4. Discussions

And of course, the more electrons in the ATI spectra, the better the statistics, and the

thinner the PAP distribution and the higher the precision of the CEP measurement. If

one further increases this number to extremely large, the ATI spectra will converge to the

theoretical outcome and the PAP will converge to a single line of an approximate circle

as in Fig. 5.6.

Figure 5.7: Simulation of the statistics in the ATI spectra. (a) - (d) Single-shot ATI spectra

with 10 000, 2 000, 500 and 200 virtual electrons in the plateau region. (e) - (h) The correspond-

ing simulated asymmetry maps and (i) - (l) the corresponding PAP distributions with randomly

CEPs.

As mentioned in the beginning of this chapter, the main challenge for the single-shot

CEP measurement with a CEPM at long wavelengths is the low rescattering yield which

approximately scales as ∼ λ−4. The most straightforward solution is to increase the pulse

energy by a factor of λ4. However, the pulse energy in reality is commonly limited by the

laser systems.

In our experiment, we applied ∼300-µJ, 1.8-µm pulses to the CEPM, which is more

than 10 times larger energy than that at 0.8 µm. This compensates the loss of the rescat-

tering electrons to a great extent [approximately to a factor of (1.8
0.8

)3]. The openings for

the photoelectrons in the gas cell have been reduced in size in order to allow a higher

target gas density at a given pump speed, which compensate at least another factor of
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5.4. Discussions

λ1. Note that this is important because too much pressure in the CEPM is a risk for

the detectors. In addition, the total number of ionized electrons will be increased for

longer wavelength pulses due to longer pulse durations. After several iterations, we have

achieved a similar experimental condition and similar precision of the single-shot CEP

measurement at SWIR wavelengths.

5.4.2 Intensity Impact

A common question for the CEPM is how the intensity affects the measurement. Normally,

the CEPM is operated with a peak intensity below the barrier-suppression intensity of

the target. If the intensity is too low, the ionization yield will dramatically decline such

that not enough ionized electrons will be detected. If the intensity is too high, saturation

occurs, namely, the electric field at the leading edge of the pulse is already strong enough

for ionization and the electrons are depleted for the rest of the pulse. This will lead to

an ambiguity in both phase and pulse length measurement. If the intensity is far beyond

the BSI, high-order CEP effect may occur. This will be discussed in Chapter 7 in detail.

Figure 5.8: (a) Histogram of simulated intensity fluctuations with a Gaussian distribution.

There are 10 000 laser shots and the coefficient of variation of the distribution is 10%. (b) The

corresponding PAP distribution in a density map.

In order to investigate the intensity impact on the phase measurement, we apply sim-

ilar strategy of analysis as above. We assume that the power fluctuation of a laser system

follows approximately a Gaussian distribution and the center of the distribution is the

intensity at which we performed our experiments. A certain number of laser shots with

different energies is randomly distributed in a Gaussian function. Fig. 5.8(a) shows an

53



5.4. Discussions

example of an intensity histogram with a coefficient of variation1 of 10% and Fig. 5.8(b)

shows the corresponding PAP distribution. For such an intensity distribution, the result-

ing standard deviation of the distribution in the PAP is only ∼ 0.03, which is much less

than the impact from the statistical noise due to the limited number of detected electrons.

Thus, the precision of the CEP measurement, as well as the pulse length measurement

are not affected by the intensity fluctuations. However, the accuracy of the CEP mea-

surement may reduce as the intensity fluctuations will cause a phase uncertainty [212].

In general, the better the stability of the laser system, more precise and more accurate

characterization of the CEP can be realized. Typical commercial systems including ours

have power fluctuations of less than 5%, so we assume that the intensity impact is rather

small.

1Coefficient of variation (CV): the ratio of the standard deviation to the mean.
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Chapter 6

Phase-volume Effect in Few-cycle

Light-matter Interactions

As shown in the previous chapter (see Fig. 5.6), the calculated asymmetry amplitude,

which characterizes the CEP dependence, is consistently larger than found in experiments.

The main reason is the phase shift in the focus, known as the Gouy phase, which leads to an

equally large CEP shift. In the same way as a measured ATI spectrum has contributions

from atoms “seeing” different intensities in the focus (the intensity-volume effect), the

spectrum also has contributions from different CEPs. So far, this has not been considered

in our theoretical analysis. As this spatially dependent phase distribution is coupled to

the intensity distribution, the targets (e.g. atoms or molecules) inside the focal volume

experience different laser intensities and CEPs, depending on their locations.

The intensity distribution in the focus leads to an averaging effect for intensity-

dependent phenomena, the so-called “intensity-volume effect” [213], which has been con-

sidered in the previous chapters. Likewise, for phenomena induced by few-cycle pulses, the

CEP-dependence will be partially averaged out due to the spatial phase distribution.We

refer to this as “phase-volume effect”. In this chapter, we will demonstrate the signifi-

cance of the phase-volume effect and quantify it for a broad range of few-cycle light-matter

interactions.

55



6.1. The Gaussian Beam and the Gouy Phase

Figure 6.1: Schematic of a Gaussian beam

6.1 The Gaussian Beam and the Gouy Phase

In the following sections, we will mainly discuss the volume effect of a Gaussian beam.

Using the Ansatz of the electric field, E = E0u(x, y, z)e
−ikz, with a envelope u(x, y, z), in

the wave equation, ∇2E + k2E = 0, yields:

∂2
xu+ ∂2

yu+ ∂2
zu− 2ik∂zu = 0. (6.1)

Under the paraxial approximation [214], i.e., ∂2
zu � ∂zu, the wave equation can be written

as:

∂2
xu+ ∂2

yu− 2ik∂zu = 0. (6.2)

and the solution of Eq. 6.2 is the well-known Gaussian beam:

E(x, y, z) = E0
w0

w(z)
· e−

x2+y2

w(z)2 · eik x2+y2

2R(z) · ei[kz−arctan(z/zR)], (6.3)

where w0 is the beam waist, zR = πw2
0/λ is the Rayleigh range, w(z) = w0

√
1 + z2/z2R is

the z-dependent beam size, R(z) = z+ z2R/z is the z-dependent radius of curvature of the

wave fronts. The first two terms in Eq. 6.3 describe the evolution of the transverse field

distribution. The corresponding transverse intensity distribution in radial coordinate is:

I(r, z) =
cε0
2
|E(r, z)|2 = I0 ·

[
w0

w(z)

]2
· e−2 r2

w(z)2 , (6.4)

with I0 = cε0|E0|2/2 being the peak intensity in the center of the focus. The divergence

angle, which represents the characteristics of a Gaussian beam, can be estimated from

the far-field

ϑ ∼ w(z)

z
∼ w0

zR
=

λ

πw0

. (6.5)
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6.1. The Gaussian Beam and the Gouy Phase

A B

C

Figure 6.2: Schematic of an intuitive explanation of the Gouy phase.

The last two terms in Eq. 6.3 describe the spatial phase of a Gaussian beam. The term

with R(z) is the spherical phase of the wavefront and the last term, φ = − arctan(z/zR),

is the additional the axial phase shift caused by focusing, the well-known Gouy phase.

It was first observed and investigated by Gouy [215, 216] at the end of the 19th century.

An intuitive physical explanation of the existence of the Gouy phase can be found in the

geometrical properties of a Gaussian beam [217]. The off-axis rays of a focused beam

propagate along a curved path because of diffraction. A characteristic example is the

margin ray,
⌢

AB in Fig. 6.2. The curved path
⌢

AB is shorter than plane wave propagation

along a straight line AC. Thus, the accumulated phase variation from A to B should be

smaller than from A to C. However, points B and C belong to the plane with the same

phase front, which implies that the local phase velocity of a curved path is faster than

the phase velocity of a plane wave. An alternative interpretation is a local increase of the

wavelength in focus.

The physical origin of the Gouy phase can be interpreted as a consequence of the

uncertainty principle [218]:

∆kx ∆x ≥ Constant, (6.6)

which states that a finite beam diameter ∆x inevitably leads to diffraction, i.e. leads to

a distribution for the transverse components of the wave vector, k⃗, with a width, ∆kx.

Since k =
√
k2x + k2y + k2z is constant along the beam, kx and ky increase at the expense of

kz – in contrast to an infinite plane wave where k = kz. This leads to the same conclusion

as in the preceding paragraph, namely a local increase of the wavelength in focus. With

the definition of an effective axial propagation constant: k̄z ≡ ⟨k2z⟩
k

= k − ⟨k2x⟩
k

− ⟨k2y⟩
k
, the

expectation values of the transverse momenta directly yield the evolution of the axial
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6.2. The Pulsed Beam and the Focal Phase

phase shift of a focused beam – the Gouy phase, ϕG:

ϕG = −1

k

� z

⟨k2x⟩+ ⟨k2y⟩ dz = −2

k

� z 1

w(z)
dz. (6.7)

The Gouy phase shift leads to important consequences in many fields of optics. In laser

physics, the Gouy phase affects the resonant frequencies of the cavity [219–221]. Due to

the physical underlying of atomic response, it determines the phase matching conditions

for nonlinear generation of radiation, in particular also high-order harmonic generation

(HHG) [222, 223], quasi-phase matching in HHG [224, 225] and THz wave generation

[226–228]. Based on the analysis of the phase shift, it can also be used to improve the

imaging quality [229, 230]. The crucial point for us is that the phase shift is coupled to

the CEP and thus affects phase-dependent light-matter interactions [111, 231,232].

6.2 The Pulsed Beam and the Focal Phase

The aforementioned axial phase shift (Gouy phase) is derived for monochromatic beams.

However, virtually all CEP-dependent effects become observable only when the pulse

duration consists of a few optical cycles. From another perspective, the bandwidth of few-

cycle pulse is so broad that only considering the monochromatic phase shift is insufficient.

Considering a pulse with the Ansatz E = E0u(x, y, z, t) exp[iω0(t− z/c)], where ω0 is the

carrier frequency and c is the speed of light, the wave equation can be written as:

▽2u− 2i
ω0

c

∂u

∂z
− 2i

ω0

c2
∂u

∂t
− 1

c2
∂2u

∂t2
= 0. (6.8)

Introducing a variable, t′ = (t− z/c)/τ , Eq. 6.8 under the paraxial approximation can be

written as:
∂2u

∂x2
+
∂2u

∂y2
− 2ik0

∂u

∂z
− 2

c

∂2u

∂z∂t′
= 0. (6.9)

In order to show the influence of the pulse length, a dimensionless variable, τ ′ = t′/T is

introduced in Eq. 6.9 and yields

∂2u

∂x2
+
∂2u

∂y2
− 2ik0

∂u

∂z
+
k0
π

T0
T

∂

∂z

∂u

∂τ ′
= 0, (6.10)

where T is the pulse duration and T0 is one optical cycle. For T0/T ≪ 1, as the pulse

duration is much longer than the oscillation period, the last term of Eq. 6.10 can be

neglected. In this case, the beam is approximated as a monochromatic beam. Accordingly,
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6.2. The Pulsed Beam and the Focal Phase

when the pulse duration is so short, e.g. few-cycle pulses, (T0/T ≲ 1), the mixed derivative

term, ∂
∂z

∂u
∂τ ′

, cannot be neglected.

In order to obtain the solution of this spatial and temporal coupling of the short

pulsed beam, the common way is to treat the pulse propagation in the frequency domain

[233–235]. Thus, the temporal profile of the electric field can be obtained by the inverse

Fourier transformation of the spectrum E(r, z, ω):

E(r, z, t) =
1

2π

�
E(r, z, ω)e−iωtdω, (6.11)

For few-cycle pulsed beams, the temporal electric field for the center frequency can be

written as

E(r, z, t) = A(r, z, t)e−i[ω0t−φω0 (r,z)−ϕ], (6.12)

where A(x, y, z, t) is the complex envelope and ϕ is the CEP. Thus, the spatially and

temporally modulated envelope is [110]

A(r, z, t) =
1

2π

� ∞

−∞
Aω(x, y, z)e

−i[(ω−ω0)t−φω(r,z)+φω0 (r,z)+ϕ]. (6.13)

Explicit analysis of the evolution of the amplitude and the phase can be realized by

applying the Taylor expansion around the center frequency for both parameters:

Aω(r, z) ≃ Aω0(r, z) + A′
ω0
(r, z) +

1

2
A′′

ω0
(r, z) + · · ·; (6.14)

φω(r, z) ≃ φω0(r, z) + φ′
ω0
(r, z)(ω − ω0) +

1

2
φ′′
ω0
(r, z)(ω − ω0)

2 + · · ·. (6.15)

In Eq. 6.15, the first and second phase term on the right side link to the phase velocity

vp(r, z) = ω0/|∇φω0(r, z)| and the group velocity vg(r, z) = 1/|∇φ′
ω0
(r, z)|, respectively. If

one insert Eq. 6.14 and 6.15 into Eq. 6.13, a general description for few-cycle beams can

be obtained. M.A.Porras derived and analyzed the CEP shifts for different conditions

with different orders of approximation of the phase and the amplitude [110].

As a characteristic example, consider a Gaussian few-cycle beam with a phase domi-

nated by the first-order dispersion. In this situation, the first-order approximation of the

phase would be taken into account, see Eq. 6.15. The terms, ω0t − φω0(r), represent the

phase front and the term, φ′
ω0
(r, z), represents the pulse front which can be regarded as

the instant time at which the pulse arrives [216]. Thus, the CEP shift of a pulse is

ϕ(r, z) = ϕ+ φω0(r, z) + ω0φ
′
ω0
(r, z). (6.16)
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6.2. The Pulsed Beam and the Focal Phase

Using the equation for the phase front of a Gaussian beam,

ω0t−
ω0

c
z + arctan

z

zR0

− ω0r
2

2cRω0(z)
, (6.17)

with, zR0, the Rayleigh length for the center frequency, ω0, the first derivative of the phase

at the ω0 can be calculated:

φ′
ω0
(r, z) =

z

c
+

z

ω0zR0

w2
0

w2
ω0
(z)

+
r2

2cRω0(z)

(
z − zR0

z

)
. (6.18)

where wω0 is beam waist for the center frequency ω0. Insert the phase front (Eq. 6.17)

and the pulse front (Eq. 6.18) into Eq. 6.16, the CEP of a Guassian can be obtained

ϕ(r, z) = ϕ− arctan(
z

zR0

) +
1− 2r2

wω0 (z)
2

z
zR0

+ zR0

z

. (6.19)

Based on the propagation of the Gaussian beam using the q-parameter, M. A.Porras

further improved this formulation of the CEP distribution by considering the frequency-

dependent input beam waist [236]:

ϕ(r, z) = ϕ− arctan(
z

zR0

) + g0
1− 2r2

wω0 (z)
2

z
zR0

+ zR0

z

, (6.20)

with a dimensionless factor g0, to which we refer as the “Porras factor”:

g0 =
dZR(ω)

dω

∣∣∣∣
ω0

ω0

ZR(ω0)
. (6.21)

where ZR(ω) = ωW (ω)2/2c is the frequency-dependent Rayleigh range of the collimated

input beam before the focussing optics andW (ω) is the frequency-dependent input waist1.

The g0-factor represents the geometric characteristics of the input beam, i.e. the spec-

tral diameter and the spectral divergence. When g0 = 0, the last term in Eq. 6.20 is 0,

which indicates that all frequencies have a constant Rayleigh length ZR, corresponding

to the monochromatic approximation (Gouy phase). For g0 = −1 , the input beam has a

frequency-independent divergence resulting in a frequency-independent focal waist. For

g0 = 1, the input beam has a frequency-independent waist, leading to smaller focal waists

for high-frequency components. For g0 < −1, the input waists of short-wavelength compo-

nents (“blue”) of the beam are smaller than those of long-wavelength components (“red”),

resulting in a blue focus larger than the red one. Conversely, g0 > 1 represents a larger

1For clarity, ZR, and, W , are the Rayleigh length and the beam waist for the input beam before

focusing. zR, and, w, are the Rayleigh length and the beam waist after focusing.
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6.2. The Pulsed Beam and the Focal Phase

blue waist of the input beam and a smaller focus with respect to the red parts. Fig. 6.3

shows the spatial properties of Gaussian beams with five characteristic values of g0. The

first column of panels in Fig. 6.3 presents the spectral waist and the spectral divergence

of Gaussian beams before the focusing optics and the second column of panels shows the

spatial and spectral properties in the focus. The corresponding phase distributions are

shown in the third column of panels in Fig. 6.3.

Figure 6.3: Spectral properties of Gaussian beams with different g0 factors. (a1) - (e1) are the

input beams before focusing optics. (a2) - (e2) are the beams near the focus. (a3) - (e3) The

focal phase distribution near the focus. (a4) - (e4) The corresponding local frequency shifts.

Due to the different size of the spectral focus, also the effective frequency in the

focus is shifted to some extent. Some previous works have reported this in the light-

matter interactions under approximations either with frequency-independent width or

frequency-independent divergence angle [237–240]. Similar to the analysis of the CEP shift

mentioned above, using the same dimensionless factor, g0 [110,111], a general description

of the frequency shift with different input beam waists can be derived as follows: The
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6.3. Phase-volume Effects in Few-cycle Light-matter Interactions

local frequency can be estimated by

ω0(r, z) =

�∞
0
ωA2

ω(r, z) dω�∞
0
A2

ω(r, z) dω
. (6.22)

Considering only the diffraction-induced amplitude change (i.e. the spectral amplitude

up to the first order, see Eq. 6.14), the local frequency is approximated to

ω0(r, z) = ω0 +
2A′

ω0
(r, z)

Aω0(r, z)
∆ω2

rms. (6.23)

where ∆ωrms is the root-mean-square (RMS) width of the spectral power. Knowing the

amplitude of a Gaussian beam from Eq. 6.3

A(r, z, ω) =
w0(ω)

wω(z)
e

r2

wω(z)2 (6.24)

and the first derivative of the amplitude around the center frequency,

A′
ω0
(r) =

1

ω0

Aω0(r)
[
1− 2r2

wω0 (z)
2

]
1 +

z2R0

z2

, (6.25)

the spatial distribution of the frequency shift in a Gaussian focus can be obtained by

combining Eqs. 6.23, 6.24, and 6.25.

∆ω(r, z)

ω0

=
2g0

1 + ( z
zR0

)2
− 2r2

w0(z)2

[
1 + g0

1− ( z
zR0

)2

1 + ( z
zR0

)2

](
∆ωrms

ω0

)2

. (6.26)

The frequency shifts in percentage with different g0 factors are shown in the last

column of panels in Figs. 6.3. The center frequency has red shifts for g0 < 0 and blue

shifts for g0 ⩾ 0 near the focus. The reason is that for g0 < 0, the blue focus is larger

than the red focus such that the red spectral component is dominating in the center of

the focus.

6.3 Phase-volume Effects in Few-cycle Light-matter

Interactions

We have presented the intricate phase distributions of broadband pulses in their foci. In

this section, we will discuss and quantify their effect on few-cycle light-matter interactions.

To this end, we introduce an intensity-dependent yield, Y (I), for the event rate of a

given process. By substituting the intensity distribution of a laser focus, I(r, z), into the
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6.3. Phase-volume Effects in Few-cycle Light-matter Interactions

yield, a spatially-dependent yield, Y (r, z), can be calculated. As a characteristic instance,

here we use strong-field ionization of xenon and quantify the phase-volume effect for

this process as a baseline. Assuming that (i) the target, i.e., atoms or molecules, has a

uniform density and (ii) the probability of strong-field ionization at different intensities

can be estimated using the ADK-rate [138], the spatial intensity-dependent yield can be

obtained as shown in Fig. 6.4(d).

Figure 6.4: (a) Intensity distribution of a focused Gaussian laser beam (linear scale). I0 is the

peak intensity, w0 is the beam waist, and zR is the Rayleigh range at center frequency. (b),(c)

The spatial distribution of the Gouy phase and the focal phase with a Porras factor g0 = −2.

(d) The intensity-dependent ionization yield on a log-scale, estimated by the ADK rate [138].

(e),(h) The normalized phase- and intensity-dependent yield taking into account the Gouy phase

and the focal phase. (f), (i) The projection of the yield on the phase axis and (g), (j) on the

intensity axis.

With the spatial phase distribution for a given focusing geometry, ∆ϕ(r, z), one can

weight and bin the spatially-dependent yield as a function of phase and intensity as
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6.3. Phase-volume Effects in Few-cycle Light-matter Interactions

shown in Figs. 6.4(e) and (h). Using this yield, Y (I,∆ϕ), the focal-volume effect can

be quantified. Note that considering an equally-spaced two-dimensional grid in r and z,

the yield of measured events for each grid point needs to be adjusted according to the

cylindrical symmetry Y ′[I(r, z),∆ϕ(r, z)] = Y (r, z) · r.

In the literature, a Gouy phase distribution (in the worst case even a flat distribution)

is assumed, when CEP effects are investigated [231]. Here, we compare the approximation

with the Gouy phase to the real focal phase. For the latter, we will concentrate on the

situation of g0 < −1. In particular, we select g0 = −2 as a characteristic instance. The

reasons are: For few-cycle pulses generated by a hollow-core fiber compressor, to first

approximation, the diameters of all frequency components are equal at the exit of the

fiber. Long wavelengths cause a larger divergence for the propagation in free space after

the fiber. Thus, after the collimation mirror, the blue beam diameter is smaller than

the red one – which corresponds to the case of g0 = −1. If such a beam is focussed, all

frequency components will have the same focal waist. However, various nonlinear effects

in the hollow fiber, among them self-phase modulation and self-focusing, result in a larger

divergence for the long-wavelength components than predicted by diffraction only. As a

consequence, g0 will assume values in the range from −1.5 to −2.5. An experimental proof

has been presented in Ref. [232], where a Porras factor of −2.1 ± 0.2 has been measured

with a similar laser system and focusing geometry to our experimental conditions. Ac-

cordingly, we can regard g0 = −2 as a good approximation for the subsequent analysis. In

the MIR, where few-cycle pulse compression relies on bulk material, the situation seems

to be similar.

For reference, the spatial distribution of the Gouy phase near the focus is shown in

Fig. 6.4(b). Fig. 6.4(c) displays the more realistic case for few-cycle pulses, g0 = −2,

and reveals a substantially different phase distribution. Using the procedure described

above, the phase- and intensity-dependent yield for both phase distributions are obtained

in Fig. 6.4(e) and (h). The projection of this yield on each axis highlights two volume

effects, namely the “intensity-volume effect” and the “phase-volume effect”.

Figs. 6.4(f) and (i) show the projection of the yield on the phase-axis, which indicate

the phase-volume effect. It can be seen that the phase distribution due to the focal

phase is much broader than in the Gouy phase case. The decisive conclusion is that

CEP averaging is considerably more pronounced for few-cycle pulses than estimated by
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6.3. Phase-volume Effects in Few-cycle Light-matter Interactions

assuming the phase distribution of a monochromatic beam.

In order to quantify this statement, the RMS of the distribution is calculated:

∆ϕrms =

√�
r

�
z
Y (r, z) · [∆ϕ(r, z)− ϕcm(r, z)]2 · 2πr drdz�

r

�
z
Y (r, z) · 2πr drdz

(6.27)

with

ϕcm(r, z) =

�
r

�
z
Y (r, z) ·∆ϕ(r, z) · 2πr drdz�
r

�
z
Y (r, z) · 2πr drdz

(6.28)

where ϕcm(r, z) is the center-of-mass of the projection of the phase distribution. For a

monochromatic beam, the RMS of the phase distribution is only 0.09π rad. In contrast,

for broadband pulses with g0 = −2, the RMS of the phase distribution increases sig-

nificantly and varies from 0.20π to 0.27π rad, with the g0-factor varying from −1.5 to

−2.5, which corresponds to achievable frequency-dependent beam radii for typical fiber

compressor-based few-cycle laser systems. For the g0 = −2 case detailed in this thesis,

the corresponding RMS is ∼ 0.25π rad. This constitutes a roughly 3 times broader phase

distribution as compared to the Gouy case and implies a much stronger averaging effect,

leading to a significantly reduced contrast of CEP effects.

An analogous analysis can be made for the intensity-volume effect, see Figs. 6.4(g) and

(j). The figures reproduce the well-known fact that most of the yield is not produced by

the peak intensity I0, but comes from regions in the focus, where the intensity is somewhat

lower. The larger probability of ionization in the center of the focus cannot counteract

the vanishingly small interaction volume. For phenomena with lower nonlinearity, i.e. a

less steep intensity dependence, the contributions from regions with even lower intensities

will dominate the yield of the concerned event. For the present example of ionization

of xenon, the mean value of the intensity distribution is ∼ 0.8I0 and the RMS of the

intensity distribution is ∼ 0.13I0.
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6.4 The Phase-volume Effect at 1.8 µm

Figure 6.5: Comparison between the measurements and TDSE simulations of strong-field

ionization of xenon at 1.8 µm. (a1) Measured asymmetry with τ = (11.8 ± 0.5) fs, I0 = (0.8 ±

0.2)×1014W/cm2. (b1) Simulated asymmetry without the intensity- and phase-averaging effect

with τ = 12 fs, I0 = 0.8× 1014W/cm2. (c1) Simulated asymmetry including only the intensity-

volume effect. (d1) Simulated asymmetry including both effects but only considering the Gouy

phase. (e1) Simulated asymmetry including both effects with the focal phase distribution for

few-cycle pulses with g0 = −2. (a2) - (e2) The corresponding asymmetries Alow(ϕ) and Ahigh(ϕ)

of the two energy regions indicated in panel (a1). These are used to plot the corresponding

PAPs (a3) - (e3).

The intensity- and phase-dependent yield in the laser focus for a given process has been

calculated in the previous section. In this section, simulated asymmetry maps obtained

from the ATI spectra of xenon including the volume effect will be compared to the mea-

surements. The measurements were performed with ∼12-fs, 1.8-µm pulses around a peak

intensity of 0.8×1014W/cm2. The measured asymmetry map is compared with the simu-

lated asymmetry maps computed by solving the one-dimensional TDSE, see Fig 6.5. The
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6.4. The Phase-volume Effect at 1.8 µm

simulated asymmetry using a single intensity, i.e. considering neither the intensity-volume

nor the phase-volume effect, is shown in Fig. 6.5(b1), while the simulated asymmetry con-

sidering only the intensity-volume effect but not the phase-volume effect is shown in

Fig. 6.5(c1). We can see that the intensity-volume effect smears out fine structures in the

asymmetry map to a large extent. The 10Up cutoff is lower and the phase-dependence is

also smaller due to averaging the contributions from lower intensities in the focus. Even

though, the amplitude of the asymmetry for each energy region is still larger than for

the measured asymmetry. The discrepancies can be seen more clearly by plotting the

asymmetries for two energy regions [see Figs. 6.5(a2) - (e2)] and the corresponding PAPs

[Figs. 6.5(a3) - (e3)].

Next, we further include the phase-volume effect in the simulation. When the Gouy

phase is considered, the asymmetry amplitude is indeed reduced, but only to a small extent

[see Fig. 6.5(d1)], i.e., the discrepancies with respect to the experiment still remain. In

consideration of the results presented in Section 6.3, this is not a surprise. Therefore,

finally the focal phase with g0 = −2 is included in the analysis [see Fig. 6.5(e1)]. One

can clearly see a further blur in the phase-dependence of the asymmetry map and a

significantly smaller PAP, now in a better agreement with the measurements.

We apply this analysis also on the semi-classic simulation results and observe a similar

behaviors. Indeed, the simulated results from the semi-classic calculation also show a much

better agreement with the measurements as compared to those ignoring the phase-volume

effect, see in Fig 6.6.

So far, the PAP has been calculated from experimental data recorded with the high-

resolution TOF spectrometer. In this measurement, thousands of laser pulses are required

for this instrument to obtain a spectrum with sufficiently low statistical noise. Now we

apply the phase-volume effect on the single-shot CEP measurement with a CEPM at

1.8 µm.
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Figure 6.6: Comparison between the measurements and the semi-classic simulations of the

strong-field ionization of xenon at 1.8 µm. (a1) Measured asymmetry with τ = 11.8 ± 0.5 fs,

I0 = (0.8± 0.2)× 1014W/cm2. (b1) Simulated asymmetry excluding the intensity- and phase-

averaging effect with τ = 12 fs, I0 = 0.8 × 1014W/cm2. (c1) Simulated asymmetry including

only the intensity-volume effect. (d1) Simulated asymmetry including both effects but only con-

sidering the Gouy phase. (e1) Simulated asymmetry including both effects considering the focal

phase distribution for few-cycle pulse with g0 = −2. (a2) - (e2) The corresponding asymmetries

of two energy regions for plotting the PAP. (a3) - (e3) The PAP using the asymmetries from

(a2) - (e2).

The PAP measured with a CEPM using (10.4 ± 0.5)-fs pulses at 1.8µm is shown in

Fig. 6.7(a). The simulated PAPs from both theoretical models are shown in Figs. 6.7(b)

and (c). The blue dots (inner PAP) and the red dots (outer PAP) are the simulated traces

with and without consideration of the focal phase, respectively. Both traces include the

intensity-volume effect. As before, the inclusion of the focal phase in the theoretical model

reduces the radius of the PAP due to the more pronounced averaging effect of the CEP.
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Figure 6.7: (a) Measured PAP by a CEPM with 10.4 ± 0.5 fs pulses at 1.8 µm. (b) Calculated

PAPs from a TDSE simulation with τ = 10 fs pulses. The peak intensity is I0 = 0.8×1014W/cm2.

The blue circles and red stars represent the case with and without the phase-volume effect,

respectively. Two energy regions for plotting the PAP correspond the regions within black dashed

lines and black solid lines in Fig. 6.5. (c) Calculated PAPs from the semi-classic simulation with

τ = 10 fs pulses. The peak intensity is I0 = 0.8× 1014W/cm2.

The significance of the CEP increases with a decrease in pulse length. As already

pointed out in Section 4.2, the strength of the CEP-dependence can also serve as a good

way for pulse length calibration. However, not taking the phase distribution into account

or not properly accounting for the focal phase may lead one to significantly overestimate

the pulse duration.

Fig. 6.8 displays respective data obtained with a CEPM under single-shot conditions.

For various pulse durations at 1.8 µm, the mean radius of the PAP are shown in Fig. 6.8(a).

Unsurprisingly and independent of pulse duration, the simulations excluding the focal

phase always predict larger radii than the measurements. Though the radii shrink slightly

when the Gouy phase is taken into account in the simulations for both models (green-

square dots in Fig. 6.8, large discrepancies still remain compared to the measurements.

Only when the focal phase is considered for a more realistic analysis, the radii of the

PAPs further shrink [see the red diamond-shape dots in Figs. 6.8(a) and (c)] and match

the measurements.

In order to show this effect more concretely, the difference of the mean radius of the

PAP between the simulations with and without the focal phase effect is calculated, see

Figs. 6.8(b) and (d). With this analysis, a better pulse duration calibration with a CEPM

can be realized.
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6.4. The Phase-volume Effect at 1.8 µm

In general, excluding the intensity- and phase-volume will lead one to expect a sig-

nificantly larger phase-dependence than is measured and inversely, these exclusions will

lead one to believe that their pulse is longer and less intense than in reality. This general

effect has been measured from different experimental apparatus (the high-resolution TOF-

spectrometer and the CEPM) also validate our experimental treatment and parameters

we select in different simulations.
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Figure 6.8: (a), (c) Comparison between the radii of the PAPs obtained from a CEPM and

simulations from a TDSE calculation and a semi-classic calculation at 1.8 µm. The measurements

are calibrated with a home-built frequency-resolved optical gating (FROG) device. (b), (d)

Difference of the mean radius between only considering the intensity-volume effect and cases

with considering the Gouy phase or the focal phase.
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6.5 The Phase-volume Effect at 0.8 µm

Figure 6.9: Comparison between the measurements and the simulations of strong-field ion-

ization of xenon at 0.8 µm. (a) Measured asymmetry with τ = 5 ± 0.3 fs, I0 = (0.8 ± 0.2) ×

1014W/cm2. (b) Simulated asymmetry from the TDSE calculation excluding the intensity- and

phase-averaging effect with τ = 5 fs, I0 = 0.8×1014W/cm2. (c) Simulated asymmetry including

only the intensity-volume effect. (d) Simulated asymmetry including both intensity-volume and

phase-volume effects with g0 = −2. (e) Measured PAP by a CEPM with τ = (4± 0.3)-fs pulses

at 0.8 µm. (f) Simulated PAPs with τ = 4-fs pulses. The blue and red dots represent the case

with and without the phase-volume effect, respectively. Two energy regions within black dashed

lines and black solid lines in (d) are selected to obtain the PAPs.

In order to further validate of our conclusions, we go back to the case of 0.8 µm. The

pulse length measurements of few-cycle pulses at 0.8 µm [32] with a SPIDER device are

compared to the numerical data. This would also confirm that our conclusions are not

limited to specific processes or experimental parameters, as implied by the very general

analysis in chapter 6. By shifting the wavelength, but keeping the intensity, we actually
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6.5. The Phase-volume Effect at 0.8 µm

change the regime of strong-field ionization from tunnel ionization in direction of multi-

photon ionization, as evident by the respective Keldysh parameters [133]. Observing the

same significant phase-volume effect at 0.8 µm as at 1.8 µm would be a strong indication

of the validity of our analysis.

Fig. 6.9(a) shows the asymmetry obtained from ATI spectra of xenon measured with

a TOF spectrometer. The pulse duration was 5 ± 0.3 fs. The corresponding asymmetry

calculated from the 1D-TDSE simulations considering neither the intensity-volume nor

the phase-volume effect is shown in Fig. 6.9(b). The same considering only the intensity-

volume effect and not the phase-volume effect is shown in Fig. 6.9(c). Finally, simulated

asymmetry including both effects is shown in Fig. 6.9(d). For computing the phase-volume

effect, we still used g0 = −2 as the few-cycle pulses at 0.8 µm are generated from a hollow-

core compressor as well. One can see the significant blurring of the phase dependence due

to the intensity- and phase-volume effect.

A PAP obtained with a CEPM in single-shot operation is shown in Fig. 6.9(e). For

comparison, the simulated PAP are presented in Fig. 6.9(f). The blue dots (inner circle)

and red dots (outer circle) are the simulated intensity-averaged traces with and without

the focal phase, respectively.

The evaluation of pulse duration measurements of few-cycle pulses at 0.8 µm with a

CEPM are shown in Fig. 6.10. As expected, the simulations without considering the focal

phase always predict larger radii, i.e. a larger CEP dependence than the measurements.

Though the radii slightly shrink when the Gouy phase is taken into account in the sim-

ulation (green-square dots in Fig. 6.10), large discrepancies still remain compared to the

measurements. Very similar to the case of 1.8 µm, the simulations are in much better

agreement with the measurements when the proper phase distribution in the focus is

taken into account.
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Figure 6.10: (a), (c) Comparison between the radii of the PAPs obtained from a CEPM and

simulations from a TDSE calculation and a semi-classic calculation at 0.8 µm. The measure-

ments are calibrated with a commercial spectral phase interferometry for direct electric-field

reconstruction (SPIDER) device. (b), (d) Difference of the mean radius between only consider-

ing the intensity-volume effect and cases with considering the Gouy phase or the focal phase.

With this analysis, a new and more accurate CEP measurement has been realized and

the pulse length measurement of NIR pulses from a CEPM [32] has been recalibrated.

6.6 Further Discussion

6.6.1 Other Effects on the Phase Distribution

So far, we have presented how the frequency-dependent waist and frequency-dependent di-

vergence of the beam, which are described by g0-factor, can change the phase distribution

in the laser focus. However, other effects can also contribute to the phase distribution,

e.g., the chirp and imaging aberrations. In Ref. [112], based on the results in Eq. 6.20,

both phenomena are discussed and an optimized 3D description of the focal phase was
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given:

∆ϕ(r, z) = − arctan
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zR
+

1− 2 r2
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, (6.29)

with

G ≡ g0 − γa
2Cr

τ 2
, (6.30)

Γ ≡ γa + g0
2Cr

τ 2
, (6.31)

where Cr is the chirp parameter and γa = df(ω)
dω

∣∣∣
ω0

ω0

ZR(ω0)
, a dimensionless parameter

similar to g0. γa quantifies the chromatic aberration based on the analysis of the frequency-

dependent focal length f(ω).

In our experiments, we minimized the chirp by scanning the silica wedges for each

measurements. By finding the largest ionization yield and the largest phase dependence,

we can determine if the chirp is well compensated. If high-order dispersion plays a role,

one may observe more than one maximum of the radius of the PAP, as discussed in

Section 4.2. Thus, we assume that higher-order effects, e.g., the chirp is rather small in

our case. We also ignored aberrations from the focusing optics because the theoretical

treatment of the focal phase using Eq. 6.20 has shown that it is sufficient to bring the

theoretical results into agreement with experiments. For specific cases, however, these

two parameters may be required to match the experimental conditions. The details of the

discussion about the influence of Cr and γa on light-matter interactions can be found in

Ref. [241,242].

6.6.2 Confinement of the Interaction Volume

In order to reduce the phase-volume effect, the interaction volume in the experiments is

often confined by placing a narrow slit in the electrons’ path or by using a beam target

which behaves as an effective slit with respect to the Rayleigh range of the laser beam.

In the following simulations, we investigate how the size of the slit influences the phase-

volume effect. The RMS of the phase distribution for different sizes of the slit and the

corresponding radii of the PAPs are shown in Fig. 6.11, where a 10-fs pulse at 1.8 µm

has been used as an example. From this figure, we can see a quantitative difference
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6.6. Further Discussion

between the focal phase and the Gouy phase. It shows that a slit would yield only a small

advantage for a Gouy phase distribution. This conclusion is consistent with the results

presented in previous sections, in particular in Fig. 6.4.
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Figure 6.11: RMS of the phase distribution of strong-field ionization in xenon with different

slit sizes and the corresponding PAP radii of 10-fs pulses at 1.8 µm.

When the size of the slits is enlarged, the RMS of the phase distribution naturally

increases. Thus, the radius of the PAP decreases. When the size of the slit is comparable

to one Rayleigh range of the laser beam, the RMS and the radius of the PAP almost

remain the same, because the yield at positions far away from the laser focus dramatically

drops due to the low intensity. In particular, if the slit size is larger than zR, it has no

significant impact on reducing the phase effect. Even for slit sizes > 0.5zR, the influence

is small. If one wants to suppress the phase-volume effect efficiently, the target beam

diameter or the slit size should be smaller than 0.5zR. Of course, the direct consequence

of strongly confining the interaction volume is a dramatic reduction of the ionization yield,

e.g., ∼ 30% less in strong-field ionization when the volume is confined to 0.5zR. Thus, for

experiments with limited pulse energy and thus tight focussing, the focal-volume effect is

inevitable.

6.6.3 Phase-volume Effect on Phenomena with Different Non-

linearities

So far, we have discussed the phase-volume effect in strong-field ionization, which is

a highly nonlinear process, for which the interaction volume is naturally confined by

the strongly nonlinear intensity-depedence of the yield. As the phase-volume effect still
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Figure 6.12: RMS of the phase distribution for light-matter interactions with different degrees

of nonlinearity, n, with the probability of events, P ∼ In, where I is the laser intensity.

cannot be neglected for such a highly nonlinear process, this situation is expected to be

even worse for processes with lower nonlinearities, such as molecular dissociation [243],

and multi-photon absorption [244] among others due to the larger effective interaction

volume determined by the intensity-dependent yield.

To analyze this situation and estimate the phase-volume effect for a broad range of

few-cycle laser-induced dynamics, we assume a power-law intensity dependence for the

probability P of events, i.e. P ∼ In, where I is the laser intensity and n can be considered

as the degree of nonlinearity. Using this ansatz, we can determine how much the CEP-

dependence will be washed out for a given process. For example, the ADK ionization

rate for xenon can be approximated as n = 6. Scanning over the nonlinear parameter, n,

yields an n-dependent RMS of the phase distribution, see Fig. 6.12. As expected, a larger

RMS, indicating a stronger phase-volume effect, is predicted for lower-order nonlinear

phenomena due to the larger effective interaction volume.
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Chapter 7

CEP-dependent Laser-matter

Interactions in MIR Range

As pointed out in Chapter 1, increasing the driving laser wavelengths is interesting in

many aspects. Nevertheless, relevant experiments performed with MIR few-cycle pulses

are still relatively rare, mainly because of the low prevalence of few-cycle MIR laser sys-

tems, their limited pulse energy, and their low repetition rates. Due to the principles of

strong-field light-matter interactions, specifically the ionization process and low rescatter-

ing/recombination cross-section, both pulse energy and repetition rate are badly needed

to obtain sufficient statistics for the measurements. Therefore, the new-built MIR laser

system at ELI-ALPS (see Section 4.1.2), which can deliver CEP-locked few-cycle pulses

with up to 80 µJ pulse energy at 100 kHz repetition rate, is an attractive laser system for

our investigations.

In this chapter, we will present our measurements of CEP-dependent ATI spectra

of two contrasting atoms, namely xenon (Xe) and caesium (Cs), using 3.2-µm few-cycle

pulses. As a benchmark, first CEP-dependent high-resolution ATI spectra of Xe and the

corresponding asymmetry will be presented and compared to simulations. Next, we tested

a Xe-CEPM to measure the CEP of MIR pulses in order to test the capability of a CEPM

operating at this wavelength.

Due to the extremely low yield of rescattered electrons for xenon at long wavelengths,

the single-shot CEP measurement with a CEPM based on xenon is expected to be very

challenging and will require substantial laser pulse energy. Therefore, we tested an al-

ternative target, an alkali atom, specifically Cs. It could be a potential candidate for
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7.1. Strong-Field Ionization of Xe at 3.2 µm

substituting noble gases in the CEPM as it has a much lower ionization potential and a

comparable or even larger rescattering cross-section at long wavelengths as compared to

noble gases [245]. In the second section of this chapter, the CEP-dependent ATI spectra

and the corresponding asymmetry of Cs at 3.2µm will be presented and compared to

the simulations. We will test its potential for measuring the CEP. Doing so, an unusual

CEP-dependence in Cs is noticed, in particularly at high intensities. By applying different

models, this anomalous CEP effects is investigated.
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Figure 7.1: ATI spectra of xenon using CEP-stable 3.2-µm, 25-fs pulses. The peak intensity is

0.8 × 1014W/cm2. (a), (b) ATI spectra with CEP ϕ = 0 and π/2. (c), (d) CEP-averaged ATI

spectra of xenon at different wavelengths.

7.1 Strong-Field Ionization of Xe at 3.2 µm

First, we measured the ATI spectrum of xenon at 3.2 µm as a benchmark with a high-

resolution TOF spectrometer. The shortest pulse duration we obtained was 25 fs (about

2.5 optical cycles). The measured ATI spectra with different CEPs are shown in Figs. 7.1(a)

and (b). In Figs. 7.1(c) and (d), the CEP-averaged ATI-spectra of xenon at different wave-

lengths, while keeping the peak intensity constant (∼0.8×1014W/cm2, estimated from the
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7.1. Strong-Field Ionization of Xe at 3.2 µm

cutoff position), are compared by plotting the photoelectron yield against an absolute en-

ergy axis (eV) and a scaled energy axis (ponderomotive energy Up). At this peak intensity,

as the cutoff energy scales with Up ∼ Iλ2, the maximum photoelectron energy reaches

800 eV. As discussed in the Section 5.1, the rescattering yield can be assumed to scale as

λ−4. Indeed, our measurements show that the total yield of rescattered electrons at 1.8 µm

is roughly 10 times larger than that for 3.2 µm, which is compatible with our estimation

of the magnitude of the wavelength scaling factor. It is evident that a very high repetition

rate of the laser system is extremely helpful for this kind of measurements.

Figure 7.2: (a) The asymmetry map of xenon using CEP-stable 3.2-µm, (25 ± 0.5)-fs pulses.

The peak intensity is (0.8 ± 0.1)×1014W/cm2. (b), (c) The calculated asymmetry maps from

TDSE and semi-classic simulations, respectively, for the same parameters.

From the ATI spectra, the corresponding asymmetry map for xenon at 3.2 µm was

obtained, shown in Fig. 7.2(a). Figs. 7.2(b) and (c) present calculated asymmetry maps

from the TDSE calculation and the semi-classic simulation, respectively. The measured

asymmetry amplitude of up to 0.5 suggests that the ATI spectra of xenon can be used for

measuring the CEP. However, if one has a single-shot CEPM in mind, one should use a

large focus in order to generate a sufficient number of plateau electrons. The pulse energy

for MIR pulses would need to be scaled with λ4.

The simulations presented above include the intensity-volume effect only since we

could not measure the spectral divergence and the spectral waist of MIR few-cycle pulses

as we were running out of beam time at ELI ALPS. This does not imply that we would
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7.1. Strong-Field Ionization of Xe at 3.2 µm

deem the focal phase effect as non-existing or negligible. As discussed in Section 6.3, due

to the nonlinear effects in the spectral broadening process, the divergence of the beam

may increase which results in a larger beam diameter for the “red” components than for

the “blue” components. This corresponds to a situation where g0 is smaller than −1.

Furthermore, the bandwidth of the pulse exceeds 600 nm. Thus, we assume that the

phase-volume effect is as significant as the case of 0.8 µm and 1.8µm that we discussed

in Chapter 6. We indeed observed that the asymmetry amplitude in the simulations is

larger than the measurements, see Fig. 7.2.
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Figure 7.3: The CEP measurement at 3.2 µm. (a) The PAP trace measured with a Xe-CEPM.

500 laser shots were averaged for one CEP measurement. (b) Retrieved CEP over time.

We also tested the operation of a Xe-CEPM for measuring the CEP of the MIR pulse.

The CEP of the laser was locked and a phase-control unit in the laser system was applied to

scan the CEP by 2π linearly. As expected, due to the extremely low yield of rescattering

electrons in the plateau region, single-shot CEP measurements is impossible at 3.2 µm

with xenon as target atoms. Specifically, the detector recorded just a few of events (3-6)

per laser shot. Therefore, we had to accumulate events for over 500 laser shots for each

CEP. In total, around 2 thousand electrons in the plateau region were required to obtain

a phase measurement. The corresponding PAP trace is shown in Fig. 7.3(a). Again, this

is in agreement with the estimations discussed in Section 5.4.1.

The retrieved CEPs during the scanning of the CEP are shown in Fig. 7.3(b) and the

red dashed line is the corresponding linear fit. The CEP stability of the laser system itself

is (80 ± 20)mrad and the standard deviation from the measured points to the linear fit is

about 100mrad. The precision of the CEP measurement calculated from the PAP trace is

approximately around 165mrad. The measurements show that despite of the low electron
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7.2. Strong-field Ionization of Cs at 3.2 µm

yield, a precise CEP measurement using a CEPM can be achieved, even with xenon as

the target, if the laser source itself has sufficient pulse energy and CEP stability.

7.2 Strong-field Ionization of Cs at 3.2 µm

In order to find an alternative target for a single-shot CEPM at MIR wavelengths, we

investigated strong-field ionization of alkali atoms. However, alkali atoms are in fact an

interesting case on their own right, for at least two reasons. First, cesium as a charac-

teristic instance of an alkali atom, has an ionization energy of just 3.9 eV, much lower

than that of Xe (12.12 eV). Thus, much less intensity is required for ionization. As a

consequence, a much higher electron yield can be reached in a single laser shot, even for

limited pulse energy. Another reason for selecting alkali atoms is that they have only one

electron in their valence shell. Ionization thus results in a closed shell. Indeed, the ioniza-

tion energy for the second electron is very high as compared to the first ionization stage,

for example, 25 eV for Cs+. Alkali atoms are pretty much the opposite case of rare gases,

where one starts with a closed shell that is opened by ionization. One may also argue

that the alkalis allow to study strong-field light-matter interaction in systems, where the

use of the single-electron approximation is much more justified as for other typically used

targets.

Figs. 7.4(c) and (d) show ATI spectra of Cs measured by a high-resolution TOF spec-

trometer with (31 ± 0.5)-fs pulses at 3.2 µm for different CEPs. Due to specific condi-

tions of the laser system during the beam time, the shortest pulse duration achieved for

experiments of Cs was about 30 fs, corresponding to 2.8 cycles. The peak intensity is

approximately (1.8 ± 0.2)TW/cm2, as estimated from the cutoff of the spectrum. The

pulse energy inside the vacuum chamber is about 13 µJ. The corresponding asymmetry

map calculated from the measurements is shown in Fig. 7.4(e).

Next, we compare the CEP-averaged ATI spectrum of Cs to the one of Xe for the

same Keldysh parameter (γ ≈ 1.1). For this purpose, the ATI spectrum of Cs at 3.2 µm

with a peak intensity of 1.8TW/cm2 is compared to the ATI spectrum of Xe measured

at 0.8 µm with a peak intensity of 0.8 × 1014W/cm2. Remarkably, the yield of plateau

electrons from the Cs atoms measured at 3.2 µm is comparable or even higher than the

one for Xe measured at 0.8 µm. At the same time, the peak intensity is 40 times lower
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Figure 7.4: The measurements of strong-field ionization of Cs at 3.2 µm. (a),(b) Comparison

of normalized CEP-averaged ATI-spectrum between Cs and Xe against the absolute energy (eV)

and the ponderomotive energy (Up) axis, respectively. The ATI-spectrum of Cs is measured by

31±0.5-fs pulses at 3.2 µm with a peak intensity of (1.8±0.1)×1012W/cm2. The ATI-spectrum

of Xe is measured by 5-fs pulses at 0.8 µm with a peak intensity of 0.8×1014W/cm2. (c),(d) The

ATI-spectra of Cs for different CEPs. (e) The corresponding asymmetry map of Cs at 3.2 µm.

than in the case of Xe, which has compensated the loss due to the high-energy electrons

scaling with λ−4 to a great extent.

Further, we varied the pulse energy to investigate the intensity dependence of strong-

field ionization of Cs. The maximum pulse energy we had was about 27 µJ corresponding

to a peak intensity of ≈ 4.2TW/cm2 as estimated by the cutoff of the spectrum. Due

to limited experimental means during the beam time, we had to use a far-field iris to

control the beam power. A change of the beam divergence introduced by the iris results

in a nonlinear correlation between the pulse energy and the peak intensity. Figs. 7.5(a)

and (b) show the measured ATI spectra for different CEPs at the maximum intensity we

could achieve. The corresponding asymmetry map is shown in Fig. 7.5(c). A novel and

intriguing feature of the asymmetry map is an anomalous energy-dependence and CEP-

dependence compared to the now familiar asymmetry maps obtained with rare gases.

Specifically, the CEP-dependent asymmetry at a certain energy oscillates faster than the

variation of the CEP.

Here, we introduce a periodicity parameter, mp, to describe the phase dependence.
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Figure 7.5: (a), (b) Measured ATI-spectra of Cs using 31± 0.5-fs pulses at 3.2 µm with a peak

intensity of (4.2 ± 0.2)TW/cm2 for different CEPs. (c) The corresponding asymmetry map

obtained from the measurements of (a) and (b). (d) The high-order (mp = 3) CEP-dependence

around 30 eV from the measurements is compared to the conventional mp = 1 CEP-dependence

near the cutoff (∼45 eV). mp is the periodicity parameter.

mp = 1 corresponds to the familiar case where the asymmetry at an energy, E, varies

with the same periodicity as the CEP. The general case then is

A(E) = A0 cos

(
ϕ

mp

+ ϕ0

)
. (7.1)

It is known that certain strong-field CEP-dependent phenomena, e.g. the photon yields for

HHG [246,247], total yields of double ionization [15,212], or fragmentation [248] exhibit a

periodicity of π withmp = 2. This is no surprise as such total yields are mainly modulated

by the instantaneous intensity, i.e., they do not depend on the direction of the field. In

contrast, CEP effects with higher periodicity, i.e., mp > 2 are rarely observed.

In Fig. 7.5(c), we observe quite a few unusual structures in the asymmetry map of

Cs. These range from 10 eV (≳ 2Up) to 40 eV (∼ 10Up), i.e., they lie in the ATI plateau

region. One example at E ≈ 30 eV is shown in Fig. 7.5(d). There the asymmetry oscillates

with a periodicity of 2
3
π, resulting in a CEP-dependence with mp = 3. We refer to this

effect as a “high-order CEP-effect” [249]. In contrast, the same asymmetry map displays

the regular CEP-dependence (mp = 1) in the cutoff region around 45 eV, see Fig. 7.5(d).

Another observation is that the high-order CEP effect is only observed at high in-

tensities, i.e., above 2TW/cm2. To address this issue, the asymmetry maps of Cs were
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7.2. Strong-field Ionization of Cs at 3.2 µm

Figure 7.6: Comparison between the measurements and the TDSE results. (a) Measured asym-

metry map of Cs using 31± 0.5-fs pulses at 3.2 µm with a peak intensity of (1.8± 0.1)TW/cm2.

(b), (c) and (d) Calculated asymmetry maps of Cs with 30-fs pulses at 3.2 µm with peak intensi-

ties of 1.8TW/cm2, 3.0TW/cm2 and 4.4TW/cm2, respectively. (e) Measured asymmetry map

of Cs using 31± 0.5-fs pulses at 3.2 µm with a peak intensity of (4.2± 0.2)TW/cm2.

computed by solving the TDSE for different intensities and compared to the measure-

ments. The simulations also allow to follow the intensity-dependence in more details than

possibilities in the experiments due to limited beamtime. In Fig. 7.6, panels (a) and (e)

show the asymmetry maps of Cs measured at intensities of 1.8TW/cm2 and 4.2TW/cm2,

respectively, and panels (b), (c), and (d) show the calculated asymmetry maps of Cs at

intensities of 1.8TW/cm2, 3 TW/cm2, and 4.4TW/cm2, respectively.

The numerical solutions of the TDSE verify two things: i) the very existence of the

high-order CEP effect for Cs and ii) the fact that the anomalous effect only appears at high

intensities. For further insight, we analyzed the intensity dependence of the ATI yield per

laser shot and compared to the Perelomov-Popov-Terent’ev (PPT) ionization rate [136],

see Fig. 7.7(b). Both, the measured intensity-dependent yield and the calculated ioniza-

tion rate predicted by the PPT model, show the occurrence of saturation in the electron

yield when the intensities exceed 2TW/cm2. Moreover, in Ref. [249], based on analyz-

ing the survival probability of the atomic ground state of Cs obtained using solutions of

the three-dimensional TDSE, the saturation effect is also estimated to become noticeable

around 2TW/cm2. The hypothesis thus is that the high-order CEP-dependence exists

in the saturation regime only. Further, we hypothesized that interference of electron
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Figure 7.7: Intensity-dependent ATI spectra of Cs at 3.2 µm. (a) CEP-averaged ATI spectra

of Cs measured at different laser intensities. (b) For each intensity in (a), the average number of

electrons detected per laser shot is compared to the PPT-tunneling rate [136]. The peak intensity

in the experiments is estimated by the 10Up-cutoff in the ATI spectrum with an approximate

15% uncertainty.

trajectories may be at work.

In order to test these presumptions, a saddle-point analysis [12,64,250] was performed

by the group of D. B. Milošević, University of Sarajevo. The saddle-point method delivers

an approximation to the probability amplitude, Mp, for the transition of electrons from

the initial state, ψ0(t
′), (i.e. the state before the laser arrives) to the final state, ψp(t), of

a continuum electron with drift momentum p:

Mp = lim
t→∞,t′→−∞

⟨ψp(t) | Ur(t, t
′) | ψ0(t

′)⟩, (7.2)

where Ur(t, t
′) is the time-evolution operator of the Hamiltonian, H(t) = − 1

2m
▽2 −

erE(t)+V (r). After the transition to the continuum, the electron is only affected by the

laser field, which is similar to the description by the three-step model. The eigenstates of

the Schrödinger equation with a Hamiltonian without the atomic potential but with the

laser field are known as Volkov states [64]:

| ψV
p (t)⟩ =| p− eA(t)⟩e−iSp(t), (7.3)

with the classic action Sp(t) =
1
2m

� t
[p− eA(τ)]2dτ , which represents the phase accumu-

lated by the electron moving in the laser field.

The decisive step is to find the stationary conditions for the action, i.e., finding the

saddle points: ∂Sp(t)

∂t
= 0. The discrete solutions of stationary phases correspond to the
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7.2. Strong-field Ionization of Cs at 3.2 µm

Figure 7.8: Quantum orbit analysis based on the saddle-point method [249]. (a) The laser

field of a cosine-like pulse with CEP = 0 is plotted along with the most relevant quantum orbits

where the emission time, t0, is connected with the recollision time, tr. The solid and dashed

lines correspond to quantum orbits with electron emission in positive and negative direction,

respectively. Red integer values and black half-integer values correspond to long and short orbits,

respectively that lead to positive drift momenta. (b) The electron yield is plotted as a function

of electron kinetic energy for each quantum orbit. For the intensity of 4TW/cm2, the resulting

CEP-dependent asymmetry map is plotted for (c) long orbits only, (d) short orbits only, and (e)

all orbits. The black box mark the region with the most obvious high-order CEP effect.

so-called quantum orbits which can be understood as the quantum counterparts of the

classical trajectories. The details of this method can be found in the supplementary

material of Ref. [249].

Using the saddle-point method, quantum orbits with wave packets created at the

maxima of each half-cycle of the electric field are obtained. The most important orbits

(straight lines) are plotted into the electric field waveform of a few-cycle pulse with a

CEP, ϕ = 0, in Fig. 7.8(a). We distinguish short orbits for which rescattering takes place

at the first return (with a travel time τtr = tr − ti less than one optical cycle) and long

orbits where rescattering takes place at the second return (with travel time longer than

one optical cycle). Orbits with even longer travel times are not considered. In Fig. 7.8(a),

86



7.2. Strong-field Ionization of Cs at 3.2 µm

the quantum orbits with electron emission in positive and negative direction are presented

in solid and dashed lines, respectively. Red integer values and black half-integer values

correspond to long and short orbits, respectively. For instance, the black solid line 3.5

represents the electrons that are ionized at a negative peak of the electric field, rescatter

at the first return and are eventually emitted to the positive direction. Contrariwise, the

red dashed line 3.5 represents electrons that are ionized at the same peak, but rescatter

at the second return and escape to the negative direction.

Now we look at the contribution from each of the main quantum orbits to find out

the reason for the high-order CEP dependence in the asymmetry. The electron yield for

each orbit is plotted on the ponderomotive energy axis in Fig. 7.8(b). The most obvious

high-order CEP-dependence we observed is around 6 - 7Up, where the short orbits 3.5 and

4.5 dominate with comparable yields.

For the intensity of 4TW/cm2, asymmetry maps for long orbits only, short orbits

only, and combination of both are plotted in Figs. 7.8(c), (d), and (e), respectively. The

absence of high-order oscillations in the asymmetry map for long orbits only indicates that

the mp = 3 CEP-dependence is due to the contributions from the short orbits only, and

not an effect of interference between long and short trajectories. On the other hand, in

the asymmetry map only for short orbits, the high-order oscillation dominates almost the

entire energy region of rescattering, except for the region near the cutoff. With combining

both asymmetry maps [see Fig. 7.8(e)], it can be seen that the fast oscillations still remain

on top of the normal mp = 1 oscillation.

In general, from the quantum orbit theory, the mp = 3 CEP-dependence can be

interpreted as the interference between two quantum orbits from adjacent cycles. In our

case for instance, the most obvious high-order CEP-effect around 6 - 7Up is a consequence

of interference between the orbits 3.5 and 4.5. Normally, interference of electron emission

from adjacent optical cycles results in the well-known series of ATI peaks. The situation

here is different due to the fact that the amplitude of adjacent cycles varies noticeable for

few-cycle pulses, e.g., 2.8 cycles in our case. On the other hand, the pulses are not so short

that the emission of the strongest cycle dominates such that the interference contrast is

lost. This interpretation will further be supported by Fig. 7.10 in the next section.
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7.3 Discussions

Figure 7.9: Series of computed asymmetry maps of Xe for 800 nm and 1030 nm while the

number of optical cycles of the pulses is kept constant. (a) - (e) Asymmetry maps of Xe for

1030 nm. The pulse length is 10 fs (∼ 3 cycles). The peak intensities are 0.6, 0.76, 0.9, 1.0, and

1.25×1014W/cm2, respectively. (f) - (j) Asymmetry maps of Xe for 800 nm. The pulse length is

8 fs (∼ 3 cycles). The peak intensities are 1.0, 1.25, 1.4, 1.6, and 2.0×1014W/cm2, respectively.

Since the high-order asymmetries can be interpreted as interference between two quantum

orbits within two adjacent cycles, the question remains why high-order asymmetries have

not been observed in previous experiments. As already notices, a simple but important

aspect is that the intensity in previous experiments was not high enough. The intensity

at which we observed the high-order effects in Cs is two times the intensity where the

saturation occurs. We have also presented evidence that interference of photoelectron

emission from subsequent optical cycles is at work. Here, we present further data corrob-

orating this explanation and add the aspect that saturation enhances the contrast of the

interference patterns because saturation leads to comparable yields for the two orbits. To

this end, we solve the TDSE to calculate ATI spectra of Xe at different wavelengths with
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different intensities.

Solving the TDSE for MIR wavelength can be quite tedious even on modern com-

puters. However, in Ref. [251], an improved 1D-TDSE was derived to exploit the scaling

freedom of the laser field strength and the ionization energy. The result demonstrates a di-

rect estimation that if i) the field strength to ionization energy ratio and ii) the ionization

energy to photon energy ratio are the same, the light-matter interactions are predicted

to have the same outcomes. The photon energy of 3.2 µm is approximately 0.39 eV and

the ionization energy for the ground state electron of Cs about 3.89 eV. Thus, the corre-

sponding ionization energy to photon energy ratio is roughly about 10. This matches the

combination of 1030 nm (photon energy: 1.2 eV) and Xe in the ground state (ionization

energy: 12.13 eV). To end up at 1030 nm is advantageous as this is the typical wavelength

of Yb-lasers, i.e. our theoretical treatment can easily be verified experimentally in the

future.

The calculated asymmetry maps of Xe at 1030 nm are presented in Figs. 7.9(a) -

(e). We can see that the mp = 3 CEP-dependence appears at intensities higher than

0.85 × 1014W/cm2 with γ < 0.85, which in good agreement with the case of Cs. At

intensities below 0.8 × 1014W/cm2 (γ ≳ 0.9), only the mp = 1 CEP dependence is

observed.

Moreover, we present the asymmetry map of Xe at 800 nm with different intensities

in Fig. 7.9(f) - (j), where the ionization energy to photon energy ratio is changed. Never-

theless, the high-order CEP-effect is still predicted by the simulation at high intensities.

This proves that this anomalous high-order CEP-dependence in the plateau region of the

ATI spectrum is an universal effect, the principle existence of which neither depends on

the type of atom nor on the wavelength of the field. In addition, with combining the

analysis of all results from Cs and Xe at different wavelengths, we found that the mp = 3

CEP-dependence generally emerges for γ ≲ 0.85 and vanishes for γ ≳ 0.9.

With respect to our conjecture on the dependence on pulse duration, we also performed

respective simulations. In Fig. 7.10, the asymmetry maps of Cs calculated by solving the

TDSE with 3.2-µm pulses at an intensity of 4.4TW/cm2 for different pulse lengths are

compared. It can be seen that the high-order CEP-effect fades away at 20 fs (∼ 2 optical

cycles) and vanishes at 15 fs (∼1.5 optical cycles). Accordingly, this effect becomes visible

and more obvious when the pulse length is longer than 2 optical cycles. On the other

89



7.3. Discussions

hand, of course, in order to observe a CEP-dependence at all, the pulse duration cannot

be too long, i.e., not longer than 4 optical cycles.

Figure 7.10: Pulse length-dependent asymmetry map of Cs obtained by the TDSE calculation.

The center wavelength is 3.2 µm and the peak intensity is 4.4TW/cm2. One optical cycle at

3.2 µm is around 11 fs. (a) - (e) Asymmetry maps with ∼ 0.9, 1.4, 1.9, 2,3 and 2.8 optical cycles,

receptively.
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Chapter 8

Summary and Outlook

In this thesis, we investigated carrier-envelope phase (CEP)-dependent strong-field ion-

ization phenomena in atomic systems from the near-infrared (NIR) to the short-wave

infrared (SWIR) and further to the mid-infrared (MIR) regime. The main results are:

i) Single-shot CEP measurement with a carrier-envelope phasemeter (CEPM) at SWIR

wavelength, ii) The analysis of the phase-volume effect of broadband pulses in CEP-

dependent light-matter interactions and iii) The observation of high-order CEP-dependent

effects in strong-field experiments with alkali atoms in the MIR range.

Specifically, the CEP of 1.8-µm laser pulses was characterized for every individual laser

shot at 1 kHz pulse repetition rate. A precision of the CEP measurement of 120mrad was

achieved. As a distinctive advantage of the CEPM, the pulse lengths of 1.8 µm few-

cycle pulses were simultaneously characterized by analyzing the amplitude of the spectral

asymmetry in the direction of photoelectron emission. The capability of single-shot phase

measurement was confirmed and exploited by implementing so-called phase-tagging ex-

periments, where the CEP-dependence of strong-field effects could be measured despite

the randomly varying CEP of the laser pulses. This was achieved by correlating the events

of the respective experiments (here a high-resolution photoelectron spectrometer) with the

output of a CEPM. Simulation results from two models, a semi-classic three-step model

and the numerical solution of the time-dependent Schrödinger equation, were compared to

the experimental results. The agreement between both validates our measurements and

theoretical treatments. Further analysis, has yielded a quantitative criterion for achieving

single-shot CEP measurement with a CEPM.

The comparison of experimental and theoretical results let to the finding of a system-
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atic deviation that originates in neglecting or underestimating the spatial phase distri-

bution of a focused broadband pulse. The direct consequence of the inevitable averaging

over the phase distribution is that the contrast of the CEP-dependence will be partially

averaged out.

By considering the phase distribution in addition to the intensity-dependent yield

averaged across the focus, the quantitative differences between the Gouy phase and the

focal phase in light-matter interactions are analyzed. We noticed that considering the

Gouy phase only is insufficient to precisely describe the CEP-dependence. Only when the

theoretical analysis includes the more realistic phase distribution in the focus, a better

agreement with the measurements can be obtained. This finding has direct consequences

for measuring the pulse duration with a CEPM. If calibrated against insufficiently detailed

simulations, the CEPM would predict longer pulses than actually present. The same effect

can be observed at, e.g., 800 nm.

It should be noticed that our experiments have concentrated on the highly nonlinear

physical processes typical for strong-field ionization of, e.g., xenon. As long as saturation

does not play a strong role, the high nonlinearity actually limits the averaging effects

because the yield from the regions in the focus with the highest intensity will dominate.

This can be quite different for processes with lower nonlinearities such as molecular dis-

sociation or multiphoton absorption. There, the larger effective interaction volume can

increase the averaging effect thus washing out the CEP dependence. We therefore gen-

eralized and quantified this effect for a broad range of few-cycle light-matter interaction

scenarios. In this way, the question if, when, and how much one should be concerned

about the focal phase can be answered.

Following the spirit of extending the regime towards longer wavelengths, we discussed

CEP-dependent strong-field phenomena in the MIR range (3.2 µm). First, as a benchmark

measurement, the CEP-dependence of ATI spectra of xenon was measured. Next, by

averaging over 500 laser shots, the CEP of MIR few-cycle pulses was measured with a

Xe-based CEPM with a precision of 165mrad. The results prove our understanding of the

scaling of strong-field ionization with wavelength for single-shot CEP measurements with

a CEPM. If one wants to measure the CEP with a Xe-CEPM in single-shot operation,

a pulse energy of tens of mJ is required in the MIR to compensate the lower yield of

rescattered electrons that follows from basic principles the ATI plateau.
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The desire of a more promising target atom for a MIR-CEPM and scientific curiosity

provoked the investigation of the CEP-dependence of above-threshold ionization of cae-

sium. Surprisingly, a high-order CEP-dependence was observed, i.e., a variation of the

asymmetry three times as fast as the variation of the CEP. An analysis based on quantum

orbit theory shows that this high-order CEP-dependence can be understood as the inter-

ference of two backscattering quantum orbits from adjacent optical cycles. In particular,

this effect only takes place at very high intensities, which can be interpreted as the impact

from the saturation of the ionization, where the yields from two orbits are comparable

leading to an enhancement of the interference. We also found that the effect can only

be observed for pulses that are not too short and not too long: On the one hand, the

emission from both cycles need to be comparable to afford sufficient interference contrast.

On the other hand, the amplitude of both cycles should differ sufficiently, otherwise the

CEP-dependence would disappear and the interferences degenerate into a regular ATI

spectrum.

In the future, more studies regarding the issues discussed in this thesis can and should

be performed. First, the phase-volume effect in the MIR range has not been analyzed. The

much bigger amplitude in the asymmetry map in our simulations already gives a strong

hint that the phase-averaging effect is quite significant due to the extreme broad spectral

bandwidth in MIR range and the spectral divergence caused by the post-compression

techniques often used for this kind of laser systems.

We have demonstrated that the yield of plateau electrons generated from Cs at MIR

wavelengths is comparable or even larger than in the case of Xe in the NIR range. Thus,

the door for implementing a single-shot CEPM for long wavelengths based on the measure-

ment of stereo-ATI from alkali atoms is open and eventually should lead to a respective

instrument. The high-order CEP effect is not a showstopper because it only occurs at

high intensities, while the electron yield at lower intensities is still sufficient for single-

shot CEP measurement. The development of high-power, CEP-stable, few-cycle MIR

laser systems quite likely will lead to the discovery of many new effects. I hope that this

thesis has made and will make a useful contribution to this development.
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C. D. Schröter, J. Ullrich, T. Pfeifer, et al. Ultrafast electron diffraction imaging of bond breaking
in di-ionized acetylene. Science, 354(6310):308–312, 2016.
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Carola Zepter for their supports and valuable discussions on this project.

I also want to thank Prof. Alexander Dreischuh, Dr. Lyubomir Stoyanov, and Nikolay
Dimitrov for the project of generation and applications of Gaussian-Bessel beams. I
learned a lot from them in this area. It is my honour to work with them.

At last, I would like to thank my beloved wife, Shiqi Jiang, also with an upcoming
doctoral degree in physics. Her help to me is all-around, in life, in academy and in spirit.
She is a wisdom person and she helps me upgrade my perspectives to people and the
world. She makes me a better man. She is my life mentor. Having a PhD together
with her in Germany is an extremely precious experience to me. I appreciate every bit of
happiness she brings to me. In addition, I would like to thank my parents, Dr. Jinming
Zhang and Assoc. Prof. Kang Shao. Without their love and support regardless of any
cost, it would be impossible to become today’s me.

109
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