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Abstract

Neural responses to sudden changes can be observed in many parts of the sensory

pathways at different organizational levels. For example, deviants that violate regu-

larity at various levels of abstraction can be observed as simple On/Off responses of

individual neurons or as cumulative responses of neural populations. The cortical

deviance-related responses supporting different functionalities (e.g., gap detection,

chunking, etc.) seem unlikely to arise from different function-specific neural cir-

cuits, given the relatively uniform and self-similar wiring patterns across cortical

areas and spatial scales. Additionally, reciprocal wiring patterns (with heteroge-

neous combinations of excitatory and inhibitory connections) in the cortex natu-

rally speak in favor of a generic deviance detection principle.

The proposed generic deviance detection principle separates the generation of de-

viance response into two functional stages: regularity formation and change de-

tection. The principle suggests that the deviance-related responses observed in

the cortex, such as the cortical On/Off responses, the cortical omitted-stimulus re-

sponse (OSR), and the mismatch negativity (MMN), can be regarded as change

responses at different levels of abstraction.

The network model based on the principle reproduce several experimentally ob-

served properties of cortical deviance-related responses, which include the diverse

temporal profiles of On/Off responses, the linear relationship between OSR latency

and input stimulus onset asynchrony (SOA), and the slow and fast responses in

the sequence MMN paradigm. Regarding change detection, the simulation results

suggest that the emergence of change detectors relies on the involvement of dis-

inhibition. An analysis of network connection settings further suggests a support-

ive effect of synaptic adaptation and a destructive effect of N-methyl-D-aspartate

receptor (NMDA-r) antagonists on change detection. Regarding regularity for-

mation, the simulation results suggest the need for a place coding scheme, a larger
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time constant of inhibitory population, and short-term plasticity to support a steady

neural representation of regularity.

Several model predictions are provided for experimental validation. First, the cor-

tical deviance-related responses might show similar laminar profiles, especially the

activity of the inhibitory neurons where the change detection takes place. Second,

the NMDA-r antagonists would generally dampen the cortical Off response, the

cortical OSR, and the MMN. Third, there might be distinct geometric distributions

of change detection and regularity formation, since the two functions emerge from

different network properties such as the time constants and connection patterns.

This thesis provides a new viewpoint on the neural mechanisms underlying the gen-

eration of deviance response. Future research topics, such as the attention mecha-

nism in perception, the functional roles of various types of inhibitory neurons, and

the process of higher cognitive functions such as language acquisition and compre-

hension, can be based on the current implementation of simulations.

Keywords: auditory perception, cortical computation, neural mass modeling, dis-

inhibition, short-term plasticity, E/I balance, NMDA, On/Off responses, omitted-

stimulus response, mismatch negativity
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Kurzfassung

Neuronale Reaktionen auf plötzliche Veränderungen des sensorischen Inputs kön-

nen in vielen Teilen der sensorischen Bahnen auf verschiedenen Organisation-

sebenen beobachtet werden. So können beispielsweise Abweichungen, die die

Regelmäßigkeit auf verschiedenen Abstraktionsebenen verletzen, als einfache Ein-

/Aus-Reaktionen einzelner Neuronen oder als kumulative Reaktionen neuronaler

Populationen beobachtet werden. Aufgrund des relativ einheitlichen und selb-

stähnlichen Verdrahtungsmuster im Kortex scheint es unwahrscheinlich, dass die

verschiedenen kortikalen Reaktionen, die unterschiedliche Funktionalitäten unter-

stützen (z.B. Lückenerkennung, Chunking, etc.), jeweils auf spezialisierten kor-

tikalen Verschaltungsmustern beruhen. Darüber hinaus sprechen reziproke Ver-

drahtungsmuster (mit heterogenen Kombinationen von exzitatorischen und in-

hibitorischen Verbindungen) im Kortex für ein generisches Prinzip zur Erkennung

von Abweichungen.

Das vorgeschlagene generische Prinzip der Abweichungserkennung unterteilt

die Erzeugung der Abweichungsreaktion in zwei Funktionsschritte: Regular-

itätsbildung und Änderungserkennung. Das Prinzip legt nahe, dass die im

Kortex beobachteten Reaktionen, wie die kortikalen Ein/Aus-Antworten, die

kortikale Auslassungsreaktion (OSR) und die Mismatch-Negativität (MMN), als

Änderungsreaktionen auf verschiedenen Abstraktionsebenen betrachtet werden

können.

Das Netzwerkmodell, das auf diesem Prinzip basiert, reproduziert mehrere experi-

mentell beobachtete Befunde, zu denen die unterschiedlichen zeitlichen Profile der

Ein/Aus-Antworten, die lineare Beziehung zwischen OSR-Latenz und Input Stim-

ulus Onset Asynchrony (SOA) und die langsamen und schnellen Reaktionen im

Sequenz-MMN-Paradigma gehören. In Bezug auf die Erkennung von Veränderun-

gen deuten die Simulationsergebnisse darauf hin, dass für das Auftreten von Verän-
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derungsdetektoren ein Disinhibitionsmechanismus erforderlich ist. Eine Analyse

der Verbindungsstärken im Netzwerk deutet weiterhin auf einen unterstützenden

Effekt der synaptischen Anpassung und einen destruktiven Effekt von N-Methyl-

D-Aspartat-Rezeptor- (NMDA-r)-Antagonisten auf die Änderungserkennung hin.

In Bezug auf die Regularitätsbildung deuten die Simulationsergebnisse auf den

Notwendigkeit für ein raumcodierenden Schema, eine größere Zeitkonstante der

hemmenden Population und kurzfristige Plastizität hin, um eine stetige neuronale

Repräsentation der Regularität zu unterstützen.

Für die experimentelle Validierung können wir mehrere Vorhersagen aus dem

Modell ableiten. Erstens sollten die verschiedenen kortikalen Abweichungsreak-

tionen ähnliche laminare Profile aufweisen, insbesondere bzgl. der Aktivität der

inhibitorischen Neuronen, in denen die Änderungserkennung stattfindet. Zweitens

würden die NMDA-r-Antagonisten im Allgemeinen die kortikale Aus-Reaktion,

die kortikale OSR und die MMN dämpfen. Drittens könnte es unterschiedliche

räumliche Verteilungen der Änderungserkennung und Regularitätsbildung geben,

da die beiden Funktionen aus unterschiedlichen Netzwerkeigenschaften wie

Zeitkonstanten und Verbindungsmustern entstehen.

Diese Arbeit bietet einen neuen Blickwinkel auf die neuronalen Mechanismen,

die der Detektion von Abweichungen zugrunde liegen. Zukünftige Forschungs-

themen, wie der Aufmerksamkeitsmechanismus in der Wahrnehmung, die funk-

tionelle Rolle verschiedener Arten von hemmenden Neuronen sowie höhere kog-

nitive Funktionen wie Spracherwerb und -verständnis, können auf der aktuellen

Implementierung des Modells basieren.

Schlüsselwörter: auditive Wahrnehmung, kortikale Berechnung, neuronale

Massenmodellierung, Disinhibition, kurzfristige Plastizität, E/I-Gleichgewicht,

NMDA, Ein/Aus-Reaktionen, kortikale Auslassungsreaktion, mismatch negativity
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Abbreviation Meaning
A1 Primary auditory cortex
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fMRI Functional magnetic resonance imaging
FRF Frequency receptive field
ISI Inter-stimulus interval
IOI / SOA Inter-onset interval / stimulus onset asynchrony
LAN Left anterior negativity
LFP Local field potential
MEG Magnetoencephalography
MMN Mismatch negativity
NMDA N-methyl-D-aspartate
NMDA-r N-methyl-D-aspartate receptor
OSR Omitted-stimulus response
PSP Postsynaptic potential
RMS Root mean square
ROI Region of interest
STP Short-term plasticity
STDP Spike timing dependent plasticity
TWI Temporal window of integration
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Chapter 1

Introduction

“What I cannot create, I do not understand.”

– Richard P. Feynman

1.1 Motivation

The motivation rests on the pursuit of a unifying theory of perception. A theory

helps to answer the how and why questions. By attributing functional roles to the

observed phenomena (e.g., neural activity) and investigating the functional inter-

action, we may have a chance to understand the neural mechanisms that underlie

perception.

Perception is about finding features and patterns. This includes finding a deviant

feature out of standard ones. I chose to investigate deviance response as a first

step in studying perception for several reasons. First, the deviance response can be

observed by different recording techniques (e.g., EEG/MEG, LFP, Calcium imag-

ing, etc.) across various modalities (e.g., visual, auditory, olfactory, gustatory, and

tactile) and species (e.g., primates, rodents, reptiles, fish, etc.). Therefore, an ex-

tensive database and clues are available for refining a theory. Second, deviance

response serves several functional roles, which can include energy saving (by data

compression), features extraction (e.g., chunking in speech, beat perception in mu-

sic, etc.), and attention switching. These functional roles connect broadly to other

research topics in perception. Third, a better understanding of deviance response
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benefits the clinical applications (e.g., for diagnoses and treatment of patients with

schizophrenia, dyslexia, etc.).

1.2 Aim and contributions

The aim is to investigate the neural mechanisms underlying the generation of de-

viance response, and to associate the neural mechanisms with other phenomena in

perception. To achieve this, the related experimental and theoretical studies were

reviewed, and a simulation approach was used to bridge the hypotheses and exper-

imental observations. The main contributions of the thesis are listed below.

1. A new hypothesis was proposed. There have been several hypotheses pro-

posed to account for the generation of deviance response, and there are sev-

eral conflicts and confusions among these hypotheses. A generic deviance

detection principle was proposed in an attempt to reconcile the conflicts

and confusions. The proposed principle accounts for the different corti-

cal deviance-related responses with a similar underlying neural mechanism.

The proposed mechanisms underlying the generation of deviance response

are described separately in change detection (Chapter 4), regularity forma-

tion (Chapter 4), and deviance detection (Chapter 4).

2. The hypothesis was implemented with biologically plausible models.
Based on the proposed principle, I built simple networks with neural mass

models and ran simulations that qualitatively mimic various experimental

observations (in simulations I to VI). The neural mass models are parsimo-

nious and have biologically meaningful parameters, which saves simulation

time and makes the network dynamics and parameter settings interpretable.

The implementation facilitates future extension to other studies in percep-

tion.

3. Model predictions were provided. The network model based on the pro-

posed principle provides several testable predictions for experimental valida-

tion. Some predictions are opposite to what has been proposed by other hy-

potheses, so future experiments that pinpoint to these conflicting predictions

could push forward our knowledge of perception. The model predictions are

summarized in Chapter 7.
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Lastly, several existing theories of cortical computations in perception were re-

viewed in Chapter 7. Some theories attempt to answer what task the brain is try-

ing to solve and how the brain solves it. Some theories attempt to approach the

problem from a more biological implementation using artificial neural networks.

I compared these theories with the proposed principle in an attempt to bridge the

gap between the top-down and bottom-up approaches. This would be beneficial for

reaching a unifying theory of perception.

1.3 Structure of the thesis

In Chapter 2, the properties of deviance-related responses are described. The ex-

isting hypotheses of deviance response, including the proposed generic deviance

detection hypothesis, are introduced and compared. The confusion and conflicts

among the hypotheses are presented and are discussed in the end.

In Chapter 3, the simulation approach is described. This includes the mathemati-

cal descriptions of the neural mass models, the node, the network, the short-term

plasticity rules, and the generation of MEG signals.

In Chapters 4 to 6, the two functional stages change detection and regularity for-

mation are described separately. The deviance detection is described with a focus

on the interaction between the two functional stages. Simulations I to VI are given

to support the proposed hypothesis.

In Chapter 7, the proposed neural mechanisms underlying the generation of de-

viance response are summarized. The extension of the generic deviance detection

principle toward a unifying framework of perception is discussed. Model predic-

tions and future directions are provided in the end.
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Background

“It is not the answer that enlightens, but the question.”

– Eugène Ionesco

2.1 Overview

Automatic detection of sudden changes crucially enables reorientation of attention

towards relevant events in the environment and thereby is important for survival.

From a functional perspective, sensitivity to stimulus deviation likely plays many

roles in the nervous system. These may include noise rejection, duration tuning,

chunking and grouping, beat perception, and even language comprehension (see

reviews in [Näätänen et al., 2007, Xu et al., 2014]). Generally speaking, temporal

changes enrich the hierarchical representations of percepts.

The ability to detect abrupt temporal changes is thought to be a pervasive property

of the sensory systems, given that deviance-related responses have been widely

observed from cellular to system levels, across species, sensory modalities, and

spanning from the lower levels of the sensory pathway to the cortex. The sudden

change in features at different levels of abstraction elicit various brain responses

at different sensory stages. These deviance-related responses, such as the On/Off

responses, omitted-stimulus response, mismatch response, left anterior negativity

(LAN; syntax violation), and N400 (semantic violation [Bornkessel-Schlesewsky

and Schlesewsky, 2019]), have different latencies and sources but may share at
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least one common property: They are elicited by a deviant event that violates the

perceived regularity1.

A deviance-related response reflects how the corresponding regularity is perceived.

Therefore, the deviance-related responses serve as a probe for investigating neural

representation of sensory (or abstract) features, since recording neural represen-

tation of features is way more difficult. As illustrated in Figure 2.1, the acoustic

stimuli lead to neural representation of a certain regularity (e.g., constant intensity,

periodicity, and object identity in the stimuli), and the deviance-related responses

(e.g., On/Off responses, OSR, and MMN) reflect the change of the neural repre-

sentation.

Deviance-related 
responses

Regularity 
representation

Stimuli

Figure 2.1: The relationship between deviance-related responses and regularity represen-
tation. The On/Off responses, omitted-stimulus response (OSR), and mismatch negativ-
ity (MMN) in the top row are elicited by the acoustic stimuli in the bottom row (black
block: standard tone; dashed block: omission; red block: deviant tone). The neural rep-
resentations of regular features in the middle row are relatively difficult to capture by the
recording/imaging techniques because they may be encoded in a distributed manner. Thus,
a unifying theory depicting the relationship between deviance-related responses and regu-
larity representation can be helpful in guiding the direction of investigation.

Compared to a deviance response, the actual neural representation of regularity can

be more difficult to capture by the recording/imaging techniques because it can be

encoded in a distributed manner in spiking patterns and synaptic connection pat-

terns. Therefore, a theory that depicts the relationship between deviance response

and regularity representation can be very helpful for guiding experiment designs.

Below, I review the experimental observations of the deviance-related responses,

specifically on the properties of On/Off responses, OSR, and MMN (Section 2.2).

I then describe and compare the two main-stream hypotheses of deviance response,

1The LAN corresponds to a violation to regular phrase structure rules. The N400 corresponds to
a violation to regularly meaningful stimuli.
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namely the prediction and adaptation hypotheses, as well as the proposed generic

deviance detection principle (Section 2.3).

2.2 Deviance-related responses

2.2.1 On/Off response

The On/Off response is the response of a neuron that shows more spikes at either

the onsets, the offsets, or both of a prolonged stimulus. The On/Off responses

have been observed at early stages of the auditory pathway. They were observed

using extracellular recording in the superior paraolivary nucleus (SPN or SPON)

of rodents [Behrend et al., 2002, Dehmel et al., 2002, Felix et al., 2011, Kopp-

Scheinpflug et al., 2011, Kulesza Jr et al., 2003], inferior colliculus (IC) of chin-

chillas [Guo and Burkard, 2002], and the medial geniculate body (MGB) of the

guinea pig [He, 2003].

Cortical On/Off responses have been observed using different recording and imag-

ing techniques, including single-cell recording in primary auditory cortex (A1) of

awake cats [Chimoto et al., 2002, Qin et al., 2007], and anesthetized rats [Scholl

et al., 2010], extracellular recording in A1 of awake marmoset monkeys [Saha

et al., 2017], surface micro-electrode array in auditory cortex (AC) of rats [Taka-

hashi et al., 2004], multi-unit extracellular recordings across broad range of AC of

mice [Joachimsthaler et al., 2014], flavoprotein fluorescence imaging [Baba et al.,

2016] and two-photon calcium imaging [Baba et al., 2016, Deneux et al., 2016]

in AC of mice, and MEG in human auditory evoked responses [Nishihara et al.,

2014].

The On/Off responses show various waveforms (when presented as firing rate).

The studies on the generation of On/Off responses mainly targeted at the periph-

eral stages (see reviews in [Xu et al., 2014, Kopp-Scheinpflug et al., 2018]). The

On responses are shaped by the adaptation mechanism and the post-onset inhibi-

tion. The Off responses are generated as post-inhibitory rebounds and firstly arise

only when inhibitory connections come into play (Figure 2.2). At later stages, the

On/Off responses can be generated by a mixture of excitatory and inhibitory sig-

nals, which are simply relayed signals from the preceding stages. However, at the

cortical stage new On/Off responses may also be generated through the abundant
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reciprocal connections. In this thesis, I have focused on the mechanism of the

locally generated On/Off responses at the cortical stage (i.e., change detection in

Chapter 4).

Figure 2.2: Off responses along the auditory pathway. (A) Sagittal schematic of mouse
brain. Signals from cochlear go to cochlear nucleus (CN), superior olivary complex (SOC),
inferior colliculus (IC), medial geniculate body (MGB), and to the auditory cortex (AC).
(B) Coronal schematic. The Off responses are firstly generated in dorsal cochlear nu-
cleus (DCN) and superior paraolivary nucleus (SPN) that receives the inhibitory input
(blue dashed line). The Off responses are then relayed and generated at IC, MGB, and
AC thought excitatory (red lines) and inhibitory (blue lines) pathways. (C) Coronal sec-
tions from mouse brain. (D) Peristimulus time histograms (PSTH) of neural responses in
different regions. In AC, neurons often produce both an On response (orange) and an Off
response (blue). For more details, please refer to [Kopp-Scheinpflug et al., 2018]. (Figure
copied from [Kopp-Scheinpflug et al., 2018])

2.2.2 Omitted-stimulus response

The omitted-stimulus responses/potentials (OSRs/OSPs) is elicited by an omitted

stimulus in a periodic stimulus train. OSRs have been observed in different sensory
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systems (e.g., visual, auditory, somatosensory) in various species, for example,

the visual pathway of fish, reptile, and invertebrate in vivo [Bullock et al., 1990,

Prechtl and Bullock, 1994, Ramón et al., 2001, Karamürsel and Bullock, 1994],

retinas of salamander in vitro [Schwartz et al., 2007, Werner et al., 2008], and the

electrosensory system of rays [Bullock et al., 1993].

The OSR resembles the Off response as they both peak at the end of a stimulus (or

a train of stimuli). However, the peak latency of OSR is time-locked not to the last

stimulus but to the omitted one (Figure 2.3), which differentiates the OSR from the

Off response. The elicitation of OSR reflects that the nearby neural circuits possess

the ability to predict the timing of the next stimulus (i.e., temporal expectancy).

In human EEG/MEG studies, OSRs were observed at the cortical level (often

termed omission response, or omission MMN) [Horváth et al., 2010,Andreou et al.,

2015, Bullock et al., 1994, Karamürsel and Bullock, 2000, Busse and Woldorff,

2003], but not in the midbrain (IC, tectum) [Nishihara et al., 2014] or the brain-

stem [Lehmann et al., 2016], where only Off responses are observed. This may

reflect that the periodicity is not yet encoded at the stage of IC in humans.

a b

Figure 2.3: The visual-evoked potentials (VEPs) and the omitted-stimulus potentials
(OSPs). (a) Local field potentials (LFPs) were recorded in the optic nerve in elasmo-
branchs and teleosts. The VEPs were evoked by light flashes (periodically in 2Hz to 20
Hz). Similar waveforms as the VEPs can be observed at the missing stimuli (the triangles).
The OSPs were elicited after the triangles (the grey areas). (b) The VEPs and OSPs in
retina and optic tectum. (Figure copied from [Bullock et al., 1990])
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2.2.3 Mismatch response

The mismatch response is elicited by a deviant among repetitive standard stimuli.

The underlying process leads to the reorientation of attention to higher cognitive

processes. In human audition, the mismatch response is found as a negative de-

flection (called mismatch negativity, or MMN) in the event-related potential (ERP)

with the sources most prominently localized in the auditory cortex.

MMNs have been shown for auditory deviants involving pitch [Sams et al., 1985,

Tiitinen et al., 1994, Näätänen et al., 1997, Tervaniemi et al., 2000, Yago et al.,

2001a,Yago et al., 2001b,Jacobsen et al., 2003,Novitski et al., 2004,Novitski et al.,

2007], intensity [Näätänen et al., 1989,Rinne et al., 2006], duration [Amenedo and

Escera, 2000, Ruusuvirta et al., 2013, Näätänen et al., 2004, Hsiao et al., 2010,

Näätänen et al., 1989, van Wassenhove and Lecoutre, 2015, Schönwiesner et al.,

2007, Jacobsen and Schröger, 2003, Hsu et al., 2010, Colin et al., 2009, Jaramillo

et al., 2000], stimulus onset asynchrony (SOA) [Kujala et al., 2001,Tse and Penney,

2006, Brannon et al., 2004], sequence (or pattern) [Schröger et al., 1994, Herholz

et al., 2009, Boh et al., 2011, Yaron et al., 2012, Kuchenbuch et al., 2013, Toufan

et al., 2016], and more complex features such as rising and falling tones (reviewed

in [Paavilainen, 2013]) or voice [Knösche et al., 2002]. A larger deviant magnitude

(i.e., larger difference from the standard stimuli) elicits a larger peak amplitude and

a shorter peak latency in MMN (Figure 2.4).

The mismatch responses take place at many stages, including in frequency follow-

ing responses (FFR), middle latency responses (MLR), and long latency responses

(LLR) [Shiga et al., 2015]. At early stages, the mismatch responses may be pri-

marily due to the adaptation effect. However, it is also believed that top-down

prediction is evolved in the generation of mismatch response even at the stage of

IC and MGB [Parras et al., 2017].
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Figure 2.4: The pitch mismatch negativity (MMN) can be found in the more negative curve
in the event-related potentials (ERPs) by the deviants (thick line) than by the standards (thin
line) at around 200 ms after the onset of the deviant. The MMNs are more prominent at
electrodes in frontal (Fz) and vertex (Cz) than in parietal (Pz). (Figure copied from [Sams
et al., 1985])

2.3 Hypotheses of deviance response

The term deviance response generally refers to the mismatch response, and the

term deviance detection refers to the automatic detection of deviants that elicit

mismatch responses in the auditory cortex2. The mismatch response reflects the

fact that the brain remembers the preceding features (in the standard stimuli) and

notices a deviant stimulus that carries different features. It is therefore interesting

to know where the memory trace is stored and whether there is a specialized circuit

that compares the sensory input and the memory trace.

There are two mainstream hypotheses accounting for the generation of mismatch

response. The prediction hypothesis (Section 2.3.2) assumes explicit memory

traces and specialized circuits as a comparator, while the adaptation hypothesis

2In this thesis, deviance response is a general term covering the deviance-related responses. Its
scope may be differently defined elsewhere. The prediction and adaptation hypotheses primarily
focus on accounting for the mismatch response.
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(Section 2.3.3) assumes implicit encoding of the past stimuli in the reduced synap-

tic efficacy. The two hypotheses are fundamentally different, but both have support

from experimental evidence. I propose the generic deviance detection hypothesis

(Section 2.3.4) in an attempt to reconcile the confusion and conflict between the

two hypotheses.

2.3.1 Prediction hypothesis

The prediction hypothesis emphasizes the need for top-down prediction during per-

ception. Here I choose a neuronal model based on predictive-coding theory [Wa-

congne et al., 2012] for comparison because this model is more biologically moti-

vated, which makes it easier to compare with other models. The model implements

the predictive-coding theory in a straightforward way. For each sensory feature to

predict (e.g., tones A and B), there is a Prediction Error layer, a Predictive layer,

and a Memory trace unit (Figure 2.5a). The Predictive layer generates top-down

prediction signals, and the Prediction Error layer generates bottom-up error signals

(see simulations in Figure 2.5b).

The Predictive layer generates prediction signals through the plastic synapses from

the Memory trace unit. The Memory trace unit was implemented in a simplified

way (i.e., delay lines), which makes the whole model somewhat less biological.
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ba

Figure 2.5: A neuronal model of predictive-coding accounting for the MMN. (a) Network
structure that implements predictive-coding. The thalamic inputs (tones A and B) arrive at
the Prediction Error layer and are inhibited by the prediction signals from the Predictive
layer. The prediction error signals then go up to the Predictive layer and the Memory
trace unit. The Memory trace unit (implemented in delay lines) keeps the timing of error
events and generates prediction signals through the plastic synapses between it and the
Predictive layer. The plastic synapses associate the memory signals with the error signals
that enter the Memory trace unit. (b) Simulated pattern of neural firing and membrane
voltage. The standard stimulus (tone A) arrives at the left column at t = 0 ms, and the
deviant (tone B) arrives at the right column at t = 150 ms. The Prediction Error layer at
the left column does not show strong neural activities because the Predictive layer induces
hyperpolarization at approximate t = 0 and 150 ms. On the other hand, tone B results in
prediction error signal (at around t = 150 ms), which propagates and updates the memory
trace unit at the right column. For more details, please refer to [Wacongne et al., 2012].
(Figure copied from [Wacongne et al., 2012])

2.3.2 Adaptation hypothesis

The adaptation hypothesis emphasizes the role of synaptic adaptation in the gen-

eration of mismatch responses. I use an adaptation model by Patrick May [May

and Tiitinen, 2010] for illustration because the model has been used to account for

several types of mismatch responses3. The model has a serial core-belt-parabelt

3The model settings in [May and Tiitinen, 2010] are different from the settings in [May and
Tiitinen, 2013, May et al., 2015]. However, the concepts are similar.
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network that comprises four areas (core, belt, parabelt, and P2). Each area consists

of 120 sharply-tuned tonotopic columns and 1 broadly-tuned column. The sharply-

tuned columns are affected by lateral inhibition from neighboring columns. All

columns have excitatory connections to themselves and others. Synaptic adapta-

tion is applied to the excitatory connections. Thalamic inputs only go to the core

area.

The simulation result in Figure 2.6 shows that in this model the MMN is simply

a delayed N14, where the delayed activation is mainly due to the adaptation and

lateral inhibition in the sharply-tuned columns. This suggests that there is no need

for specialized circuits to achieve deviance detection.

4N1 is an ERP that peaks between 80 to 120 ms after the onset of a stimulus.
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Figure 2.6: Simulations of the adaptation model demonstrating that MMN may be simply
delayed N1 response. The model has a core-belt-parabelt network structure, with each
area comprising sharply tuned and broadly tuned populations (For detailed structure, see
the Appendix in [May and Tiitinen, 2010]). (A) Simulated MEG signal as N1 response
elicited by the 1st standard tone. (B) The standard tones elicit N1 responses (blue). The
deviant tone elicits a similar N1 (red) except that the curve at 120-220 ms is stronger.
(C) The MMN (difference between the two N1 responses in B) peaks around t = 180 ms.
(D) Breakdown of the activities in the core, belt, and parabelt areas. The sharply-tuned
cells (especially in parabelt) show delayed activation for deviants than for standards. The
longer N1 latency to a deviant stimulus is due to the effects of both adaptation and lateral
inhibition. The adaptation model suggests that the MMN is simply a delayed N1 response
and that there is no dedicated MMN generator. (Figure copied from [May and Tiitinen,
2010])

2.3.3 Generic deviance detection hypothesis

The proposed generic deviance detection hypothesis rests on the assumption that

the process of deviance detection can be functionally separated into stages of reg-

ularity formation and change detection. As illustrated in Figure 2.7a, the hierar-
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chical features are constituted by nodes representing various types of feature ( f ).

The R nodes and C nodes can be distributed in the hierarchy, producing features

of regularity ( fR) and change ( fC). The R-C pairs serve the function of deviance

detection.

The implementation of the generic deviance detection hypothesis does not require

specialized neural circuits. As illustrated in Figure 2.7b, the function of change de-

tection in Node 2 emerges under a proper setting of reciprocal connections between

Nodes 1 and 2 (see details in Chapter 4). The function of regularity formation can

be achieved by accumulating bottom-up features through convergent connections

(see details in Chapter 5).

I assume cortical deviance detection is supported by neural circuits of a common

structural motif, given the relatively uniform wiring patterns across areas in the cor-

tex. In addition, many of the deviance-related activities, though originating from

different stages of the auditory pathway, can be observed pervasively in the audi-

tory cortex (as described in Section 2.2). Taken together, the proposed hypothesis

suggests that the cortical deviance-related activities are primarily generated locally

through reciprocally connected neural circuits.
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Figure 2.7: Illustration of the role of deviance detection in hierarchical feature representa-
tion. (a) The process of feature representation includes the interaction between regularity
formation (R) and change detection (C). The R nodes remain stable (regularity, fR) by ac-
cumulating the ascending information from the lower-level features. The C nodes detect
abrupt temporal changes in the neighboring R node(s) and pass them to the higher levels
as new features ( fC, gray arrows). In this sense, an R-C pair forms a basic mechanism of
deviance detection which takes place at every level in the hierarchy. (b) An R-C pair is
formed by two reciprocally coupled nodes. In the simulations, all nodes are allowed to
receive external weighted inputs that reach the excitatory and inhibitory populations. The
inter-node connections (green) are the free parameters, and the intra-node connections are
fixed for simplicity.

2.3.4 Comparison of hypotheses

The prediction and adaptation hypotheses described in Section 2.3.1 and 2.3.2 were

used specifically to account for the mismatch response. The proposed generic de-

viance detection hypothesis takes into consideration the On/Off responses and the

omitted-stimulus response as well. There are conceptual differences between the

three hypotheses. I illustrate the schematics in Figure 2.8 and point out the main

differences. Clarifying the difference helps to resolve the conflicts and confusions

between the hypotheses.
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Figure 2.8: Comparison of models of mismatch negativity. (a) Prediction-based model.
In an oddball paradigm, the standard stimuli (tone 1, black) reach neural group A, and the
deviant stimulus (tone 2, red) reaches neural group B. Group A generates small error sig-
nals (inhibited responses) in response to the standard stimuli, because group A is inhibited
(black round arrowhead) by prediction from group C (orange circle). Group B generates a
more significant error signal (MMN) in response to the deviant stimulus because group B
is not inhibited (grey round arrowhead). The error signals are used to update group C (the
internal model) for future prediction. (b) Adaptation-based model. Group A (green circle)
responds less to the standard stimuli due to the adaptation effect. Group B shows a stronger
response (MMN) to the deviant (red) because the synapses in group B is not adapted. (c)
The generic-deviance-detection model. Group A (orange circle) shows sustained activity
(regularity) after a few repetitions of standard stimuli. The sustained activity falls due to
either a deviant or an omission. Group B generates a change response (MMN) in response
to the change in group A activity.

First, the hypotheses suggest different mechanisms underlying the generation of

MMN. The prediction hypothesis suggests that the mismatch response is an error

signal between the prediction and the actual sensory input. The adaptation hypoth-

esis suggests that the mismatch response is a delayed N1. The Generic deviance

detection hypothesis suggests the mismatch response is a change response to reg-

ularity. In terms of MMN source, both the prediction hypothesis and adaptation

hypothesis imply that the MMN source lies at (or close to) the neural populations

selective to the deviant tone (group B in Figure 2.8 a and b). The generic deviance

detection hypothesis implies that the MMN source lies at the neural populations

that is sensitive to the change in regularity (group B in Figure 2.8c), which is not

necessarily selective to the deviant tone.
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Second, the hypotheses imply different ways to encode regularity. In the prediction

hypothesis, regularity (or prediction) is represented explicitly in the firing pattern of

higher level populations (orange circle in Figure 2.8a; can be in a distributed man-

ner). In the adaptation hypothesis, regularity is encoded implicitly in the synaptic

strengths (green circle in Figure 2.8b). In the generic deviance detection hypoth-

esis, regularity is represented in lower level populations (orange circle in Figure

2.8c; can be in a distributed manner). Both the adaptation hypothesis and the

generic deviance detection hypothesis imply that regularity is locally encoded in

the neural populations that directly receive sensory inputs. Conversely, the predic-

tion hypothesis implies that the sensory inputs do not directly form the regularity.

2.4 Confusion and conflict to be resolved

I have compared the conceptual differences among the hypotheses of deviance de-

tection (Section 2.3.4). Below I raise some issues regarding the confusion and

conflict among the hypotheses. These issues underscore the need for a unifying

view of deviance detection, covering the cortical On/Off responses, the cortical

OSR, and the MMN.

1. Which neural circuits give rise to the diverse cortical On/Off responses?

Knowledge of the generation of On/Off responses has been mainly derived

from observations at non-cortical stages. The On responses are thought to

be due to adaptive and post-onset inhibitory mechanisms that shape the re-

sponses in the auditory nerve [Phillips et al., 2002]. The Off responses are

widely accepted to arise from post-inhibitory rebound (see review in [Kopp-

Scheinpflug et al., 2018] for the detailed cellular and synaptic mechanisms),

as concluded from observation in SPON neurons [Felix et al., 2011]. Other

response patterns such as On-Off and On-sustained-Off5 can then potentially

be explained by mixing of excitatory and inhibitory inputs with different de-

lays in a feed-forward network [Xu et al., 2014]. As for the On/Off responses

recorded in the auditory cortex, they may originate from the ascending non-

cortical On/Off responses [Scholl et al., 2010] or be generated locally in the

cortex.
5The On-Off and On-sustained-Off patterns in [Xu et al., 2014] correspond to the Dec-OnOff and

Inc-OnOff types mentioned in Section 4.2.2, respectively.
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Not much attention has been focused on how On/Off responses are generated

locally in the cortex, since the above mechanisms have explained various

On/Off waveforms. However, this does not mean the cortex does not gen-

erates On/Off responses locally. The cortical On/Off neurons show diverse

temporal profiles [Deneux et al., 2016]. Also, a single cortical neuron may

have distinct onset- and offset-frequency receptive fields (FRFs) [Qin et al.,

2007]. Do these properties of cortical On/Off responses rise from the feed-

forward combinations from the thalamus or recurrent wiring in the cortex?

2. Is the omitted-stimulus response (OSR) just sustained resonance?

The OSR has two properties. First, the peak latency includes an addi-

tional constant delay (e.g., around 100 ms in human MEG/EEG) from

the time when the missing stimulus would have occurred (due-time). It

does not depend on the stimulus-onset asynchrony (SOA) [Andreou et al.,

2015, Schwartz and Berry II, 2008]. Second, the peak amplitude can be

larger than the entrained responses during periodic stimuli [Horváth et al.,

2010].

Some modeling studies suggested that the OSR is sustained resonance (i.e.,

damping oscillations) [May and Tiitinen, 2001, Thivierge and Cisek, 2011].

This may be wrong, because sustained resonance alone cannot explain the

additional delay and higher peak amplitude in OSR. How the neural circuits

maintain the input periodicity and detect the change is unclear.

3. Does the OSR reflect prediction or prediction error?

This question rests on whether the OSR is triggered by a similar mechanism

as the MMN.The MMN is thought to reflect either a prediction-error signal

resulting from the comparison between the input and the top-down predic-

tion (prediction hypothesis), or an increased signal caused by the stimulus

propagating through un-adapted synapses (adaptation hypothesis).

According to the computational models based on either hypothesis, the OSR

is qualitatively different from the classical MMNs elicited by other deviants.

The adaptation-based model suggests the OSR to be a rebound response (i.e.,

sustained resonance) rather than a modulated N1 [May and Tiitinen, 2001].

The prediction-based model suggests the OSR to reflect predictive signals

rather than prediction error [Wacongne et al., 2012]. Both interpretations

implicitly suggest the OSR to be purely endogenous activities, which con-
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flict with the two properties of ORS mentioned above (i.e., the additional

constant delay and the larger peak amplitude). The mechanism underlying

the generation of OSR is therefore not yet convincingly explained by the

existing models.
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Methods

“Yin and Yang (the two opposing forces) is so-called Dao (the principle).”

– I Ching (The Book of Changes)

3.1 Neural mass model

Neural mass models are rate-based models that allow the construction of neural

networks to be simple and scalable. In addition, the simulation results based on

the neural mass model can be compared to the experimental observations such as

LFP and MEG/EEG. Therefore, neural mass models are good candidates for study

in the network dynamics that are to be linked with behavioral and physiological

evidence.

To model deviance-related responses, I create simple recurrent networks, where a

node in the network represents a certain cortical area in the auditory cortex (Figure

3.1). Each node comprises two neural populations. The mathematical descriptions

of neural population, node, and network are given in Sections 3.2, 3.3, and 3.4. I

used different types of short-term plasticity in the simulations, including synaptic

adaptation and function-driven plasticity rules. These rules are described in Sec-

tion 3.5. I also generated simulated MEG signals from the model to compare the

simulation results with the experimental observations. The equations for generat-

ing MEG signals are described in Section 3.6. Finally, the default settings are listed

in Section 3.7.



Chapter 3 22

n
1

n
2

n
3

n
N

x
1

x
2

x
3

x
M

Auditory cortex

Thalamus
Node

S
h

e

h
i

WEE

WEI

S
h

e

h
i

WIE

WII

I. output

E. output

Excitatory
input

Inhibitory
input

Excitatory
input

Inhibitory
input

Excitatory population

Inhibitory population

a b

+

-

+

-

Figure 3.1: The network model for simulation. (a) The auditory cortex is represented by
a recurrent network that consists of N all-to-all connected nodes (connections not shown).
The nodes receive M thalamic inputs x(t) through external connections (W EX and W IX ).
For nodes that represent Belt and Parabelt areas, the external connection weights are set to
zero. (b) A node consists of one excitatory (E) and one inhibitory (I) neural population. In
each population, there are two rate-to-potential operators (⊗he and ⊗hi) and a potential-
to-rate operator (S). The intra- and inter-node connection strengths are specified by W EE ,
W IE , W EI , and W II (external connections W EX and W IX not shown).

3.2 Neural population

The processing of neural activities in a neural population can be separated into two

stages. As illustrated in Figure 3.2, the first stage covers how the presynaptic spikes

affect the postsynaptic potential (PSP), and the second stage covers the generation

of spikes at the axon hillocks. The two stages are governed by the rate-to-potential

operator (RPO) and the potential-to-rate operator (PRO), respectively.

For the first stage, the RPO describes a linear transformation from input mean

firing rate x(t) to mean PSP v(t). The inputs xc(t), where c ∈ {e, i}, reach the

excitatory/inhibitory synapses and are transformed to the EPSP/IPSP vc(t). The

transformation mimics the dynamics of the synapses and dendrites, and is achieved

by convolving the input xc(t) with a synaptic kernel hc(t).

vc(t) = xc(t)⊗hc(t) (3.1)
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The vc(t), including the EPSP ve(t) and the IPSP vi(t), contribute to the overall

PSP v(t).

v(t) = ve(t)− vi(t) (3.2)

For the second stage, the PRO transforms the overall PSP v(t) into the output firing

rate m(t) by a non-linear sigmoid function S(·) as described in Equation 3.3. This

mimics the output nonlinearity at the axon hillocks.

m(t) = S
(
v(t)
)

(3.3)

S(·)

h(t)

Mean postsynaptic potentials:v(t)

Mean firing rates:x(t)

Mean firing rates:m(t)

Figure 3.2: The two operators in a neural population. Spikes (blue color) arriving at the
dendrites cause the changes in postsynaptic potentials, and the neurons generate spikes
if the membrane potential reaches the threshold for depolarization. The process can be
separated into two operations. The rate-to-potential operator (denoted by⊗h(t)) transform
mean firing rate x(t) to mean postsynaptic potential v(t). The potential-to-rate operator
(denoted by S(·)) transforms v(t) to meaning firing rate m(t) by a sigmoid function. See
text in detail.

3.2.1 Jansen-Rit-based operators

The two operators used in the Jansen-Rit model [Jansen and Rit, 1995,Jansen et al.,

1993,Spiegler et al., 2010,Spiegler et al., 2011] are more biological, and the values

of the operator parameter were set according to experimental evidence. I used the

Jansen-Rit-based operators for the simulations in Chapters 4 and 6.
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For the PRO, the sigmoid function S(·) is described in Equation 3.4, where e0 con-

trols the maximum firing rate, and r controls the slope at the membrane potential

v0 for firing.

S(v) =
2e0

1+ er(v0−v)
(3.4)

For the RPO, the two synaptic kernels hc(t), where c ∈ {e, i}, are described in

Equation 3.5. The average synaptic gain Hc controls the peak value of the response

curve. The time constant τc represents the delay due to dendritic effects and neu-

rotransmitter kinetics.

hc(t) =

{
Hc
τc

te
−t
τc t ≥ 0

0 t < 0
(3.5)

The convolution of the input xc(t) with the kernel hc(t) can be further represented

by a second-order differential equation. This was derived using the Laplace trans-

formation L{} as below.

L
{

vc(t)
}
= L

{
xc(t)⊗hc(t)

}
(3.6)

Vc(s) = Xc(s)
(

Hc

τc

1
(s+ 1

τc
)2

)
(3.7)

(
s2 +

2s
τc

+
1
τ2

c

)
Vc(s) =

Hc

τc
Xc(s) (3.8)

L−1

{(
s2 +

2s
τc

+
1
τ2

c

)
Vc(s)

}
= L−1

{
Hc

τc
Xc(s)

}
(3.9)

(
∂2

∂t2 +
2
τc

∂

∂t
+

1
τ2

c

)
vc(t) =

Hc

τc
xc(t) (3.10)

In the numerical simulation, I implemented the RPO in Equation 3.10 by two first-

order ordinary differential equations (Equations 3.11 and 3.12)
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v̇c(t) = uc(t) (3.11)

u̇c(t) =
Hc

τc
xc(t)−

2
τc

uc(t)−
1
τ2

c
vc(t) (3.12)

3.2.2 Wilson-Cowan-based operators

The two operators used in the Wilson-Cowan model [Wilson and Cowan, 1972,

May and Tiitinen, 2013, May et al., 2015] are relatively simplified. I used the

Wilson-Cowan-based operators for the simulations in Chapter 5 because there are

more nodes involved in the network, and the simulations using Wilson-Cowan-

based operators can be faster than using Jansen-Rit-based operators.

For the PRO, the sigmoid function S(·) is described in Equation 3.13, where r

controls the slope and v0 is the threshold for firing. [x]+ denotes max(x,0).

S(v) =
[

tanh
(
r(v− v0)

)]
+

(3.13)

For the RPO, the two synaptic kernels hc(t), where c ∈ {e, i}, are described in

Equation 3.14.

hc(t) =

{
1
τc

e
−t
τc t ≥ 0

0 t < 0
(3.14)

The convolution of the input xc(t) with the kernel hc(t) can be represented by a

first-order differential equation. The derivation using Laplace transformation is as

below.

L
{

vc(t)
}
= L

{
xc(t)⊗hc(t)

}
(3.15)

Vc(s) = Xc(s)
(

1
τc

1
s+ 1

τc

)
(3.16)

(
s+

1
τc

)
Vc(s) =

1
τc

Xc(s) (3.17)
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L−1

{(
s+

1
τc

)
Vc(s)

}
= L−1

{
1
τc

Xc(s)

}
(3.18)

(
∂

∂t
+

1
τc

)
vc(t) =

1
τc

xc(t) (3.19)

In the numerical simulation, I implemented the RPO in Equation 3.19 as below.

v̇c(t) =
−1
τc

vc(t)+
1
τc

xc(t) (3.20)

3.3 Node

The node represents a basic unit in a hierarchical feature representation shown

in Figure 2.7. Each node consists of one excitatory (E) and one inhibitory (I)

neural population. Depending on the applications, such a two-population node

can be treated as (a) partial/one/many cortical column(s). Here I treat a node as a

functional unit rather than a structurally-specific one.

The state variables of the E and I population in node k comprise the PSPs vp
k (t)

and the output firing rate mp
k (t), where the superscript p ∈ {E, I} stands for the

excitatory/inhibitory population. The PSPs vp
k (t) are computed from the EPSPs

vp
k,e(t) and the IPSPs vp

k,i(t) as below.

vp
k (t) = vp

k,e(t)− vp
k,i(t) (3.21)

The output firing rates mp
k (t) are calculated as below.

mp
k (t) = S

(
vp

k (t)
)

(3.22)

Neural populations interact with each other by means of firing rate via the synaptic

connections specified by the matrices W EE , W IE , W EI and W II which correspond

to E-to-E, E-to-I, I-to-E, and I-to-I connections, respectively. Self-feedback is

allowed. See the network descriptions in Section 3.4.
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3.4 Network

For N nodes that represent N locations in the auditory cortex and M external inputs

that represent the intensity of M tones (as shown in Figure 3.1), the network struc-

ture is defined by four N×N connection matrices W EE , W IE , W EI and W II , and two

N×M external connection matrices W EX and W IX . Each element w (non-negative)

in the connection matrices stands for the gain factor on the firing rate, which re-

flects the number and strengths of the synapses established from the source to the

target population. The element wEI
k j of W EI , for example, stands for the connection

strength from the I population in node j to the E population in node k. The E pop-

ulations are fed with constant background input B. The external stimuli x(t) reach

the E and I populations via external connections W EX and W IX .

If the Jansen-Rit-based operators (mentioned in Section 3.2.1) are to be used in

the simulation, the dynamics of vE
k,e(t), vE

k,i(t), vI
k,e(t), and vI

k,i(t) are described as

below. The input xq(t) stands for the intensity of tone q, and the background input

Bk is constant for node k. The short-term plasticity terms ak j, pEE
k j , pIE

k j , pEI
k j , and

pII
k j modulate the connection strengths wEE

k j , wIE
k j , wEI

k j , and wII
k j, respectively (see

more details on short-term plasticity in Section 3.5).

(
∂2

∂t2 +
2
τe

∂

∂t
+

1
τ2

e

)
vE

k,e(t) =
He

τe

 N∑
j=1

ak j pEE
k j wEE

k j mE
j (t)+

M∑
q=1

wEX
kq xq(t)+Bk


(3.23)

(
∂2

∂t2 +
2
τi

∂

∂t
+

1
τ2

i

)
vE

k,i(t) =
Hi

τi

 N∑
j=1

pEI
k j wEI

k j mI
j(t)

 (3.24)

(
∂2

∂t2 +
2
τe

∂

∂t
+

1
τ2

e

)
vI

k,e(t) =
He

τe

 N∑
j=1

pIE
k j wIE

k j mE
j (t)+

M∑
q=1

wIX
kq xq(t)

 (3.25)

(
∂2

∂t2 +
2
τi

∂

∂t
+

1
τ2

i

)
vI

k,i(t) =
Hi

τi

 N∑
j=1

pII
k jw

II
k jm

I
j(t)

 (3.26)
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Similarly, if the Wilson-Cowan-based operators (mentioned in Section 3.2.2) are

to be used in the simulation, the dynamics of vE
k,e(t), vE

k,i(t), vI
k,e(t), and vI

k,i(t) are

described as below.

(
∂

∂t
+

1
τe

)
vE

k,e(t) =
1
τe

 N∑
j=1

ak j pEE
k j wEE

k j mE
j (t)+

M∑
q=1

wEX
kq xq(t)+Bk

 (3.27)

(
∂

∂t
+

1
τi

)
vE

k,i(t) =
1
τi

 N∑
j=1

pEI
k j wEI

k j mI
j(t)

 (3.28)

(
∂

∂t
+

1
τe

)
vI

k,e(t) =
1
τe

 N∑
j=1

pIE
k j wIE

k j mE
j (t)+

M∑
q=1

wIX
kq xq(t)

 (3.29)

(
∂

∂t
+

1
τi

)
vI

k,i(t) =
1
τi

 N∑
j=1

pII
k jw

II
k jm

I
j(t)

 (3.30)

3.5 Short-term plasticity

There are various forms of short-term plasticity, which includes short-term de-

pression/facilitation (lasting for hundreds of milliseconds to seconds), augmenta-

tion (lasting for tens of seconds), and post-tetanic potentiation (lasting for min-

utes). Short-term plasticity is thought to underlie information processing. I consid-

ered short-term depression (synaptic adaptation, Section 3.5.1) and other function-

driven rules (Section 3.5.2) in the simulations.

3.5.1 Short-term depression (synaptic adaptation)

Synaptic adaptation is a ubiquitous phenomenon. In this thesis, the effect of synap-

tic adaptation was considered in most simulations1. The synaptic adaptation term

1The effect of synaptic adaptation was not considered only in some simulations in Chapter 4 for
the purposes of demonstration and comparison.
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ak j ( j, k ∈ {1,2, ...,N}) in Equations 3.23 and 3.27 modulates the efficacy of con-

nection wEE
k j . The value of ak j varies only according to the pre-synaptic activity

mE
j (t).

ȧk j(t) =
1−ak j(t)

τa
−κaak j(t)mE

j (t) (3.31)

The time constant τa represents the recovery rate of the synaptic efficacy, and the

constant κa influences the decay rate of ak j(t). The value of ak j(t) ranges from 0

to 1, and is fixed to 1 if synaptic adaptation is not considered in the simulation.

3.5.2 Other function-driven rules

I assume that other forms of short-term plasticity would be also involved in

the process of regularity formation2, for example, using the short-term depres-

sion/facilitation that depend both on pre- and post-synaptic activities3 so that the

sequential patterns can be encoded.

In a general form, the plasticity term pk j ( j, k ∈ {1,2, ...,N}, and j 6=k) is used to

modulate the efficacy of connection wk j, with 0 ≤ pk j ≤ 1 for short-term depres-

sion, and pk j ≥ 1 for short-term facilitation. The plasticity rule is described in

Equation 3.32. The time constant τp controls the recovery rate toward the stable

point P, and κp controls the learning rate. The function g(·) considers the effective-

ness of plasticity regarding the geometrical distance between nodes j and k. This

can be done by, for example, a Gaussian function exp
(
−( j− k)2/2σ2

)
, where σ

controls the mask width of effectiveness. The function f (·) increases/decreases

pk j according to the pre-synaptic information x j(t), the post-synaptic information

xk(t), and the status of pk j(t) .

ṗk j(t) =
P− pk j(t)

τp
+κp ·g( j,k) · f

(
x j(t),xk(t), pk j(t)

)
(3.32)

2In other words, these function-driven rules were not used in change detection.
3Short-term plasticity are mostly dependent on the pre-synaptic activities. A dependence on post-

synaptic activity may exist but the underlying mechanisms are not well studied.
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3.6 Simulated MEG signal

I simulate MEG signals from the activity of neural populations for comparison

with the experimental observations. Physiologically, the MEG signals originate

mainly from the primary currents4 in the spatially aligned pyramidal neurons,

where the primary currents include the Ca2+ and Na+ ion currents through ex-

citatory synapses and the Cl− ion currents through inhibitory synapses [da Silva,

2004, Jackson and Bolger, 2014]. See illustration in Figure 3.3.

(2) Inhibitory synapse
near soma

(1) Excitatory synapse 
on apical dendrites 

(3) Excitatory synapse 
near soma

Inhibitory

Excitatory Inhibitory

Excitatory

(4) Inhibitory synapse
on apical dendrites 

Cl
-

Cl
-

Ca
2+

Na
+

Ca
2+

Na
+

Figure 3.3: Physiological basis of EEG. The first and second conditions cause negative
deflections in the EEG, and the third and four conditions cause positive deflections. For
a special case when a pyramidal cell receives excitatory inputs on apical dendrites and
inhibitory inputs near soma, the cell may not fire but both the positive and negative ion
currents contribute to a negative deflection in the EEG. (Images adapted from [Jackson
and Bolger, 2014])

I assume that the excitatory synapses are mainly on apical dendrites and the in-

hibitory synapses are mainly near the soma. The assumption leads to the summed

contribution of the ions currents. The simulated MEG signal Rk(t) of node k is

therefore calculated according to Equation 3.33, where both mE(t) and mI(t) con-

tribute to the MEG amplitude, with rcurrent1 and rcurrent2 specifying the portions.

4The primary currents are intracellular currents in the post-synaptic neurons, and the secondary
currents are are extracelluar currents that close the current loop.
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Rk(t) =
N∑

j=1

[
rcurrent1 ·ak jwEE

k j mE
j (t)+ rcurrent2 ·wEI

k j mI
j(t)
]

(3.33)

The overall MEG signal R(t) is the weighted sum of Rk(t) as below, where
∑N

k rk =

1. The purpose of applying weights rk is only to highlight the activities of specific

nodes (e.g., the change detectors). By default the weights are set equally.

R(t) =
N∑

k=1

rk ·Rk(t) (3.34)

3.7 Setting of parameters

In Chapters 4 and 6, demonstrations of change detection and deviance detection are

run in networks using the Jansen-Rit-based operators. The general configurations

are listed in Table 3.1. The parameter settings of neural population model are

kept the same as proposed by Jansen and Rit [Jansen and Rit, 1995, Jansen et al.,

1993], unless specified otherwise. The intra-node connections were fixed in order

to reduce the number of free parameters. The values of intra-node connections

are chosen such that a single node stays inactivated under weak excitatory input

and starts to oscillate as the excitatory input strength increases to e0 (i.e., half of

the maximum value of the sigmoid function). The value of constant background

input Bk was the same across nodes and was chosen such that the nodes work in

proper conditions (i.e., near a bifurcation point for an isolated node). The external

inputs x(t) reaches both the excitatory and inhibitory populations. The adaptation

parameters τa and κa are chosen such that a single node remains oscillating during

prolonged stimulation, rather than showing only a transient peak response at the

onset.

In Chapter 5, demonstrations of regularity formation are run in networks using

the Wilson-Cowan-based operators. The general configurations are listed in Table

3.2. The parameter settings were adjusted from the settings in [May and Tiitinen,

2010, May and Tiitinen, 2013, May et al., 2015]. The exact settings were specified

in the respective Sections.
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Table 3.1: General configurations (Jansen-Rit-based operators)

Par. Value Unit Description

Impulse response function

τe 10 ms Time constant (excitatory synapse)
τi 20 ms Time constant (inhibitory synapse)
He 3.25 mV Gain (excitatory synapse)
Hi 22 mV Gain (inhibitory synapse)

Sigmoid function

e0 2.5 spikes/s Maximum firing rate
r 0.56 1/mV Slop
v0 6 mV Threshold for firing

Intra-node connections

wEE
kk 135×0.8 1 E-to-E connection in node k

wIE
kk 135×0.6 1 E-to-I connection in node k

wEI
kk 135×0.2 1 I-to-E connection in node k

wII
kk 135×0.05 1 I-to-I connection in node k

Inter-node connections

wEE
k j 135×{0,0.1, ...,0.5} 1 E j-to-Ek connection

wIE
k j 135×{0,0.1, ...,0.5} 1 E j-to-Ik connection

wEI
k j 135×{0,0.1,0.2} 1 I j-to-Ek connection

wII
k j 135×{0,0.1,0.2} 1 I j-to-Ik connection

External connections

wEX
kq 220×0.2 1 xq-to-Ek connection

wIX
kq 220×0.1 1 xq-to-Ik connection

Background inputs and external inputs

Bk 220×0.5 spikes/s Background input to Ek
xq(t) - spikes/s External input q (step func-

tion, amplitude= 1.5, rise/fall
time= 10ms)

Synaptic adaptation

τa 200 ms Recovery rate
κa 2 1 Drop rate



Chapter 3 33

Table 3.2: General configurations (Wilson-Cowan-based operators)

Par. Value Unit Description

Impulse response function

τe 20 ms Time constant (excitatory synapse)
τi 60,80,100 ms Time constant (inhibitory synapse)

Sigmoid function

r 2/3 1/mV Slop
v0 0 mV Threshold for firing

Intra-node connections

wEE
kk 6 1 E-to-E connection in node k

wIE
kk 0.5 to 5 1 E-to-I connection in node k

wEI
kk 0.5 to 5 1 I-to-E connection in node k

wII
kk 0 1 I-to-I connection in node k

Inter-node connections

wEE
k j - 1 E j-to-Ek connection (short-term plastic)

wIE
k j - 1 E j-to-Ik connection (short-term plastic)

wEI
k j 0 1 I j-to-Ek connection

wII
k j 0 1 I j-to-Ik connection

External connections

wEX
kq 1 1 xq-to-Ek connection

wIX
kq 0 1 xq-to-Ik connection

Background inputs and external inputs

Bk - spikes/s Background input to Ek
xq(t) - spikes/s External input q (step function, amplitude= 1,

rise/fall time= 10ms)

Synaptic adaptation

τa 200,600 ms Recovery rate
κa 2,20 1 Drop rate
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Change detection

“What defines us is how well we rise after we fall.”

– Zig Ziglar

4.1 Overview

Change detection is a function that detects abrupt temporal changes in a signal.

The On response and Off response naturally serve this function, as they respond

to the edges of a signal. Supposing that the cortical wiring pattern is naturally

suitable for the emergence of the cortical On/Off responses, change detection can

be ubiquitously involved in many higher cognitive functions1.

In Section 4.2, I use two reciprocally-connected nodes in the simulations to repro-

duce the properties of the cortical On/Off responses, a demonstration to support the

notion of ubiquitous local change detection. In Section 4.3, I examine the under-

lying connection patterns that generate the simulated On and Off responses. I then

investigate how altered connection patterns (e.g., reduced external connections to

inhibitory populations, effect of NMDA-r antagonists, and synaptic adaptation) af-

fect the emergence of change detectors. At the end of this chapter, I summarize the

key messages suggested by the simulation results.

1A change detector is different from a comparator that checks the difference between two signals.
The pursuit of a generic wiring pattern for change detection differs from the concept of predictive
coding theory that suggests the need for the comparison between prediction signals and sensory
signals. Change detection compares the integral of previous signal with the current signal.
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4.2 Cortical On/Off responses

The cortical On/Off responses have several properties. These include (1) diverse

temporal profiles across neurons and (2) distinct onset and offset frequency recep-

tive fields (FRFs) in a neuron. A follow-up question is: Can cortical circuits give

rise to the observed properties of cortical On/Off responses?

In Section 4.2.1, I review some experimental observations on the two properties.

Based on the assumption that the cortex also generates On/Off responses locally

(i.e., not just inherited from the non-cortical On/Off responses) and that the cortical

wiring is relatively uniform, I demonstrate that a simple network with reciprocal

connections can account for the two observed properties (Sections 4.2.2, and 4.2.3).

The simulation results suggest that change detection can take place in a wide range

of cortical areas.

4.2.1 Experimental observations

The cortical On/Off responses are diverse and complex. A prolonged tone stimu-

lus can elicit diverse temporal patterns of On/Off responses in the auditory cortex.

Neurons can be sensitive to the onset/offset of the stimulus (i.e., transient responses

at the edges) and also show increased or decreased firing rate during the stimu-

lus (i.e., level changes) compared with the spontaneous activity [Chimoto et al.,

2002, Qin et al., 2007, Joachimsthaler et al., 2014, Deneux et al., 2016, Recanzone,

2000, Volkov and Galazjuk, 1991]. The temporal profiles depend on the proper-

ties of neurons (e.g., locations) and the properties of stimuli (e.g., pitch, intensity,

duration, etc.). I use two experimental observations that show high non-linear prop-

erties for demonstration. The observed properties are to be matched with those of

the simulations.

First, cortical neurons show diverse temporal profiles in response to the stimuli. As

shown in Figure 4.1a, the labeled neurons formed spatially intermingling clusters,

where the labeling was based on clustering of the responses to the eight stimuli

(Figure 4.1b). The homogeneity index of each label (representing an average frac-

tion of neighboring cells within a 30 µm radius that belonged to the same label)

was computed to quantify the distribution of cluster. The homogeneity (of 12 out

of 13 labels) was significantly higher than in a shuffled map (Figure 4.1c), which

suggested spatial clustering of the diverse On/Off responses. In simulation I (Sec-
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tion 4.2.2), I defined eight types of On/Off responses and showed how the spatial

clustering might be due to the connection patterns in the network.

a b

c

Figure 4.1: Clusters of cortical On/Off responses in awake mice (Two-photon calcium
imaging). (a) Localizations of the cells belonging to the different labels (color coded
on the right) in an example mouse. (b) Mean temporal profiles of the identified clus-
ters in response to {white noise, 8 kHz tone} × {60 and 85 dB (0.25s duration), up- and
down-ramps (2s duration)}. (c) Homogeneity index (color stars) for each label (or ‘clus-
ter’ in the original paper [Deneux et al., 2016])) calculated across totally three mice. The
vertical lines represent the value of Homogeneity obtained by shuffling. (Figure copied
from [Deneux et al., 2016])

Second, an individual cortical neuron shows distinct onset- and offset-FRFs. As

shown in Figure 4.2, the responses to tonal stimuli depend not only on neuron

location but also on tone frequency. For example, a neuron that shows phasic-

tonic response to the stimulus of its best frequency (BF) may show Off responses

to the stimuli of other frequencies (Figure 4.2h). The On responses and Off re-

sponses were not firmly linked together, and the authors suspected that the On/Off

responses are generated by independent mechanisms [Joachimsthaler et al., 2014].

In simulation II (Section 4.2.3), I showed how the distinct onset- and offset-FRFs

can be explained in a network level.
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Figure 4.2: Distinct onset- and offset-FRFs in awake mice (extracellular recordings). (a)
The electrodes were located in cortical layer III/IV in the primary auditory field (AI), ante-
rior auditory field (AAF), higher-order fields (AII), dorsoposterior field (DP) and ultrasonic
field (UF). (b) Enlarged view of the auditory cortex of the same sample mouse, where the
number shows the best frequency (BF) at the indicated location. The slashes stand for no
tone-evoked responses. (c) The number shows the shortest tone-evoked latency (ms) at the
indicated location. (d) The electrode tracks ended in the lower layer III (marked by the
red arrows). (e-j) Examples of tone-evoked responses in dot plots of spiking activity. The
red arrows indicate the BFs. Duration: 2000 ms (blue areas). Intensity: 70 dB SPL. Tone
frequency: 1-64 kHz. (Figure copied from [Joachimsthaler et al., 2014])

4.2.2 Simulation I: diverse On/Off responses

Simulation settings

The input stimulus (duration= 2000 ms, amplitude= 1.5 spikes/s, rise/fall time=

10 ms) was fed to a two-node network (Figure 4.3a). The settings followed the

general configurations for networks using Jansen-Rit-based operators specified in

Table 3.1. Only node 1 received the input stimulus, and node 2 (the change

detector) was connected with node 1 (i.e., the external connections to node 2,

wEX
2 = wIX

2 = 0).
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Varying the inter-node connections W alters the response mE
2 (t) of the change de-

tector. I scanned a range of inter-node connections (W EE ,W IE ∈ {0,0.1, ...,0.5};
W EI,W II ∈ {0,0.1,0.2}) and categorized each of the time courses of mE

2 (t) as one

of the eight types based on the level changes and the peak at edges: (1) Inc-None,

(2) Inc-On, (3) Inc-Off, (4) Inc-OnOff, (5) Dec-None, (6) Dec-On, (7) Dec-Off,

(8) Dec-OnOff, and (9) others. (See Figure 4.3b and Table 4.1 for details of cate-

gorization.) The ‘Inc’ and ‘Dec’ stand for increased and decreased activity during

the stimulus. The ‘On’, ‘Off’, and ‘OnOff’ stand for transient peak(s) only at the

onset, the offset, or both, of the stimulus. ‘None’ stands for no clear peaks at the

edges of the stimulus. Bistable or non-responsive behaviors were categorized as

others.

Simulation results

The W solutions are connection settings that give rise to one of the eight catego-

rized On/Off types under this specific simulation settings (e.g., the intensity and

onset/offset time of stimulus, the intensity of background input, and intra-node

connections, etc). To further investigate the relation between the inter-node con-

nections W and the On/Off responses, I projected the W solutions {Wtype_i, i =

1,2, ...,8} to a 2D plane by t-Distributed Stochastic Neighbor Embedding [Maaten

and Hinton, 2008]. This allowed the visualization of the mutual proximity of W

solutions in the original eight-dimensional space. The projected W solutions in

Figure 4.3d showed several properties. (1) Although the W solutions exhibit a

clustered pattern from a broad perspective, different types are observed at small

mutual distance when zooming in. The clustering patterns and their sensitivity

to W may potentially explain the diverse but spatially clustered On/Off responses

shown in Figure 5 of [Deneux et al., 2016]. (2) The Off types are not constrained

within Inc/Dec clusters, suggesting that Off responses are not crucially determined

by the level change of mE
2 (t) during the stimulus. (3) The On and Off types occupy

distinct areas in the 2D plane, which agrees with the conclusion that On and Off re-

sponses are driven by largely nonoverlapping sets of synaptic inputs [Scholl et al.,

2010]. (4) However, there are also areas where the On, Off and OnOff types are

close to each other, where neuroplasticity (e.g., synaptic adaptation, spike-timing-

dependent plasticity, or homeostatic plasticity) may play a role in changing the

neural response from one type to another.
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Figure 4.3: Change detectors and the corresponding W solutions. (a) In the simulation
settings a prolonged stimulus of 2000 ms is fed to node 1. A range of inter-node connec-
tions W are scanned through and the various temporal behaviors of the change detector
(i.e., time courses of mE

2 (t)) are categorized. (b) For categorization, four variables ∆mOn,
∆mStim, ∆mO f f , and ∆mPrePost are calculated according to the time windows (light blue ar-
eas) for each time course mE

2 (t). The time courses that are not bistable are then categorized
as one of the eight On/Off types. See detailed categorization settings in Table 4.1. (c) Ex-
emplary responses of eight On/Off types. Gray bands represent the duration of stimulus.
The black curves represent the time courses of mE

2 (t), and the bold black curves are the
envelopes. (d) All W solutions of the eight On/Off types in the scanned range are projected
to a 2D plane for visualization (Matlab function: tsne), where color dots represent the eight
types ({Inc, Dec}×{None, On, Off, OnOff}). The eight exemplary behaviors in (c) are
labeled in the zoomed in area.
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Table 4.1: Settings and variables for categorization of network behavior

Par. Value Unit Description

Time windows

[tOn, tO f f ] [0,2000] ms Stimulus onset and offset
[t1, t2] [−500,0] ms Pre-onset window
[t2, t3] [0,500] ms Post-onset window
[t4, t5] [1500,2000] ms Pre-offset window
[t5, t6] [2000,2500] ms Post-offset window 1
[t7, t8] [3500,4000] ms Post-offset window 2

Variables comparing max
(
mE(ti < t < t j)

)
∆mPrePost - spikes/s Bistability check ([t1, t2] vs. [t7, t8])
∆mStim - spikes/s Level change ([t4, t5] vs. [t1, t2] and [t7, t8])
∆mOn - spikes/s Onset peak height ([t1, t2] vs. [t2, t3])
∆mO f f - spikes/s Offset peak height ([t4, t5] vs. [t5, t6])

Thresholds

θPrePost 0.1 spikes/s Bistable behavior, if ∆mPrePost ≥ θPrePost

θStim 0 spikes/s Increased response, if ∆mStim > θStim

Decreased response, otherwise
θOn 0.5 spikes/s On response, if ∆mOn > θOn

θO f f 0.5 spikes/s Off response, if ∆mO f f > θO f f
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4.2.3 Simulation II: distinct onset- and offset-FRFs

As demonstrated in simulation I, the two-node network can account for the differ-

ent temporal profiles of On/Off responses. A network with the same properties can

account for the distinct onset and offset FRFs in individual cells in the auditory

cortex [Qin et al., 2007, Joachimsthaler et al., 2014]. For example, the exemplary

cell in Figure 4.4a is sensitive to the onsets of sound stimuli at higher frequen-

cies (3,200-15,872 Hz) and the offsets of sound stimuli at lower frequencies (512-

16,000 Hz), as reflected by higher spike density (yellow and red). In addition, this

cell shows suppressed spike density (deep blue) during stimuli at low and mid-

dle frequencies. In short, the On/Off responses vary across tonal frequencies and

across cells.

Simulation settings

The two-node network was used to reproduce the distinct FRFs in Figure 4.4a-

c. The simulation input (duration= 500 ms, amplitude= 1.5 spikes/s, rise/fall

time= 10 ms) represented a pure tone in one trial of the experimental recordings.

The tone frequency was changed for each experimental trial. This was done by al-

tering the parameters ratio1 and ratio2 in the simulation (Figure 4.4d). The ratios

reflected how strongly the two nodes were influenced by the stimulus. Considering

the tonotopic organization in the auditory cortex, the ratios were changed for each

simulation trial because the stimulus input in each trial represented a different tonal

frequency. The simulation input was fed to both nodes with different external con-

nection strength (i.e., wEX
1 = 44× ratio1; wIX

1 = 22× ratio1; wEX
2 = 44× ratio2;

wIX
2 = 22× ratio2). The inter-node connections W were picked from the W solu-

tions, were fixed in each example, and the ratios adjusted such that the responses

mE
2 (t) of node 2 qualitatively mimicked the experimental observations. The simu-

lation trials were then merged to make simulated FRFs (Figure 4.4e-g).

Simulation results

The simulated FRFs in Figure 4.4e-g reproduced the observed FRFs in Figure 4.4a-

c, respectively. In Figure 4.4e the population E2 showed a Dec-Off response when

ratio1 = 1 and ratio2 = 0 (the same as the ideal case used in simulation I). The

On response emerged as ratio1 decreased, and a small amount of ratio2 resulted
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in stronger On responses and weaker Off responses. In Figure 4.4f population

E2 showed a Dec-Off response when ratio1 = 1 and ratio2 = 0, and turned into

Inc-None type when ratio2 was larger than ratio1. In Figure 4.4g population E2

showed a Dec-OnOff response, and ratio2 enhanced the On responses.

Simulation II provided a sense of how the exemplary cells in Figure 4.4a-c were

influenced by different sound tones: ratio2 (green side-bar in Figure 4.4e-g) indi-

cated which tones were more directly influencing the recorded cell, whereas ratio1

(orange side-bar) reflected how its surrounding neurons were sensitive to the tonal

scope. The connections W reflected the interaction between the recorded cell and

its surrounding neurons. For example, the side-bar in Figure 4.4f reflects that the

recorded cell in Figure 4.4b may be slightly sensitive to the tone at 6.4 to 9.6 kHz,

and its neighboring neurons can be strongly sensitive to the tone at around 12.8

kHz.
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Figure 4.4: Distinct onset and offset FRFs. (a-c) Three exemplary cells that show distinct
onset and offset FRFs (Images adapted from [Qin et al., 2007]). The cells were recorded in
the primary auditory cortex of awake cats. Pure tones (ranging from 128Hz to 16,000Hz)
were presented for 500 ms. The pre-, during-, and post-stimulus spike density of the cell
is color coded. (d) In the simulation settings, a two-node network with adjustable external
connections wEX

1 and wEX
2 (orange and green color) are used to mimic the experimental

observations. (e-g) Simulation results that mimic the observations in (a-c). The green
and orange input ratios at the left-side bar of each plot represent the settings of external
connections wEX

1 and wEX
2 for each simulation trial. The firing rate is color coded. The

pre-stimulus firing rate is used as baseline, and the negative value (deep blue color) during
the stimulus represents decreased activity.
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4.3 Mechanism underlying change detection

In the previous simulation examples, I demonstrated that the behavior of a change

detector can account for many phenomena (e.g., diverse cortical On/Off responses,

distinct onset- and offset-FRFs). Here, I present a more detailed analysis of the

exact requirements for a change detector to work. First, I investigated how and

under which conditions the On and Off responses occur. Then, I examined how

changes in connection strengths affects the generation of On/Off responses, where

the connection strengths were affected by three factors: (1) external input to in-

hibitory populations, (2) blockage of NMDA receptor channels, and (3) synaptic

adaptation.

4.3.1 Onset detection

It has been proposed that On responses could be due to adaptive and post-onset

inhibitory mechanisms that reshape the onset response in auditory nerve fibers

[Phillips et al., 2002]. In simulation I, I found that the On responses can also

be due to the transiently inhibited activity of population I2 at the onset of a stim-

ulus. As shown in the magenta rectangles in Figure 4.5a and b, population I2 is

briefly inhibited (indicated by the red arrows) by population I1, and the transient

low vI
2(t) in turn leads to a transient peak in vE

2 (t) (indicated by the black arrows).

The system returns to stability soon after the vE
2 (t) peak brings vI

2(t) up again.

These On responses caused by transient disinhibition suggest an important role of

the inter-node connection W II in the generation of the On responses.
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Figure 4.5: Onset detection. (a) In the simulation settings, a prolonged stimulus of 2000
ms is fed to the R node (node 1) in a two-node network. The inter-node connections W
is chosen from the W solutions that give rise to Dec-OnOff responses in the C node (node
2) (see Figure 4.3b). The node responses to the stimulus (gray period) are shown as firing
rates (upper plot) and as PSPs (lower plot). As an Dec-OnOff response, the time course
mE

2 (t) (black curve) shows a lower amplitude during the stimulus and transient peaks at the
onset and offset of the stimulus. To understand the generation of On response in population
E2, the magenta rectangle indicates the period of transient disinhibition where population
I2 is transiently inhibited by population I1 (red arrow), and population E2 peaks right after
the transient disinhibition (black arrow). (b) A similar example for Inc-OnOff response,
where the generation of an On response is also due to the transient disinhibition.

4.3.2 Offset detection

It is widely accepted that Off responses that follow decreased activity (i.e., the Dec-

Off responses) arise from post-inhibitory rebound that is related to the intrinsic

conductance property of the neuronal membranes [Kopp-Scheinpflug et al., 2011].

However, the generation of Off responses that follow increased activity (i.e., the

Inc-Off responses) cannot be simply explained by the post-inhibition mechanism

(see reviews in [Xu et al., 2014, Kopp-Scheinpflug et al., 2018]). Here, I investi-

gate under which conditions the Dec-Off and Inc-Off responses might arise at the

network level.

The time courses of two typical Dec-Off and Inc-Off responses are shown in Figure

4.6a and c. In the upper panels, the population E2 showed Off responses (i.e., mE
2 (t)

in black curves), regardless of its decreased/increased activity during the stimulus
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(gray area). The lower panels show that both Dec-Off and Inc-Off responses can

result from the same mechanism: a release from long-lasting disinhibition. The

Off response came in two steps. First, the population I2 received strong inhibition

from population I1 during the stimulus (reflected by the negative PSP vI
2(t), red

curves in the green rectangles). Second, the population E2 activity peaked before

I2 recovered after stimulus offset (the transient peak vE
2 (t), black curves in the

magenta rectangles).

The generation of Off responses can also be illustrated by the phase portraits shown

in Figure 4.6b and d. The trajectories of the phase portraits showed how vE
2 (t) and

vI
2(t) evolved interactively. When there was only background input, E2 and I2 os-

cillated in the normal steady state (the blue counter-clockwise trajectories) where

E2 excites I2 , and I2 inhibits E2. During stimulus presentation, I1 became active,

and E2 and I2 oscillated in a ‘reversed’ steady state (the green clockwise trajec-

tories) because E2 had an additional inhibitory effect on I2 through the pathway

E2→ I1→ I2 , and I2 had an additional disinhibitory effect on E2 through the path-

way I2 → I1 → E2. The Off responses were depicted by the magenta trajectories

during the transition from the reversed steady state to the normal steady state.

Simulation II provides clues for the underlying neural mechanisms. The inter-node

connection W II is critical for a network to give rise to the Off responses because

the inhibitory population I2 first has to be inhibited (i.e., disinhibition). The inter-

node connection W EI is important to maintain the network in the working state

(e.g., the reversed steady state) otherwise the network gets ‘overheated’ during

disinhibition. With these structural prerequisites, the excitatory population E2 may

show a transient Off response before the inhibited population I2 catches up again

following stimulus offset.

The timing of stimulus offset (i.e., the initial point in the state space when the tran-

sition begins) and other parameters that alter the trajectories of the two steady states

(such as the stimulus intensity, and the settings of W EE and W IE) also affected the

generation of Off responses, but these factors were not critical. Moreover, the de-

creased activity mE
2 (t) during the stimulus is not critical for the generation of the

Off response at network level (cf., it is necessary in the post-inhibitory mechanism

at cellular level). As can be seen in Figure 4.6d, the amplitude of vE
2 (t) during the

stimulus (green trajectory) can be larger compared to no stimulus (blue trajectory).
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Figure 4.6: Offset detection. (a) In the simulation settings, a prolonged stimulus of 2000
ms is fed to the R node (node 1) in a two-node network. The inter-node connections W
are chosen from the W solutions that give rise to Dec-Off responses in the C node (node
2) (see Figure 4.3b). The node responses to the stimulus (the gray period) are shown as
firing rates (upper plot) and as PSPs (lower plot). As an Dec-Off response, the time course
mE

2 (t) (black curve) shows a lower amplitude during the stimulus and a transient peak at
the offset of stimulus. The population I2 is strongly inhibited during the stimulus, which
is reflected by the negative PSP of population I2 vI

2(t) (red curve in the green rectangle).
The disinhibition is followed by the Off response in population E2 thereafter (black curve
in the magenta rectangle). (b) Phase portraits (P1: during stimulus, P2: offset of stimulus,
P3: post stimulus) of node 2. The phase portrait P3 (i.e., when there is only background
input) runs counter-clockwise, and the phase portrait P1 (i.e., during the stimulus) shifts
downward and runs clockwise, reflecting the strong inhibition of I2. The phase portrait
P2 shows the transient trajectory of transition from P1 to P3. The magenta dot denotes
the time of stimulus offset. (c) The simulation settings for a Inc-Off response. The firing
rate mE

2 (t) shows higher amplitude during the stimulus and a transient peak at the offset
of the stimulus. As in (a), population I2 is strongly inhibited during the stimulus, which is
then followed by the Off response. (d) The phase portrait is similar to (b) except that the
amplitude of vE

2 (t) is larger during P1 than P3. The two examples show that the generation
of Off responses does not depend on the increased or decreased activity in E2 , but to the
inhibition on I2 during the stimulus.
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4.3.3 Robustness of change detection

I have shown that the emergence of change detectors (i.e., the generation of On/Off

responses in the two-node network) depends on the inter-node connection patterns,

especially the inhibitory connections. I further checked the influence of three fac-

tors on the generation of On/Off responses: (1) external input to inhibitory popu-

lations, (2) blockage of NMDA receptor channels that alters E/I balance, and (3)

synaptic adaptation on connections W EE . More specifically, I assessed how each

of these three factors influences the distribution of W solutions in the two-node

network in four conditions: (I) default, (II) W IX = 0, (III) NMDA-r antagonist, and

(IV) synaptic adaptation. The simulation conditions are described below.

1. Since disinhibition played an important role in the generation of both On

and Off responses as illustrated in Figure 4.5 and 4.6, I was interested in

seeing the contribution of external input to the inhibitory population I1 . In

condition II, the external connection W IX was set to zero in comparison with

the default setting W IX = 0.5W EX (condition I).

2. The NMDA-r antagonist MK-801 is found to reduce inhibition during stim-

ulation and thus to reduce the Off responses [Baba et al., 2016]. NMDA-r

antagonists are also known to reduce the amplitude of the MMN [Näätänen

and Kähkönen, 2009]. In condition III, I mimicked the effect of NMDA-r an-

tagonists by reducing the connection strength of W EE by 25% and reducing

W IE by 50%. The difference in reduction applied to the two connections was

based on the fact that excitatory synapses on inhibitory neurons are mainly

covered by NMDA channels and therefore are more sensitive to NMDA-

r antagonists than the excitatory synapses on excitatory neurons [Rujescu

et al., 2006]. The setting of external connections remained the same as the

default setting. Note that in principle both conditions II and III may be due

to NMDA-r antagonists, because they are based on decreased excitatory in-

put to the inhibitory populations. So, if NMDA-r antagonists are indeed the

cause of reduced connection strengths to inhibitory populations, the effect

in condition II and III should occur simultaneously. Other effects caused

by NMDA-r antagonists, such as the changes in NMDA currents, synaptic

plasticity and synaptic time constants, were not included.

3. The phenomenon of synaptic adaptation is ubiquitous in the nervous system

and has been suggested to be one of the mechanisms underlying deviance
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detection. Since the proposed generic deviance detection principle suggests

that the deviance-related responses reflect the change detection on regularity

representation, it is important to know whether synaptic adaptation promotes

the emergence of change detectors. In condition IV, the synaptic adapta-

tion effect was considered. The intra- and inter-node connections W EE were

modulated by the synaptic adaptation term a, as described in Equations 3.23

and 3.31. The external input via W EX to the excitatory populations was not

affected by synaptic adaptation.

The responses of the two-node network with a range of inter-node connections W s

(as in simulation I in Section 4.2.2) were simulated, and each W was assigned to

one of the nine types of responses (Also see Figure 4.3b). Four conditions were

tested: (I) the default condition, where synaptic adaptation was not applied, and

W IX = 0.5W EX , (II) W IX = 0, (III) W EE = 0 reduced by 25% and W IE = 0 reduced

by 50%, and (IV) synaptic adaptation applied. To visualize the results, the W

solutions of types 1 to 9 were projected to a 2D plane (Figure 4.7a-d). The number

of W solutions under the four conditions were summarized in the contingency table

(Figure 4.7e-g) and the bar chart (Figure 4.7h).

The bar chart (Figure 4.7h) shows that the number of W solutions of Off types in

condition II was reduced compared to condition I. Most of the Off types under con-

dition I became None types under condition II (e.g., Inc-Off → Inc-None among

1.25% of the scanned W s. See the cyan rectangle in Figure 4.7e). This suggests

that the external connection W IX is supportive of the generation of Off responses,

because the I1-to-I2 disinhibition was enhanced due to the external input via W IX .

In condition III the number of W solutions of Off types was reduced, but the num-

ber of W solutions of On types was slightly increased compared to condition I

(Figure 4.7h). This is in line with experimental results showing that NMDA-r

antagonists reduce Off responses but On responses are not affected [Javitt et al.,

1996, Umbricht et al., 2000].

In condition IV, the number of W solutions of both On and Off types were greatly

increased (Figure 4.7h). Many of the None types under condition I turned into

On and Off types under condition III (e.g., 3.28%: Inc-None → Inc-On; 1.62%:

Dec-None → Inc-Off; 2.82%: Dec-None → Dec-Off. See the magenta rectan-

gle in Figure 4.7f). This suggests that synaptic adaptation greatly promotes the

emergence of change detectors. To see how synaptic adaptation alters the network
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responses, Figure 4.8a-c shows three examples of altered responses due to synaptic

adaptation. The three examples show typical type transitions from condition I to

condition IV.
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Figure 4.7: The effects of factors influencing the strength of connections W on the oc-
currence of On/Off responses. The W solutions of On/Off responses projected to a 2D
plane under (a) condition I: default, (b) condition II: W IX = 0, (c) condition III: NMDA-r
antagonist, and (d) condition IV: synaptic adaptation. Dots with different colors and sizes
represent different response types. (e) The contingency table of W solutions for condition I
vs. II. The value in each cell of the table (in red, with grayscale background) is the number
of W solutions over the total number of scanned W s. A cell without a value means there
was no W solution in that case. The cyan and magenta rectangles highlight the W solutions
of On/Off types under one condition but not under the other. (f) Condition I vs. III. (g)
Condition I vs. IV. (h) The bar chart represents the proportions of W solutions of On/Off
types under the four conditions.
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Figure 4.8: Network responses without and with synaptic adaptation. (a) Example of
Inc-None type response in population E2 under condition I (i.e., no adaptation) turning
into Inc-On type under condition IV (i.e., when synaptic adaptation is applied to W EE ).
(b) Example of Dec-None type turning into Inc-Off type. (c) Example of Dec-None type
turning into Dec-Off type.

4.3.4 Summary

The recurrent nature of the intracortical wiring makes change detection ubiq-
uitous. Functionally speaking, the ubiquity of change detection across the brain

facilitates perceptual representation across the hierarchy. Edge information at

all levels, provided by the local change detectors, augments the representational

space. Such information compression may also contribute to energy saving. In

this sense, the change detectors are more like high-pass filters than comparators

that subtract top-down signals from the bottom-up signals. The abundant recur-

rent wiring patterns in the cortex provide a suitable environment for the emer-
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gence of change detectors. I take the diversity of cortical On/Off responses [Chi-

moto et al., 2002, Deneux et al., 2016, Volkov and Galazjuk, 1991] as an exam-

ple. Even though these responses could originate from the feedforward mixture

of non-cortical On/Off responses at earlier stages such as the thalamus, midbrain,

and brainstem, the cortex provides more abundant chances for the emergence of

On/Off responses. In simulation I (Section 4.2.2), I demonstrated that various types

of On/Off responses can be generated by different inter-node connections (Figure

4.3). In simulation II (Section 4.2.3), I further demonstrated that for a specific con-

nection setting, the difference in input ratios to nodes gives rise to distinct onset

and offset FRFs (Figure 4.4). The W solutions of On/Off responses projected to

the 2D plane (Figure 4.3c) also provided an explanation for the diverse (and spa-

tially clustered) cell responses observed in auditory cortex in awake mice, as shown

in Figure 5 in [Deneux et al., 2016]. These results suggest that change detection is

a basic and ubiquitous operation in the cortex.

I then studied the generation of On and Off responses. On responses were due to a

transient disinhibition (i.e., a quick and light inhibition on the inhibitory population

of the change detector) before the network reached the steady state (Figure 4.5).

Off responses were always associated with a release from long-lasting disinhibi-

tion (i.e., a long and strong inhibition on the inhibitory population of the change

detector) before the network came back to the steady state without the stimulus

(Figure 4.6). This is in line with the rebound after inhibition hypothesis [Takahashi

et al., 2004, He et al., 1997]. I suggest that the inhibitory to inhibitory connections

are a key aspect of change detection.

NMDA-r antagonists dampen the deviance-related responses. I suggest that

the NMDA-r antagonists could generally dampen the deviance-related responses

through three aspects: (1) voltage-dependency, (2) synaptic plasticity and (3) E/I

balance (Table 4.2). First, the NMDA-r antagonists block the voltage-dependent

NMDA channels and reduce the additional NMDA currents that reflect mismatch

signals [Javitt et al., 1996]. Second, the antagonists damage the spike-timing-

dependent plasticity (STDP) and hamper the ability of regularity formation [Baba

et al., 2016, Javitt and Sweet, 2015,Uhlhaas and Singer, 2010]. Third, the NMDA-

r antagonists alter the connection patterns and E/I balance. Blocking NMDA re-

ceptors leads to decreased activity in the GABAergic interneurons and increased

pyramidal excitation, because the GABAergic interneurons are tenfold more sen-
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sitive to the NMDA-r antagonists than the pyramidal neurons [Rujescu et al.,

2006, Grunze et al., 1996].

The adaptation-based and prediction-based models of MMN (introduced in Sec-

tions 2.3.1 and 2.3.2) agree on the voltage-dependency aspect and suggest that the

reduced MMN amplitude is due to the reduction in NMDA currents [May and Ti-

itinen, 2010, Wacongne et al., 2012, Wacongne, 2016]. The prediction-based mod-

els also mention the need for STDP to form prediction signals [Wacongne et al.,

2012, Wacongne, 2016]. In addition to these two aspects, the simulation results

show that the altered E/I balance, as an effect of NMDA-r antagonists, can re-

duce the emergence of change detectors. In condition III (Figure 4.7c), I reduced

the strengths of W EE and W IE by 25% and 50% respectively and recounted the

number of each On/Off types in the scanned range of inter-node connection W s.

The number of Off types decreased whereas the number of On types is slightly

increased relative to the default setting (Figure 4.7h). These results suggest that

the NMDA-r antagonists may in general dampen the deviance-related responses

because change responses are reduced.

I cannot draw further quantitative conclusions from the effect of NMDA-r antag-

onists because the uniform search range of W s in the simulation is just a simpli-

fication. The exact proportion of strength reduction due to NMDA-r antagonists

is not available. The settings of 25% and 50% in connection strength reduction in

condition III was arbitrary so that a single node still oscillates under a certain range

of input intensity, which eliminates the case when the nodes are saturated and no

On/Off responses are generated at all. The time constant τe, due to the blockage of

NMDA channels, was not modified in the simulation in order to focus on the effect

of W change.

Table 4.2: A summary of NMDA-r antagonist effect on deviance detection

Mechanisms

Stage Voltage-dependency STDP E/I balance

regularity formation v v
change detection v v

Synaptic adaptation facilitates change detection. Synaptic adaptation is a per-

vasive short-term plasticity that is considered as a mechanism underlying deviance

detection, in the sense that a rare stimulus triggers stronger neural activity via un-
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adapted pathways. Given the pervasiveness of synaptic adaptation, I was interested

in how it affects the behavior of change detectors in the simulations. In condi-

tion IV (Figure 4.7d), the strength of W EE was modulated by short-term adaptation

according to the activity of presynaptic excitatory populations. After scanning

through the W s I found that the number of W solutions of both On and Off types

were increased compared with the default condition (Figure 4.7g). More specifi-

cally, many W solutions of None type turned into On and Off types when synaptic

adaptation was applied (as examples in Figure 4.8 show). I suggest that synap-

tic adaptation facilitates change detection by turning many otherwise None type

responses (usually reflected by saturated activity in the excitatory populations) to

either On or Off responses.
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Regularity formation

“Once is happenstance. Twice is coincidence. The third time it’s enemy action.”

– Ian Fleming

5.1 Overview

One can easily recognize repetitive patterns in the acoustic environment such as

the sound of flapping wings, cricket, and footsteps on an old wooden floor. The

brain automatically finds temporal patterns within these acoustic stimuli, where

the patterns include regular timing and order. Regularity is a type of feature that

represents the constancy (or repetitiveness) of its lower level feature. Functionally

speaking, regularity provides statistical information of past events, which is useful

for better prediction of a future event.

Unlike the feature of change, the feature of regularity is fundamentally more stable.

Regularity formation may involve a process of integration, where the neural activ-

ities in a certain area are accumulated over time and stay active for a longer period

if a threshold is reached, or where the local synaptic patterns adapt to the repetitive

feature and become less responsive. In general, the process of regularity forma-

tion plays an essential role to reduce the feed-forward propagation of lower-level

change responses.

In this chapter, I studied regularity formation, with a focus on the conditions of

regular periodicity (Section 5.2) and regular sequence pattern (Section 5.3). The
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former encodes ‘when’ the stimulus is coming, and the latter encodes ‘what’ stim-

ulus is coming next. Although the two conditions obviously do not cover the entire

space of possible regularities, hopefully their underlying mechanisms can be lever-

aged and generalized to other types of regularity.

5.2 Regular periodicity

The brain expects the timing of a next event after a few repetitions of periodic

events. How the brain processes temporal structure at different timescales relies

on different mechanisms. I am particularly in the timescale where the omitted-

stimulus response (OSR) is elicited in humans. Therefore, a more specific question

was: How is the periodicity in the range from tens to hundreds of milliseconds

encoded and maintained in the primary cortex? In Section 5.2.1, I reviewed some

experimental observations and the existing computational models. In Section 5.2.2,

I run simulations and monitor the network dynamics to investigate the important

ingredients for encoding regular periodicity. In particular, the effect of the short-

term plasticity is examined.

5.2.1 Experimental observations

Experimental evidence showed that the periodicity can be represented spatially. In

the midbrain and the auditory cortex, there are maps of periodicity that are orthogo-

nal to the tonotopic arrangement [Langner et al., 2009,Baumann et al., 2011,Barton

et al., 2012,Baumann et al., 2015,Brewer and Barton, 2016] (See an fMRI finding

in Figure 5.1), suggesting a complete palce coding scheme of tone and periodicity.

In addition, periodicity can be maintained in the neural oscillations. As can be seen

in the experimental observations, the entrained brain activities seem to persist for a

few more cycles at the cessation of the stimulus [Spaak et al., 2014, Forseth et al.,

2018] (Figure 5.2). These two properties in the auditory cortex (i.e., place coding

and temporal persistence) contribute to the time perception in the timescale of tens

to hundreds of milliseconds.
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Figure 5.1: Orthogonal tonotopic and periodotopic representation. The fMRI results show
the orthogonal gradients in human core and belt auditory cortex. (A) The color-coded
tonotopy map ranging from 400 to 6400 Hz. (B) The color-coded periodotopy map ranging
from 2 to 256 Hz. (C) and (D) illustrate how the Low-High vectors in each ROI were
calculated. (E) The vector offset is calculated as the angle between the two Low-High
vectors. (F) All ROIs show vector offset of about 90◦. For ROI naming, please refer to the
original article. (Figure copied from [Barton et al., 2012])

The computational models that cope with periodicity representation usually fall in

one of two approaches. Place coding is one approach that utilizes the collaboration

of different neural populations, each population having fixed properties in terms of

time constant or resonance frequency (Figure 5.3a). In this way, the information

of periodicity can be represented spatially, in line with the observed periodotopic

map shown in Figure 5.1. The problem is that the periodicity representation does

not continue when the input stops.

Adaptive tuning is the other type of approach that directly modifies model parame-

ters (e.g., thought synaptic plasticity) so that the model adapts to the input period-

icity. In this case, the information of periodicity is encoded in the parameters (e.g.,
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synaptic strengths), which results in adaptation, persistence, and even recall of the

input periodicity (Figure 5.3b).

Figure 5.2: Persistent periodicity in the sustained oscillations. (a) In an MEG study, hu-
man participants were presented with 10 Hz visual flashes (flash duration, 17 ms; interflash
interval, 83 ms; total number of flashes per trial, 16). The periodicity of the entrained ERFs
persisted for several cycles after the end of the stimulation (second vertical line). The
source analysis suggests the entrained alpha activity was produced locally in the visual
cortex. (Figure adapted from [Spaak et al., 2014]) (b) In an intracranial recording study
(31 patients, 6580 electrodes, depth probes implanted along the anteroposterior extent of
the supratemporal plane), the participants were presented with 3 Hz amplitude-modulated
white noise stimulus (upper panel). The entrained phenomena in the 65-115 Hz gamma
power (middle panel) and the 2-15 Hz low-frequency inter-trial coherence (lower panel)
persist after t = 3 s. (Figure adapted from [Forseth et al., 2018])
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Figure 5.3: Two approaches to encode periodicity. (a) Place coding approach. The se-
lectivity to input SOA is achieved according to the place coding scheme. A field with a
discrete set of 50 Wilson-Cowan nodes was simulated. The intra-node synaptic weights
(wEE , wEI and wIE ) varied across the field so that the resonance frequencies range from
0.8 Hz to 6.67 Hz. (Figure copied from [May and Tiitinen, 2001]) (b) Adaptive tuning
approach. A population of interconnected integrate-and-fire neurons (N = 100) with spike
timing-dependent plasticity (STDP) on the synapses was simulated. This model utilizes a
combination of neural diversity and synaptic plasticity to account for precise encoding of
input periodicity. Red vertical lines indicate the last 4 pulses in total 12 pulses. (Figure
copied from [Thivierge and Cisek, 2011])

5.2.2 Simulation III: encoding periodicity

In the network model, I included both place coding and adaptive tuning approaches

(mentioned in 5.2.1) so that the network properties fulfilled the experimental ob-

servations in Figures 5.1 and 5.2.

Simulation settings

Network and input. In the first part of simulation, the network comprised a reso-

nant bank of 16 nodes, where the inter-node connections were initially set to 0 (Fig-

ure 5.4a). The intra-node connections wIE
kk and wEI

kk (k = 1,2,...,16) ranged linearly

from 0.5 to 4.5, and the background input Bk to each node is selected according to

Figure 5.5a so that the nodes worked in the linear range. The external input x(t)

contained a prolonged stimulus (duration= 3 s, amplitude= 0.3 spikes/s, rise/fall

time= 10 ms) or periodic stimuli (duration= 50 ms; amplitude= 0.3 spikes/s;

rise/fall time= 10 ms; SOAs= 100, 140, 180, 220, 260, and 300 ms). The external

input was fed to all E populations (i.e., W IX = 0). In the second part of simulation,

an additional node (change detector) was added to the resonant bank (Figure 5.4b).

This node did not receive the external input. The dynamic of the nodes is described
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in Equations 3.27, 3.28, 3.29, and 3.30. The settings followed the configurations

using Wilson-Cowan-based operators specified in Table 3.2. Detailed settings were

specified in Table 5.1

E
16

I
17

I
16

E
17

Input

Resonant bank

E
16

I
16

Input

Resonant bank

a b
Change 
detector

Prolonged
Periodic

Excitatory
Inhibitory

Figure 5.4: Simulation settings. (a) Setting A: the resonant bank comprises 16 nodes.
All E populations receive the same external input (a prolonged stimulus or periodic stim-
uli). There are no inter-node connections initially. The inter-node connection wEE

jk may
temporarily increase during in-phase oscillation if short-term plasticity is considered. (b)
Setting B: a change detector is added to the network. The populations E1−16 in the resonant
bank provide excitatory inputs to population I17. When the I17 activity drops, the originally
suppressed population E17 shows transient peak with the help of its self-feedback. This
thus provides a way to monitor the persistence of the overall E1−16 activities by checking
the E17 peak latency.
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Figure 5.5: Periodicity representation by a resonant bank. (a) The bifurcation diagrams
on varying background input. The nodes had different intra-node connection settings
(W = [W EE ,W IE ,W IE ,W II ] = [6,x,x,0], where x ranged from 0.5 to 5), which resulted
in the different resonance frequencies among the nodes. In the resonant bank, the value of
background input to a signal node was decided (vertical dashed lines) so that the steady
E and I activities (black and red curves) were not oscillating and were as low as possible.
This configuration kept the nodes in the approximately linear working range. The back-
ground inputs were then fixed in the simulations. (b) The periodicity representation by the
resonant bank under periodic square inputs. The nodes show selectivity to the input peri-
odicity. The periodicity tuning curves of the nodes (the columns in the plane) were color
coded. In this plot, the inter-node connections in the resonant bank were set to 0.

Short-term plasticity. Synaptic adaptation on W EE (as described in Equation

3.31) was considered throughout this simulation. In addition, another plasticity

term pEE was applied also on W EE in the resonant bank. The general form of plas-

ticity term pk j (j 6=k) described in Equation 3.32 is rephrased into below Equation

5.1, where pEE
k j strengthen the efficacy of wEE

k j . This plasticity rule adjusted the

binding between the nodes in the resonant bank so that the group activity main-

tains a stable representation of input periodicity. The plasticity term pEE
k j increases

if the covariance Cov j,k,∆t(t) between mE
j (t) and mE

k (t) from time t − ∆t to t is

positive, and otherwise decreases gradually back to zero. The weight mask gEE
k j

considered the effectiveness of plasticity as a function of the distance between

nodes j and k. For 16 nodes in the resonant bank, the weight mask followed the

Gaussian function exp
(
−( j− k)2/2σ2

)
, where σ was set to 4. Since the resonance

frequency increases monotonically with the node index in the resonant bank, the

weight masks avoid the binding between two nodes with distinct resonance fre-

quencies. This whole setting of a resonant bank enables the resonance to be sus-
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tained after the due-time so that the change detector would rise when the sustained

resonance drops.

ṗEE
k j (t) =

−pEE
k j (t)

τEE
p

+κ
EE
p ·gEE

k j ·
[
Cov j,k,∆t(t)

]
+

(5.1)

Simulated MEG. The simulated MEG signals were generated according to Section

3.6. The node weights rk (k = 1 to 16) were all set to 1. The contribution of positive

and negative ion currents (rcurrent1 and rcurrent2) were all set to 0.5.

Simulation results

Short-term plasticity (STP) contributes to the persistence in the simulated
MEG signals. In the simulation setting A, the nodes stay unconnected (initial

off-diagonal W EE = 0) when the STP on W EE in the resonant bank (N = 16 nodes)

was not considered. Even though some nodes resonate with the periodic stimuli

and keep oscillating for a while after the end of stimulus, the simulated MEG sig-

nals do not persist (Figure 5.6). When the STP was considered, the W EE among

the resonating nodes was strengthened. These connected nodes create stronger

momentum in the corresponding resonance frequency and therefore the simulated

MEG signals persist (Figure 5.7).
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Table 5.1: Configurations for simulation III: encoding periodicity

Par. Value (Node 1-16) Value (Node 17) Unit

Impulse response function

τe 20 20 ms
τi 60 60 ms

Intra-node connections

wEE
kk 6 6 1

wIE
kk 0.5 to 4.5 4.5 1

wEI
kk 0.5 to 4.5 4.5 1

wII
kk 0 0 1

Background inputs

Bk wIE
kk ·wEI

kk /9 2 spikes/s

External connections

wEX 1 0 1
wIX 0 0 1

Par. Value Unit

Synaptic adaptation

τa 600 ms
κa 20 1

Inter-node connections ( j = 1,2, ...,16; k = 1,2, ...,16)

[wEE
k j ,w

IE
k j ,w

EI
k j ,w

II
k j] [0,0,0,0] 1

Inter-node connections ( j = 1,2, ...,16; k = 17)

[wEE
k j ,w

IE
k j ,w

EI
k j ,w

II
k j] [0,3,0,0]/16 1

[wEE
jk ,wIE

jk ,w
EI
jk ,w

II
jk] [0,0,0,0] 1
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Figure 5.6: Network behavior (The 16-node resonant bank, without short-term plasticity
on W EE ) under prolonged stimulus (CONT.) and periodic stimuli (SOA= 100,140, 180,
220, 260 and 300 ms; tone duration= 50 ms). (a) The inter-node W EE is 0 through out the
simulation time. (b) The firing rate of populations E1−16 in response to the stimuli (green).
(c) The firing rate of populations I1−16. (d) The simulated MEG signals.
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Figure 5.7: Network behavior (The 16-node resonant bank, with short-term plasticity on
W EE ) under prolonged stimulus (CONT.) and periodic stimuli (SOA= 100,140, 180, 220,
260 and 300 ms; tone duration= 50 ms). (a) The inter-node W EE at t = 0.5 s. (b) The
firing rate of populations E1−16 in response to the stimuli (green). (c) The firing rate of
populations I1−16. (d) The simulated MEG signals.

STP contributes to the linear relationship between the sustained activities and
the input SOAs. According to generic deviance detection principle, the fall of the

sustained activities is followed by the rise of OSR (See illustration in Figure 2.1),

so the fall time of the sustained activities affects the latency of OSR. Since the

latency of OSR is linear to input SOA, I have investigated the relationship between

the sustained activities of the resonant bank and the input SOAs. In simulation

setting B, I connected a change detector to the resonant bank and examine the

peak latencies. The result shows that the peak latencies of the change detector are

linear to the input SOAs only when the STP is considered (Figure 5.8). I found
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that the interval between I17 trough and E17 peak (the red and blue triangles in

Figure 5.8cd) is relatively constant, which means that the I17 trough determines

the peak latency. Since the population I17 only receives the excitatory inputs from

populations E1−16 because population E17 is inactive, the I17 activity reflects the

collective contribution of the resonant bank (i.e., populations E1−16). I examined

how the STP reshapes E1−16 activities which then affects I17 activities. In ‘STPon’

condition, the I17 firing rate increases linearly with the input SOAs, which is not

seen in ‘STPoff’ condition (Figure 5.9). Therefore, I suggest that the STP increases

the collective force of the resonant bank, which results in the linear relationship

between I17 trough latencies and the input SOAs. In sum, the input SOA can be

implicitly encoded in the connection matrix through short-term plasticity, and be

explicitly represented in E1−16 activities so that the change in input periodicity can

be detected.
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Figure 5.8: The response of the change detector (Node 17) with/without short-term plas-
ticity. (a) In the ‘STPoff’ condition, the STP on W EE in the resonant bank was not con-
sidered. Times are aligned at the end of stimulus (black vertical lines), and the due time
(vertical dashed lines) indicates the onset of omission. The I17 troughs and the E17 peaks
are marked by the red and blue triangles, respectively. (b) In the ‘STPon’ condition, the
STP is considered. (c) and (d) The latencies of I17 trough and E17 peak in ‘STPoff’ and
‘STPon’ conditions, respectively. (Setting: τe = 20 ms, τi = 100 ms)
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Figure 5.9: The activities of I17 in the change detector under (a) condition ‘STPoff’ and
(b) condition ‘STPon’. The activities in response to CONT., SOA 100, 140 and 180 are
overlaid. The colored vertical lines indicate the due time. The color triangles indicate the
I17 troughs. (Setting: τe = 20 ms, τi = 100 ms)

The time constant τi controls the capacity of memory trace. I vary the time

constant τi and see how it affects the latency-SOA plot (Figure 5.10). The result

shows that larger τi contributes to a longer capacity of the memory trace. The

capacity cannot be improved by simply increasing the learning rate of STP. One

thing to note, the learning rate of STP (when above a certain value) does not lead to

a steeper slope in the latency-SOA plot. However, the learning rate of STP should

not be set too large, otherwise the resonant bank saturates and input periodicity

cannot be represented.
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Figure 5.10: Effect of the time constant τi. The latencies of I17 trough and E17 peak are
plotted under the conditions (a) τi = 40 ms, (b) τi = 60 ms and (c) τi = 80 ms. The time
constant τe = 20 ms is kept the same. The time constants τe and τi are applied to all nodes
in the network.
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5.3 Regular sequence pattern

The brain expects not only ‘when’ but also ‘what’ event comes next after a few

repetitions of a sequenced pattern. In general, the expectation forms gradually

through repetitions and collapses on a deviant event. Here the question regarding a

regular sequence pattern was: How does the primary cortex encode and represent

the regularity of the repeated pattern? In Section 5.3.1 I review some experimental

observations and explanations. In Section 5.3.2 I run simulations and monitored the

network dynamics (including the post-synaptic potential, firing rate and connection

strength) that mimicked the experimental observations. I summarized important

ingredients for encoding regular sequence pattern.

5.3.1 Experimental observations

Neural correlates of regularity formation in complex temporal patterns (found

across sensory modalities and species) exhibit several properties. In a two-photon

calcium imaging study [Homann et al., 2017] where regular image sequences were

repeatedly displayed to the mice, the results showed that the excitatory neurons

in layer 2/3 of primary visual cortex soon get adapted and reached a steady state

within a fixed decay time constant (ca. 2.1 cycles) (Figure 5.11). In an MEG

study [Barascud et al., 2016] where the regular (REG) and random (RAND) se-

quences of tone pips are played to human participants, the results showed several

transient and slow responses during the stimuli (Figures 5.12 and 5.13). The tran-

sient responses include the On and Off responses at the stimulus onsets and off-

sets, and a mismatch response at the switch in REG-RAND condition (but not in

RAND-REG condition), which are related to change detection. The slow responses

include the shifts toward different steady levels, which are more related to the pro-

cess of regularity formation. To sum up, four observed properties provide clues

and constraints for modeling the process of regularity formation:

1. Some excitatory neurons get adapted. This can be seen in the excitatory

neurons in layer 2/3 of primary visual cortex (Figure 5.11).

2. The regularity is formed within a few cycles. This can be seen in the

fixed decay time constant (about 2.1 cycles) in mice (Figure 5.11), and the

gradually increased root mean square (RMS) of MEG responses in REG

conditions (about 1.5 cycles) in humans (Figure 5.12A).
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3. Neural activities reflect degree of regularity (predictability). As shown

in Figure 5.12B, the group RMS of MEG responses are higher in REG than

in RAND conditions (i.e., group RMS: REGn > RANDn, where n is alpha-

bet size1). As shown in Figure 5.12A and C, the group RMS show depen-

dence on the alphabet size n (i.e., group RMS: REGn > REGn+1; RANDn >

RANDn+1).

4. The regularity collapses quickly once a violation happens. This can be

seen in the REG-RAND conditions in Figure 5.13a and b.

Figure 5.11: Two-photon calcium imaging observations under regular sequence pattern.
(a) The visual stimuli used in the experiment. Sequence length is varied in 3, 6, 9 and 12.
Each sequence is repeated 20 times. All images have the same duration of 300 ms. (b)
Population average activity (blue) and the fitted exponential curve (red) for each sequence
length. (c) The decay time (τdecay = 2.1±0.3 cycles) scales linearly with the total temporal
duration of the sequence. (figure copied from [Homann et al., 2017])

1Alphabet size is the number of different tones in the random or regular tone sequences.
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Figure 5.12: MEG responses to regular (REG) and random (RAND) sequences. (A) Group
RMS of MEG responses to the regular sequences with alphabet size n = 5, 10, and 15
tones (REG5, REG10, REG15) and random sequence with alphabet size n = 20 tones
(RAND20). The sequences started at t = 0 and ended at t = 3000 ms. The horizontal
color lines indicate the significant differences between the REG and RAND conditions.
(B) Group RMS of MEG responses in REG5/10/15 and RAND5/10/15/20 conditions. The
gray areas indicate the significant differences between REG5/10/15 and RAND5/10/15,
respectively. (C) Group RMS in RAND5/10/15/20 (left) and average RMS amplitude over
t = 0 to 3000 ms (right). (Figure copied from [Barascud et al., 2016])
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a

b

Figure 5.13: MEG responses in RAND-REG and RAND-REG conditions. (a) The stim-
ulus input contained sequences of tone pips (duration= 50 ms) out of 10 tones in random
order (RAND) and regular order (REG). The red lines indicate the time of transition. The
red dashed line indicates the onset time of a second regular sequence. (b) Single trial data
from a representative subject (upper panel: RAND-REG; lower panel: REG-RAND). A
single-trial RMS time course (yellow or blue curve) was computed from 40 channels (gray
curves). For visualization, each single-trial RMS has been temporally smoothed (moving
average window 16.6 ms) and normalized between 0 and 1. The right plots show the his-
tograms of estimated lags of transition responses, where an estimated lag was the lag that
gave the maximum cross-correlation value between a single-trial RMS with a Heaviside
step function. (Figures copied from [Barascud et al., 2016])
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5.3.2 Simulation IV: encoding regular patterns

In this simulation, I investigated how a network encodes and represents the regular-

ity of sequence pattern by reproducing the MEG results in [Barascud et al., 2016].

Three short-term plasticity rules were tested, and the network dynamics were mon-

itored. The four experimentally observed properties regarding regularity formation

mentioned in Section 5.3.1 were addressed in the simulation results.

Simulation settings

Network and input. The network comprised 60 nodes (i.e., 15 resonant banks

of 4 nodes, Figure 5.14a). A resonant bank consisted of 4 nodes with the intra-

node connections wIE
kk = wEI

kk = {0.2,2.3,4.4,6.5}, resulting in different resonance

frequencies ωi (i = 1,2,3,4). Each resonant bank is selective to one of the input

tones xq(t) (q = 1,2,...,15). The input was fed to the E populations (i.e., W IX =

0). The nodes with the same resonance frequency were are all-to-all connected

(wEE
k j = 0.05 and wIE

k j = 1.5, where j 6= k). The nodes within the resonant bank

were not connected for simplicity2 The simulation inputs (Figure 5.15) contained

regular and random sequences (i.e., REGn-RANDn and RANDn-REGn, where the

alphabet size n = 2,3,...,15). The dynamic of the nodes is described in Equations

3.27, 3.28, 3.29, and 3.30. The settings followed the configurations using Wilson-

Cowan-based operators specified in Table 3.2. Detailed settings were specified in

Table 5.2
2This ignored the interaction between nodes with different resonance frequencies. The purpose

of including the heterogeneity in resonance frequency was only to provides a tolerance to the various
input SOAs and to render more natural simulated MEG signals.
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resonant banks. A resonant banks comprised 4 nodes with different resonance frequencies
ω1 < ω2 < ω3 < ω4. The resonance frequency was controlled by intra-node connections
wIE
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kk (similar as in Figure 5.5). The inter-node connections are not shown here. (b)
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Figure 5.15: Simulation inputs. The input is generated according to the protocol in [Baras-
cud et al., 2016]. In the simulation, the alphabet size is set from 2 to 15 (only 5, 10 and
15 shown here). Tone duration is 80 ms, with no gap between tones. The inputs start with
either regular (REG) or random (RAND) patterns. The white vertical lines indicate the
starts and ends of repetitive patterns.

Short-term plasticity. As illustrated in Figure 5.14b, the strength of W EE was

modulated by two short-term plasticity terms as ak j · pEE
k j ·wEE

k j , where the depres-

sion term ak j ∈ [0,1] decreases from 1 according to the pre-synaptic activity mE
j (t)

(Equation 3.31), and the facilitation term pEE
k j ∈ [1,x] (x: arbitrary upper limit)
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increases from 1 when the external inputs x(t) activate the nodes in sequence or-

der j→ k (Equation 5.2). The strength of W IE was modulated by one short-term

plasticity term as pIE
k j ·wIE

k j , where the depression/facilitation term pIE
k j ∈ [0,y] (y:

arbitrary upper limit) decreases from 1 in sequence order j→ k, and increases from

1 in sequence order k→ j (Equation 5.3).

ṗEE
k j =

1− pEE
k j

τEE
p

+κ
EE
p pEE

jk

[
x j(t−∆t)xk(t)

]
(5.2)

ṗIE
k j =

1− pIE
k j

τIE
p

+κ
IE
p
(
1+ |1− pIE

k j |
)[

xk(t−∆t)x j(t)− x j(t−∆t)xk(t)
]

(5.3)

So far, the rules for the short-term plasticity terms pEE
k j and pIE

k j are rather function-

driven because they consider both pre- and post-synaptic activities3. Basically, the

short-term plasticity is use-dependent synaptic plasticity that regulates neurotrans-

mitter release, and it usually only dependents on the pre-synaptic activity. How-

ever, there is evidence showing that the post-synaptic dendrite also releases retro-

grade messages that influence the release of pre-synaptic neurotransmitter [Zucker

and Regehr, 2002, Regehr, 2012, Catterall et al., 2013]. I took such dependency

on post-synaptic levels of [Ca2+]i into account and assume that certain forms of

short-term plasticity that depends on both pre- and post-synaptic activities exist.

This assumption seems to be necessary to achieve the selectivity of sequence order

within a few repetitions. More sophisticated rules are still needed.

Simulated MEG. The MEG signal is simulated as described in Equation 3.33 but

with an additional short-term plasticity term pEE
k j that was introduced to modulate

wEE
k j (Equations 5.4 and 5.5).

Rk(t) =
N∑

j=1

[
rcurrent1 ·ak j pEE

k j wEE
k j mE

j (t)+ rcurrent2 ·wEI
k j mI

j(t)
]

(5.4)

R(t) =
N∑

k=1

rk ·Rk(t) (5.5)

3The terms pEE
k j and pIE

k j depend on the sequence order of input x(t) rather than the pre- and post-
synaptic activities m(t). This is for stability concern, otherwise the values of pEE

k j and pIE
k j would be

very jumpy and unpredictable.
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Table 5.2: Configurations for simulation IV: encoding regular patterns

Par. Value Unit

Impulse response function

τe 20 ms
τi 100 ms

Intra-node connections

wEE
kk 6 1

wIE
kk 0.5 to 4.5 1

wEI
kk 0.5 to 4.5 1

wII
kk 0 1

Background inputs

Bk 0 spikes/s

External connections

wEX 1 1
wIX 0 1

Inter-node connections (Nodes j,k having the same resonance frequency

[wEE
k j ,w

IE
k j ,w

EI
k j ,w

II
k j] [0.05,1.5,0,0] 1

Short-term plasticity

τa 600 ms
κa 20 1

Asymmetry index (AI). The two short-term plasticity terms pEE
k j and pIE

k j cause

asymmetric matrices PEE and PIE . I used AIEE and AIIE to quantify the change in

connection strength induced by the two plasticity rules. The AI was calculated as

the ratio of the 1-norm of the asymmetric part to the 1-norm of the symmetric part

(Equation 5.6), where the diagonal elements in P were set to 0.

AI =
||P−PT ||
||P+PT ||

(5.6)
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Simulation results

Some excitatory neurons get adapted to the repetitive stimuli. This phe-

nomenon can be reproduced in the simulation by including the adaptation term a

that was applied to the connection W EE (not shown in the simulation results). The

value of ak j (k = 1,2, ...,N) depends on the presynaptic firing rate mE
j (t), which

especially affects the efficacy of self-feedback wEE
j j of Node j. The population E j

responds less if it was previously activated by the input x(t) because a j j has not

fully recovered yet. Therefore, the decay time of E activities depends on the length

of regular sequence, which explains the observation found in Figure 5.11.

Since I also included another facilitation term pEE
k j on the connection wEE

k j , the

pure adaptation phenomenon became less clear in the simulation results. The

most prominent phenomenon contributed by the adaptation term ak j was the On re-

sponses, because the adaptation effect quickly attenuates the initially synchronous

firing in E activity by the stimulus. The On responses can be seen in the E activi-

ties (upper plots in Figure 5.16b) and the simulated MEG signals (Figure 5.17a) at

the stimulus onset (t = 0.5 s).

The regularity is found within a few repetitions. The brain’s ability to find

regular patterns can be reflected by the quickly ‘adjusted’ neural activities that

reach another steady state within a few repetitions of the stimuli. Such regularity

representation by neural activities can be observed in the adapted E populations

mentioned above, as well as the gradually increased MEG amplitude (Figures 5.12

and 5.13). In the simulation where the three plasticity terms a, pEE , and pIE were

considered, the E and I populations showed higher activities in REG than in RAND

condition (Figure 5.16a and b). With a focus of the RAND-REG condition (left

column of Figure 5.16), we can see the gradually increased E and I activities at

the second repetition (around t = 6 s, left column in Figure 5.16b and c), which

resembled the increased RMS of MEG responses shown in Figure 5.13b.

I further showed that the gradually increased activities (i.e., regularity representa-

tion) were due to the change in network connections through short-term plasticity

(i.e., regularity encoding). In the simulation, the network connections were probed

by the asymmetry indices AIEE and AIIE (Figure 5.16d), where the network con-

nections started to form ‘preference’ to the input pattern (reflected by the increas-

ing AIs). The preference was formed by the two plasticity terms pEE and pIE . The

term pEE
k j strengthened wEE

k j at the sequence order j→ k, leading to an increase in
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AIEE and the increased E activities to the next repetition. Similarly, The term pIE
k j

weakened wIE
k j , and the term pIE

jk strengthened wIE
jk , leading to an increase in AIIE

and the overall increased I activities.

The increases in AIEE and AIIE were accumulated more effectively in REG than

in RAND condition. This can be seen by comparing the AIs (during t = 0 to 5

s) in the left and right columns in Figure 5.16d. The increase in AIs then lead to

the increase in the E and I activities, and the speed of increase depended on the

length of regular sequence. In short, the regularity was first encoded implicitly in

the connections and then was represented explicitly by the neural activities.

The regularity representation collapses quickly once a violation happens. The

collapse of regularity representation is much faster than the buildup. As shown

in the histogram of time lags in Figure 5.13b, the transition is earlier and sharper

in REG-RAND than in RAND-REG condition. This observation makes sense be-

cause a single deviant tone pip is enough to violate the regular pattern. In the

simulation, we can see clear drop in E and I activities at the switch (t = 5.5 s) in

REG-RAND condition (right column in Figure 5.16b and c; especially the I activ-

ities in Bank 2), because the deviant stimulus could not successfully activate the

nodes that were either suppressed (due to asymmetric PIE) or less enhanced (due

to asymmetric PEE). The drop of E and I activities was followed by the drop in

AIs (right column in Figure 5.16d).
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Figure 5.16: Excitatory and inhibitory activities in RAND-REG and REG-RAND condi-
tions. (a) The external input sequences (duration= 80 ms, SOA= 80 ms, amplitude= 1
spikes/s, rise/fall time= 15 ms). The vertical white lines indicate the onset/offset of a reg-
ular sequence. (b) The activities (in firing rate, color coded) of the 60 E and I populations.
(c) The 60 E and I activities are plotted separately in four resonant banks. Each bank
comprises 15 nodes that receive the 15 tonal inputs. The nodes in the 1st bank have the
weakest wIE

j j and wEI
j j and thus show slower dynamics than the nodes in other banks. (d)

The asymmetry indices AIEE (black curves) and AIIE (red curves) are changing over time
due to the plasticity terms pEE and pIE . Left column: condition RAND10-REG10. Right
column: condition REG10-RAND10.
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The I activities contribute to the level shift in MEG amplitude. The simu-

lated MEG signals were generated along with the network activities shown in Fig-

ure 5.16. We can check the contributions of E-to-E and I-to-E currents to the

simulated MEG signals by varying the respective parameters rcurrent1 and rcurrent2

described in Equation 3.33. Figure 5.17 shows the simulated MEG signals with

[rcurrent1,rcurrent2] = [1,0], [0,1] and [0.5,0.5]. The E-to-E currents contributed a

lot to the On responses (Figure 5.17a). The I-to-E currents contributed to the level

shift of MEG amplitude (Figure 5.17b), which resembled the prominent shift in

RMS of MEG responses shown in Figure 5.13b. This suggests the importance of

considering I activities in simulating MEG signals. The simulated MEG signals

considering mixed E and I activities (Figure 5.13c) reproduced the MEG observa-

tion shown in Figure 6.3b4.

4Except that the mismatch response and Off responses were not reproduced in this simulation,
because I focused on regularity formation and did not include change detectors in the network.
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Figure 5.17: Simulated MEG signals in RAND-REG and REG-RAND conditions. (a)
Contribution of the excitatory currents on the pyramidal cells (i.e., rcurrent1 = 1 and
rcurrent2 = 0). (b) Contribution of the inhibitory currents on the pyramidal cells (i.e.,
rcurrent1 = 0 and rcurrent2 = 1). (c) Contribution of both the excitatory and inhibitory cur-
rents on the pyramidal cells (i.e., rcurrent1 = 0.5 and rcurrent2 = 0.5). The vertical blue lines
indicate the onset/offset of a regular input sequence. Left column: condition RAND10-
REG10. Right column: condition REG10-RAND10.

RMS amplitude correlates with input predictability. I have shown that the

input stimuli alter the network connection through short-term plasticity (regular-

ity encoding), which in turn affects the neural activities (regularity representation).

Here I further assume that the correlation between RMS amplitude and input pre-

dictability (Figure 5.12) is due to short-term plasticity. Below I check the effect

of the three plasticity terms a, pEE , and pIE on the amplitude of simulated MEG

signals.

Figure 5.18a shows the simulated MEG signals in REGn-RANDn conditions (with

alphabet size n = 5,10,15) where only the synaptic adaptation term a was consid-

ered. Figure 5.18b shows the mean MEG amplitude in REG (t = 2 to 4 s) and in

RAND (t = 7 to 9 s) for alphabet size n = 2,3, ...,15. Shorter alphabet size n re-
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sulted in slightly smaller mean MEG amplitude because the adaptation effect was

stronger. In addition, the mean MEG amplitudes in RAND conditions (blue curve)

were slightly smaller than in REG (red curve) because the synapses had on average

shorter time to recover in RAND than in REG. Figure 5.18c shows the effective

strength of wEE
k j (black curve), wIE

k j (red curve), and wIE
jk (red dashed curve) at the

last repetition (around t = 4 s) where the regular sequence included order j→ k.

In this case the term a did not change too much of wEE
k j .

Figure 5.18d shows the simulated MEG signals where the synaptic adaptation term

a and the depression/facilitation term pIE were considered. The MEG signals

started to go a bit higher after the second repetition (indicated by the red, orange

and green vertical lines). The MEG signals drop fast at the switch (indicated by

the black vertical line). Figure 5.18e shows that the difference between REG and

RAND was increased, because pIE introduced less suppression on the regular or-

der and more suppression on the other orders. Figure 5.18f shows that the effective

strength of wIE
k j and wIE

jk were driven further away from initial values (red horizontal

line) as the alphabet size decreased5. In this case, the simulation result fulfilled ob-

served effect of regularity (i.e., group RMS: REGn > RANDn). However, the effect

of alphabet size was not fulfilled (i.e., group RMS: REGn > REGn+1; RANDn >

RANDn+1) because terms a and pIE only induced adaptation and lateral inhibition

among the E populations.

Figure 5.18g shows the simulated MEG signals where the three terms a, pEE , and

pIE were considered. The MEG signals started to go up after the second repetition

(indicated by the red, orange, and green vertical lines), which resemble the rise of

RMS amplitude at the 8, 14, and 21 tones shown in Figure 5.12a. In Figure 5.18h,

we see the simulation fulfilled the observed effect of regularity (i.e., group RMS:

REGn > RANDn) as well as the effect of alphabet size (i.e., group RMS: REGn >

REGn+1; RANDn > RANDn+1). Figure 5.18i shows that pEE
k j enhanced a lot on

wEE
k j (black curve) as the alphabet size decreased.

The contributions of three short-term plasticity terms a, pEE and pIE for sequence

regularity formation are summarized below.

1. The term ak j (k = 1,2, ...N) reduces the continuation of E j activity, which

contributes to the On responses in the MEG signals. It stabilizes the network

5alphabet size n = 2 was a special case because the effect of pIE
k j and pIE

jk canceled each other
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from getting overwhelmed by the synchronous firing among the E popula-

tions.

2. The term pEE
k j (k = 1,2, ...N; k 6= j) promotes the activity of population Ek

in the regular sequence order j→ k. This accounts for the effect of alphabet

size (i.e., group RMS: REGn > REGn+1; RANDn > RANDn+1).

3. The term pIE
k j (k = 1,2, ...N; k 6= j) alters the ‘impedance’ of network con-

nections by either reducing Ik activity in regular order j→ k, or increasing Ik

activity in regular order k→ j. This accounts for the effect of regularity (i.e.,

MEG amplitudes: group RMS: REGn > RANDn). The increased I activities

account for the prominent increased RMS amplitude in REG conditions.
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Figure 5.18: The contribution of the three types of plasticity. (a) The simulated MEG
signals in REGn-RANDn condition (n = 5,10,15) when only the plasticity term a was
considered. The red, orange and green vertical lines indicate respectively the start of the
second repetition of sequence with alphabet size n = 5, 10, and 15. The black vertical line
indicate the time of the switch from REG to RAND. (b) The mean and standard deviation
of MEG amplitude during the last second in REG and in RAND. (c) The connections wEE

k j ,
wIE

k j , and wIE
jk between Node j and k at the last repetition in REG, where the two nodes

were activated in the order j→ k. (d-f) The plots where synaptic adaptation on W EE and
the sequence-order-dependent short-term plasticity on W IE are considered. (g-i) The plots
where synaptic adaptation on W EE and the sequence-order-dependent short-term plasticity
on W EE and W IE are considered.

5.4 Mechanism underlying regularity formation

In simulations III and IV, I used similar approaches to implement regularity forma-

tion where the principle is to represent a regular feature (e.g., regular tone, loud-

ness, duration, periodicity, sequence, or abstract rule) in the stable neural activities

that collapse in response to a violation. The approaches I used have three important

ingredients in common:



Chapter 5 85

1. Place coding. The place coding of the periodicity and tones were based on

the tonotopic and periodotopic maps in the auditory cortex found in fMRI

studies. It is crucial that features are place-coded so that the short-term plas-

ticity can work on it (e.g., to connect neighboring nodes for sustained res-

onance, or to alter connection strength in favor of a sequence order). The

current models in the simulations would not work if the input SOA were

rate-coded by a single node.

2. Large time constant τi. The time constant τi of the I populations was set

larger for regularity formation than for change detection. As illustrated in

Figure 5.10, a large τi can increase the capacity of memory trace. Also,

a large τi smoothens the neural activities, which stabilizes the change in

connection strength due to short-term plasticity.

3. Short-term plasticity. To encode the regular features in the connection

patterns at the timescale of hundreds of milliseconds, short-term plasticity

seems to be a better candidate than long-term plasticity (e.g., spike timing

dependent plasticity). Simulations III and IV have demonstrated how the

regular feature can be encoded in the connections and represented by the

stable neural activities.

The three ingredients are biologically plausible. In addition, the approach that uti-

lizes place coding and short-term plasticity for regularity formation is economical,

because the network dynamics can then have multiple stable points with the flex-

ibility to reorganize and with a sufficient resolution of features6, which is more

practical than to design a network with a number of stable points to represent a

single feature in a pseudo-continuous fashion.

The concept of regularity formation may have a similar counterpart in the other

models of deviance detection. The short-term plasticity in the phase of regularity

encoding was a generalized version of the synaptic adaptation used in the adapta-

tion model. The regularity representation by neural activities can be analogous to

the prediction signals in the prediction model. However, there is a clear difference.

In the prediction model, the prediction is modified after a error signal is generated.

In the proposed generic deviance detection principle, the regularity representation

collapses before the change response is generated.

6The change responses can be viewed as transient trajectories during the switch between two
stable points, so the distance between two stable points means the magnitude of change. This will be
discussed in Chapter 6
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More experimental evidence is required to refine this approach for regularity for-

mation. The difficulty is that the various forms of short-term plasticity of different

types of synapse have not been fully explored, and different combinations of the

plasticity rules may all give rise to acceptable simulation results. Even so, record-

ing the activities of excitatory and inhibitory neurons shall provide nice clues for

the modeling study.
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Deviance detection

“Before I had studied Zen for thirty years, I saw mountains as mountains, and

rivers as rivers. When I arrived at a more intimate knowledge, I came to the point

where I saw that mountains are not mountains, and rivers are not rivers. But now

that I have got its very substance, I am at rest. For it’s just that I see mountains

once again as mountains, and rivers once again as rivers.”

– Qingyuan Weixin

6.1 Overview

Deviance detection is a function that detects unexpected events. The proposed

generic deviance detection principle suggests that unexpected events cause sudden

changes in the representation of regularity, and these changes trigger the neigh-

boring change detectors. In Chapter 4, I focused on the change detection and the

underlying wiring patterns. In Chapter 5, I focused on the regularity formation

and the neural representation of regularity. In this chapter, I come back to the

generation of deviance-related responses, with a focus on the interaction between

regularity formation and change detection.

I use the OSR and the sequence MMN as examples of the deviance-related re-

sponses. The elicitation of OSR requires the expectation to a constant periodicity

of the repetitive stimuli, where the expectation can be encoded and represented

by a network used in Section 5.2.2. Likewise, the elicitation of sequence MMN
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requires the expectation to regular input sequence, where the expectation can be

encoded and represented by a network used in Section 5.3.2. For demonstrations,

simulation V showed that the OSR can be regarded as a change response to the

cessation of constant periodicity. Simulation VI showed that the sequence MMN

can be regarded as a change response to the switch in sequence regularity, where

the change response can be a mixture of an On response to the deviant and an Off

response to the cessation of regularity. At the end of this chapter, I provide my

viewpoints on the confusions and conflicts (mentioned in Section 2.4) regarding

the mechanism underlying deviance detection.

6.2 Omitted-stimulus response

6.2.1 Experimental observations

The omitted-stimulus response (OSR) differentiates itself from the Off response

by its property of temporal expectation. The OSR possesses many properties1 as

observed in an MEG study [Andreou et al., 2015] shown in Figure 6.1:

1. The peak latencies of OSR are proportional to the stimulus onset asynchrony

(SOA) of the repetitive stimuli. In order words, the OSR rises after a con-

stant delay after the due-time, where the due-time means the time when the

omitted stimulus was expected.

2. There are usually pre-activated peaks before the due-time. The pre-activated

peaks rise before the OSRs, often with smaller amplitudes. The latencies

of the pre-activated peaks are proportional to the SOAs, which reflect the

temporal expectation.

3. There are different MEG waveforms during the repetitive stimuli of different

SOAs. This reflects the resonant property of brain networks collaboratively

encoding the periodicity. The adaptive mechanism can be seen in the gradu-

ally down-going curves and the subtle tuning in the waveforms.

These properties can be accounted for by the generic deviance detection princi-

ple. Below in the simulation (Section 6.2.2), I demonstrated that the OSR can be

1These properties are ubiquitous. See other studies mentioned in Section 2.2.2.
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regarded as a change response (or an Off response) to the cessation of a stable

periodicity.

Figure 6.1: Omitted-stimulus response (MEG). (A) Group RMS (RMS of individual sub-
ject RMSs across 40 channels) time-locked to the offset of the last tone (t = 0 ms). The
stimulus input contained either a long pure-tone stimulus (CONT) or sequences of 25 ms
tone burst with inter-onset-intervals (IOI) of 75, 125, and 225 ms. The arrows indicate the
response peaks (mean latencies: CONT = 95 ms, IOI75 = 195 ms, IOI125 = 227 ms, and
IOI225 = 317 ms). (B) A focus on the IOI225 condition. The offset peak (yellow circle)
rose after the tue-time (red dashed line). There was another peak rising before the due-
time, which resembled the pre-offset peak (gray circle). The significant difference (offset
peak > pre-offset) was sourcelocalized to the bilateral superior temporal gyrus (STG) and
post-central gyrus (PCG). (Figure copied from [Andreou et al., 2015])

6.2.2 Simulation V: omitted-stimulus response

This simulation demonstrated (1) the temporal expectation illustrated in Figure

6.2a, where the peak latency of the simulated MEG signal is equal to the SOA plus
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a constant delay d, (2) the pre-activated peak before OSR, and (3) the different

waveforms across SOAs.

Simulation settings

Network and input. The network comprised N = 21 nodes (Figure 6.2b), where

Nodes 1 to 20 formed a resonant bank (or a bank of oscillators. See also Figure

5.4a) and Node 21 was a change detector connected to the resonant bank with re-

scaled2 inter-node connections selected from the W solutions of Dec-Off type (see

also Section 4.2.2). The resonant bank comprised nodes with different resonance

frequencies [May and Tiitinen, 2001, Large et al., 2010]. The use of a resonant

bank is based on the observation that the auditory cortex shows a spatial repre-

sentation of both frequency and periodicity [Langner et al., 2009, Barton et al.,

2012, Baumann et al., 2011]. Previously, the resonance frequency of a node was

controlled by its intra-node connections and a proper background input for a better

linear working range (Figure 5.5 in Chapter 5). In this simulation, the resonance

frequency of a node was controlled by its time constants τe and τi for simplicity,

where the background inputs to every node could then be set the same. The exter-

nal inputs were fed to the resonant bank. An input trial was a prolonged stimulus

(duration= 7000 ms, amplitude= 1 spikes/s, rise/fall time= 10 ms) or repetitive

stimuli (SOA= 75 to 250 ms, duration= 50 ms, amplitude= 1 spikes/s, rise/fall

time= 10 ms). Detailed configurations were specified in Table 6.13.

Short-term plasticity. Short-term plasticity was applied to the inter-node connec-

tions W EE and W EI in the resonant bank4 as a possible solution for the regularity

formation of input periodicity. The general form of plasticity term pk j (j 6=k) de-

scribed in Equation 3.32 is rephrased into below Equations 6.1 and 6.2, where pEE
k j

strengthen the efficacies wEE
k j , and pEI

k j strengthen wEI
k j

5. The plasticity term pEE
k j

increases if the covariance Cov j,k,∆t(t) between mE
j (t) and mE

k (t) from time t−∆t

to t is positive, and otherwise decreases gradually back to zero (Equations 6.1).

Similarly, the plasticity term pEI
k j increases if Cov j,k,∆t(t) is negative, and otherwise

2The inter-node connections W need to be re-scaled according to the number of nodes in the
resonant bank, because the W solutions are based on the two-node network.

3Other parameters were same as the default values in Table 3.1.
4Applying short-term plasticity on W EE and W IE also works in this example.
5Synaptic adaptation was considered in simulation III (Section 5.2.2) but not considered in this

simulation. It turned out that the plasticity term pEI
k j had a similar effect as the synaptic adaptation

term ak j in this case.
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Table 6.1: Configurations for simulation V: omitted-stimulus response

Par. Value (Node 1-20) Value (Node 21) Unit

Impulse response function

τe 4 to 13 20 ms
τi 2τe 40 ms
He 3.25×10/τe 3.25×10/τe mV
Hi 22×20/τi 22×20/τi mV

External connections

wEX 220×0.3 0 1
wIX 220×0.15 0 1

Par. Value Unit

Intra-node connections ( j = 1,2, ...,20; k = 21)

[wEE
k j ,w

IE
k j ,w

EI
k j ,w

II
k j] 135×10−3× [12,6,6,6] 1

[wEE
jk ,wIE

jk ,w
EI
jk ,w

II
jk] 135×10−2× [6,6,12,12] 1

decreases gradually back to zero (Equations 6.2). The weight masks gEE
k j and gEI

k j

consider the effectiveness of plasticity as a function of the distance between nodes

j and k. For 20 nodes in the resonant bank, the weight masks follow the Gaus-

sian function exp
(
−( j− k)2/2σ2

)
, where σ was set to 4 and 8 for gEE

k j and gEI
k j ,

respectively.

ṗEE
k j (t) =

−pEE
k j (t)

τEE
p

+κ
EE
p ·gEE

k j ·
[
Cov j,k,∆t(t)

]
+

(6.1)

ṗEI
k j (t) =

−pEI
k j (t)

τEI
p

+κ
EI
p ·gEI

k j ·
[
−Cov j,k,∆t(t)

]
+

(6.2)

Simulated MEG. The simulated MEG signals R(t) were generated according

to Equation 3.6. In order to highlight the contribution of node 21 (change de-

tector), the node weight r21 was set three times larger than the other weights

r1−20. The contribution of positive and negative ion currents were set equal:

rcurrent1=rcurrent2=1.
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Figure 6.2: Omitted-stimulus response (OSR). (a) Illustrative responses that show tempo-
ral expectation. The peak latencies should be linear to the SOA if the offsets of stimuli are
aligned (red line), or a constant d if the due-times are aligned (empty rectangles). See, for
example, Figure 2 in [Andreou et al., 2015]. (b) In the simulation settings, the R nodes
(left column) are simply implemented with different time constants τe and τi, leading to
different resonance frequencies. A prolonged stimulus or periodic stimuli are fed to these
R nodes. (c) The simulated MEG signals (black curves) rise after the due-time (black
vertical lines) and show different peak latencies and peak amplitudes (marked with blue
triangles). The small peaks (marked with green triangles) reflect the momentum of the
bank of oscillators. (d) Simulated peak latencies are linear to the SOA. Simulations are
run for several trials for each SOA where the offset time is changed. The peak latencies
in each simulation trial (blue dots) under the same SOA can be different, which depends
on the network stability during the stimulus and the offset time. Black dots are the mean
peak latencies. The peak latencies show an approximately constant delay with respect to
due-time (time of predictable omission, dashed line) when the SOAs are below 200 ms.
The peak latencies become unstable across trials when SOAs are above 200 ms. In other
words, the temporal expectation is preserved in this network for SOAs smaller than 200
ms.
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Simulation results

Figure 6.2c shows the simulated MEG signals under prolonged (CONST) and pe-

riodic stimuli (SOAs: 75, 125, 175, and 250 ms; stimulus duration: 50 ms). As the

input SOA increased, the latency of the OSR peaks (blue triangles) increased, and

the amplitude decreased. This is in line with MEG observations [Andreou et al.,

2015]. The small pre-activated peaks before the OSR (particularly clear for SOA

125 and 175; green triangles) were located at the time of the omitted stimulus,

which resembles the expected evoked potential before the OSR (e.g., Figure 7B

in [Bullock et al., 1990]). The resonant bank with short-term plasticity enabled the

tolerance of a range of input SOAs, the sustained resonance that causes the pre-

activated peak, and the different resonant waveforms during the repetitive stimuli.

Figure 6.2d shows that the network is able to respond with the correct timing (i.e.,

a constant delay after due-time) if the SOA is within 150 ms. The peak latencies

become unstable for SOAs larger than 200 ms. This limitation is due to the limit

of resonance frequencies in the resonant bank. As can be seen in Figure 6.2c, the

simulated MEG data for SOA 250 is not as stable compared to the faster SOAs.

In this example, I demonstrate that the cortical OSR can reflect a detection mech-

anism upon the stable representation of periodicity. The sustained resonance was

crucial for temporal expectation. This is in line with the observation that the au-

ditory brainstem does not generate overt OSRs [Lehmann et al., 2016], likely be-

cause sustained resonance has not happened at that stage. Source analysis, as well

as fMRI, showed that the OSR (more specifically, the fast OSR [Karamürsel and

Bullock, 2000]) is localized in the auditory cortex [Raij et al., 1997,Mustovic et al.,

2003,Yamashiro et al., 2009,Andreou et al., 2015], suggesting that the auditory cor-

tex has the capacity to represent a certain range of periodicity locally (e.g. under

200 ms). However, I have not yet fully investigated the neural mechanism under-

lying temporal expectancy. The resonant bank, which only assumes heterogeneity

across neural populations, is so far a good candidate for implementation.
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6.3 Mismatch negativity

6.3.1 Experimental observations

The responses in a roving paradigm reveal the progress of regularity formation and

change detection, and thus are useful for demonstrating the generic deviance detec-

tion principle. In Figure 6.4a, an MEG study shows how the human brain responds

to the switch between regular and random complex acoustic patterns [Barascud

et al., 2016]. There are On and Off responses at the onsets and offsets of the stim-

ulus sequence. An MMN response is elicited by the transition from regular to

random sequences (REG-RAND), while there is only a gradually rising root mean

square (RMS) amplitude the other way around (RAND-REG). Also, the RMS am-

plitude is higher during regular sequences compared to random sequences.

a b

Figure 6.3: Brain activities during regular (REG) and random (RAND) sequences. (a)
fMRI group activation for REG and RAND conditions. The white arrows indicate the mid-
line of Heschl’s gyrus. (b) MEG responses (RMS of individual RMSs) to RAND-REG and
REG-RAND conditions (yellow curves) as well as the RAND and REG conditions (blue
curves). See also individual RMSs in Figure 5.13. The horizontal black lines indicate sig-
nificant differences between the blue and yellow curves. The vertical dashed lines indicate
the time of transition. The responses after high-pass filtering are shown underneath the
main curves. A mismatch response can be seen in the filtered response in REG-RAND
condition. (Figure copied from [Barascud et al., 2016])
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6.3.2 Simulation VI: sequence MMN

This simulation demonstrated (1) On and Off responses at the onset and offset of

stimulus sequences, (2) MMN response to the transition from regular to random

sequences, and (3) different RMS amplitudes during REG and RAND presenta-

tions.

Simulation settings

Network and input. The network comprised three nodes, where two nodes were

responsible for regularity representation, and one node served as a change detec-

tor (Figure 6.4a). Nodes 1 and 2 received the respective inputs RAND and REG

(prolonged stimuli; amplitude= 1 spikes/s; rise/fall time= 10 ms) representing the

identities of the random and regular sequences. The duration of the inputs RAND

(2 s) and REG (2.5 s) were set to match the experimental results in Figure 6.3b.

The two inputs and Nodes 1,2 were not meant to model the physical stimuli and

the corresponding cortical areas6, but to capture the fMRI observation showing the

different portions of activation for RAND and REG conditions (Figure 6.3a).

Short-term plasticity. The inter-node connections between nodes 1,2 and node

3 were selected from the W solutions of Inc-OnOff type, and the inter-node con-

nections between nodes 1 and 2 were tuned manually to match the observed RMS

waveforms in Figure 6.3b. No short-term plasticity was used in this simulation

because the actual process of regularity formation was not considered. Detailed

configurations were listed in Table 6.2.

Simulated MEG. The simulated MEG signals were generated according to Section

3.6. In order to highlight the contribution of Node 3 (change detector), the node

weight r3 was set six times larger than the other weights r1,2. The contribution of

positive and negative ion currents (rcurrent1 and rcurrent2) were both set to 1.

6The network of 60 nodes for regularity formation in simulation IV in Section 5.3.2 was meant
to model the the physical stimuli and the corresponding cortical areas. The regularity representation
by Nodes 1 and 2 is simply a result of regularity formation
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Table 6.2: Configurations for simulation VI: sequence MMN

Par. Value Unit

Impulse response function

τe 10 ms
τi 20 ms
He 3.25 mV
Hi 22 mV

Sigmoid function

e0 2.5 spikes/s
r 0.56 1/mV
v0 6 mV

Intra-node connections

[wEE ,wIE ,wEI,wII] 135× [0.8,0.6,0.2,0.05] 1

Background inputs

B 220×0.5 spikes/s

External inputs and connections (q = RAND, k = 1; q =REG, k = 2)

Amplitude of xq(t) 1 spikes/s
wEX

kq 220×0.3 1

wIX
kq 220×0.15 1

Inter-node connections ( j = 1,2; k = 3)

[wEE
k j ,w

IE
k j ,w

EI
k j ,w

II
k j] 135× [0.1,0.4,0.1,0.2] 1

[wEE
jk ,wIE

jk ,w
EI
jk ,w

II
jk] 135× [0.1,0.1,0.2,0.1] 1

Inter-node connections ( j = 1; k = 2)

[wEE
k j ,w

IE
k j ,w

EI
k j ,w

II
k j] 135× [0.4,0.4,0.2,0.2] 1

[wEE
jk ,wIE

jk ,w
EI
jk ,w

II
jk] 135× [0,0,0.25,0.25] 1
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Figure 6.4: The network and the simulated MEG signals for sequence MMN. (a) In the
simulation settings, a three-node network is used for mimicking the observation in Figure
6.3b. The R nodes (Nodes 1 and 2) receive the inputs representing RAND (orange pro-
longed stimuli) and REG (green prolonged stimuli), respectively. The inter-node connec-
tions W between the C node (Node 3) and the R nodes were selected from the W solutions
such that the C node shows Inc-OnOff responses to the inputs. The connections between
Nodes 1 and 2 were tuned manually so that the two nodes inhibit each other with different
strength. This resulted in the different MEG levels during RAND and REG conditions. (b)
Simulated MEG signals of the three-node network. The vertical dashed lines indicate the
onsets/offsets/switches of inputs RAND and REG.

Simulation results

Figure 6.4b shows the simulated MEG signals of the three-node network in the

RAND-REG and REG-RAND conditions. There were On and Off responses at the

onsets and offsets of the inputs (around t = 0.5 s and 4.5s). There was a mismatch

response at the switch from REG to RAND (around t = 2.5 s, lower panel), but

not at the switch from RAND to REG (around t = 2 s, upper panel). Figures 6.5

and 6.6 show the firing rates and PSPs of the three nodes, in which we can see how

the inter-node connections affected the interaction between the nodes. Figure 6.7

showed the phase portraits of Node 3, in which we can understand why there was

no mismatch response at the switch from RAND to REG.

In Figures 6.5 and 6.6, the onsets of RAND-REG and REG-RAND trigger the On

responses in Node 3, the transient disinhibition as described in Section 4.3.1. The
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offsets of RAND-REG and REG-RAND trigger the Off response in Node 3. The

Off responses are highlighted by the rectangles P1 and P2, where we can see the

inhibited I3 PSP before the release from long-lasting disinhibition as described in

Section 4.3.2. Node 3 shows increased activities (especially the firing rate mE
3 (t)),

because the inter-node connections between Nodes 1,2 and Node 3 belongs to the

W solutions of Inc type. The activities of Node 2 during REG were higher than

those of Node 1 during RAND, because I2 strongly inhibit E1 and I1 (highlighted

by the green rectangles) so Node 1 has no chance to inhibit Node 2 during REG.

On the other hand, Node 2 slightly inhibits Node 1 during RAND because I2 was

still active (orange rectangles). In short, the unbalanced inhibition between Nodes

1 and 2 resulted in the different levels of network activity in REG and RAND

conditions.

The absence of a mismatch response at the switch from RAND to REG can be

better explained by checking the transitions in the phase portraits. In Figure 6.7a,

b, and d, the transitions (black curves) resembles the ones in the offset detection in

Figure 4.6b and d, where the clockwise trajectories flip up, show a transient peak,

and become counter-clockwise. In Figure 6.7c, the transition from RAND (orange

trajectory) to REG (green trajectory) goes in the other direction, where both vE
3 (t)

and vI
3(t) are pulled more negatively, and there is no chance for a ‘release from

disinhibition.’ This explains why Node 3 does not responds to the switch from

RAND to REG, even though it responded to the RAND offset and the REG onset.

In other words, the response of a change detector is not intuitively a superposition

of its Off response to one event and its On response to another. Rather, the response

depends on the transition between the two steady states of the change detector7.

I did not use more realistic settings. The rise/fall time of the two inputs could

have been set differently, because it is reasonable to set a longer rise time for the

REG stimulus input because it takes some time (at least a sequence length) to form

regularity representation. This could directly explains why there was no mismatch

response in the RAND-REG transition. Moreover, the intensity of the two stimulus

inputs could have been reasonably set differently because the status of neural pop-

ulations under REG and RAND can be dramatically different. This could directly

explain the level changes in RMS amplitude. In this simulation, I set the inputs

REG and RAND identical, in an attempt to highlight the effect of inter-node con-

7This is different from the case of multiple change detectors, where the overall mismatch response
can be the sum of On responses in some nodes and Off responses in other nodes
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nections W on the reshaping of the network activity. Again, this simulation did not

focus on the details of regularity formation. To understand how the REG sequence

causes higher RMS amplitude, I assumed short-term plasticity on W EE and W IE is

required in the lower-level neural populations at the stage of regularity formation

(See simulation IV in Section 5.3.2).
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Figure 6.5: Activities of the three-node network (RAND-REG). The left column shows
the firing rates of the three nodes, and the right column shows the PSPs. The activities
(firing rates and PSPs) of the E and I populations are shown in the black and red curves,
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Figure 6.6: Activities of the three-node network (REG-RAND). Same settings as in Figure
6.5. See details in simulation results. The trajectories P1 and P4 are shown in Figure 6.7a
and d.
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a b

c d

Figure 6.7: Phase portraits of Node 3. The orange and green phase portraits represent
the steady state during RAND and REG, respectively. Black dots indicate the time of the
offset/switch. The black curves show the trajectories (200 ms) during the transition. (a) An
Off response at the offset of RAND. i.e., the P1 in Figure 6.6. (b) An Off response at the
offset of REG. i.e., the P2 in Figure 6.5. (c) No peak at the switch from RAND to REG.
i.e., the P3 in Figure 6.5. (d) A mismatch response at the switch from REG to RAND. i.e.,
the P4 in Figure 6.6.

6.4 Mechanism underlying deviance detection

The OSR is not just sustained resonance. The OSR is differentiated from the Off

response by its peak latencies that are proportional to the SOA in repetitive stim-

uli, reflecting the role of temporal expectancy. To maintain a short continuation

of neural activity (i.e., sustained resonances) that preserves the periodicity of the

repetitive stimuli, models that claim to account for the OSR utilize either an adap-

tive approach [Thivierge and Cisek, 2011] or place coding approach [May and

Tiitinen, 2001]. However, sustained resonances alone cannot fulfil all observations

in terms of peak amplitude and peak latency of the response. First, for the peak

amplitude, the OSR cannot simply rely on the sustained resonance since the ampli-
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tude of OSR can be stronger than the evoked response during entrainment [Horváth

et al., 2010]. Second, for the peak latency, there should be a constant delay follow-

ing the due-time after stimulus offset [Andreou et al., 2015,Schwartz and Berry II,

2008], but the sustained resonance rises exactly at the due-time. Therefore, even

though the sustained resonance is time-locked to the subsequent stimulus, there

seems to be additional neural circuits responsible for the extra delay in peak la-

tency and the stronger peak amplitude than the evoked responses. In simulation

III, I demonstrated that the simulated OSR solves the two issues mentioned above

(Figure 6.2). The model suggests that the cortical OSR can be interpreted as a

cortical Off response at the end of sustained resonance. The simulation results are

also in line with the finding that there is a pre-activated response at the time of

expected onset followed by a mismatch response [Andreou et al., 2015, Bendixen

et al., 2009, SanMiguel et al., 2013].

The OSR is not a prediction signal. The omission paradigm is often used to

differentiate the contribution of adaptation and prediction in MMN generation.

This is based on the assumption that the OSR could not arise without a stimulus

and the involvement of active prediction. Interestingly, the models based on either

the adaptation or prediction hypotheses interpret the OSR as essentially different

from the MMN that is triggered by the classic oddball paradigm. In the adaptation-

based model, the OSR is regarded as a rebound response (i.e., sustained resonance)

rather than a delayed N1 [May and Tiitinen, 2001, May and Tiitinen, 2010]. In the

prediction-based model, the OSR is regarded as a pure prediction signal that orig-

inates from the memory unit rather than prediction error [Wacongne et al., 2012].

Both interpretations imply that the OSR is essentially different from the MMN be-

cause no additional NMDA current is generated. The problem is that neither the

rebound response nor the prediction signal explain the two observations in terms

of amplitude and latency mentioned above. As demonstrated in simulations III and

IV (Figure 6.2 and 6.4), I suggest that the cortical OSR and MMN are essentially

the same, both being the activity of change detectors.

The cross-modal omission paradigm is also used to emphasize the need for predic-

tion. The brain can predict an upcoming event (e.g., a handclap sound) from the

preceding events of another modality (e.g., a silent handclap video, or self-paced

button press) and an OSR is triggered if an expected stimulus is omitted. In a

motor-auditory (MA) paradigm, participants show OSRs when the sound, expected

to be initiated by the self-paced button press, is omitted [SanMiguel et al., 2013].
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In a visual-auditory (VA) paradigm, an OSR is elicited by occasionally omitting the

sound that accompanied a handclap video [Stekelenburg and Vroomen, 2015]. To

date, cross-modal OSRs have not been considered by computational models. How

does the generic deviance detection principle view the OSRs in these cross-modal

paradigms that seem to be bound to an active predicting process? Here I provide my

viewpoint. First, the prediction is likely to be supported by the association between

the cross-modal events (e.g., handclap video or button press, followed by a sound

stimulus) that have to be paired or learned (e.g., by Hebbian learning) in advance

via direct or indirect connections. The existence of association is reflected by the

pre-activation at 40 to 80 ms in the auditory cortex elicited by a visual event [Steke-

lenburg and Vroomen, 2015] or by a motor event [SanMiguel et al., 2013, Steke-

lenburg and Vroomen, 2015]. In the MA paradigm there is no pre-activation in the

auditory cortex in the random condition where the button press is followed by a ran-

domly selected sound and there is also no OSR thereafter [SanMiguel et al., 2013].

This suggests 48 trials is not enough to associate the button press to all 48 sound

samples. Second, due to the pre-activation in the auditory cortex, the MA and VA

paradigms can then be regarded as classic oddball paradigms where the standard

is a ‘weak-strong’ sound pair and the deviant is a ‘weak-omission’ sound pair.

In this sense, the cross-modal omission paradigm resembles an ‘intensity MMN’

or ‘duration MMN’ paradigm rather than an omission paradigm. This analogy ex-

plains why OSRs are elicited in the VA and MA conditions but not in auditory-only

conditions (like a classic omission paradigm) [Stekelenburg and Vroomen, 2015].

More specifically, the SOAs (average 1155 ms) in the paradigm are above the tem-

poral window of integration (TWI) for temporal features such as periodicity, but

still within the TWI for identity features such as intensity and duration. The anal-

ogy can be verified if the VA and MA conditions fail to elicit ‘omission’ responses

when the SOAs are larger than TWI for identifying features. Based on this analogy,

the deviance detection that takes place in the auditory cortex stands alone from the

process of association. This would explain why the pre-activation does not differ

when the chance of sound omission is 50% versus 12%, while the mismatch re-

sponse following the pre-activation depends on the proportion of omission trials

for both VA and MA conditions [Stekelenburg and Vroomen, 2015]. Association

is less likely to be reduced by the 50% omissions, whereas deviance detection re-

lies much more heavily on probability. Taken together, given the pre-activation via

association and the analogy to the classic MMN paradigm, computational models

that account for the classic MMN (e.g., either prediction-based or not) could poten-
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tially also account for the mismatch responses in cross-modal omission paradigms.

From the viewpoint of generic deviance detection principle, the process of deviance

detection (including regularity formation and change detection) takes place locally

in the auditory cortex, even in the case of cross-modal VA and MA paradigms.

Different processes in regularity formation, but the same mechanism in
change detection. The generic deviance detection principle suggests that change

detection may rely on a common neural mechanism (i.e., the local reciprocal

wiring), while regularity formation may, depending on the level of abstraction,

require different brain resources and time to collect relevant information.

There are a number of dissimilarities among deviance-related responses, which, as

discussed below, are mainly due to differences in the process of regularity forma-

tion. I take the differences between cortical OSR and MMN as an example. In

terms of the temporal window of integration (TWI), a pitch MMN can be elicited

by traditional oddball paradigms even when the SOA is larger than 500 ms [Sams

et al., 1993, Bartha-Doering et al., 2015], while the estimated length of TWI for

cortical OSRs is much shorter (160-170 ms) [Yabe et al., 1998]. In terms of at-

tention, it has been suggested that fast and slow periodic sequences elicit cortical

OSRs by two different mechanisms: The fast OSR (periodicity > 5 Hz) is elicited

automatically, while the slow OSR (periodicity < 2 Hz) requires the involvement

of attention [Karamürsel and Bullock, 2000]. The slow OSR can be elicited at large

SOAs such as 800 ms in [Halgren et al., 1995]; and 1000 to 2000 ms in [Busse and

Woldorff, 2003]. The need for attention suggests that the cortical OSR and MMN

are different processes [Ng and Penney, 2014]. In terms of required repetition,

a successful elicitation of MMN needs only two or three repetitions for simple

feature-repetition regularities [Bendixen et al., 2007, Cowan et al., 1993, Sussman

et al., 2007,Winkler et al., 1996], while the cortical OSR requires up to 9 repetitions

in a train for a successful elicitation [Horváth et al., 2010]. The above observations

suggest different processes, related to the degree of difficulty in regularity forma-

tion, underlie cortical OSR and MMN.

There are also several similarities among the deviance-related responses that sup-

port the notion of a common mechanism for change detection. In terms of latency,

the peak latencies of cortical On/Off responses, cortical OSRs, and the MMN all

fall in the range of 100-200 ms [Andreou et al., 2015, Näätänen et al., 1989, Rinne

et al., 2006, Yabe et al., 1998, Raij et al., 1997]. In terms of spatial distribution,

the sources of cortical Off response and MMN are similar. As revealed in animal
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studies, the sources of Off responses appear to be in the non-tonotopic area ad-

jacent to the tonotopic area [Takahashi et al., 2004, Baba et al., 2016]. In dense

mapping MMN studies, the pitch MMN was reported to be generated in the sec-

ondary auditory area (or spreading more widely over the core and belt areas). This

is distinct from the sources of the P1 and N1, at the core areas (A1 and AAF) [Shi-

ramatsu et al., 2013,Pincze et al., 2001]. Cortical responses to the onset, offset, and

pitch change of a continuous stimulus all share similar topography and temporal

profiles, as suggested in several EEG/MEG studies [Yamashiro et al., 2011, Ya-

mashiro et al., 2009,Nishihara et al., 2011]. Deviance-related responses also show

similarities in their dependency on several factors regarding the regularities (e.g.,

probability of deviant, randomness in SOA, number of repetitions, effect of the

NMDA-r antagonists) and the deviance magnitude (e.g., the sharpness in temporal,

spectral, contextual changes). These observations support the notion of a common

neural substrate of change detection for different deviance-related responses.
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Summary, discussion, and future
directions

“Trying to understand perception by studying only neurons is like trying to un-

derstand bird flight by studying only feathers: It just cannot be done. In order

to understand bird flight, we have to understand aerodynamics; only then do the

structure of feathers and the different shapes of birds’ wings make sense.”

– David Marr, 1982

7.1 Summary and discussion

I proposed a generic deviance detection principle based on the observation

that many deviance-related cortical responses occur without clear evidence of

functionally-specific wiring patterns. The principle utilizes the functional term

deviance detection, which includes change detection and regularity formation,

to decipher the neural dynamics elicited by an abrupt change in the stimuli. I

have formulated the characteristics of these functions in Chapters 4,5, and 6. The

proposed principle suggests that reciprocal wiring in the cortex gives rise to the

emergence of change detectors that respond to abrupt changes in the representa-

tion of regularity. With this notion, the deviance-related responses observed in

the cortex such as cortical On/Off responses, the cortical OSR, and the MMN

can be regarded as change responses at different levels of abstraction. Below, I

summarize the simulation works and conclusions regarding these functions.
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Change detection (Chapter 4) is achieved by neural populations that are sensitive to

the onset/offset of the neighboring neural activity. Change detection is a local and

distributed mechanism through reciprocal wiring, with the transient disinhibition

supporting onset detection, and the release from inhibition supporting offset detec-

tion (Figures 4.5 and 4.6). I demonstrated that the reciprocal wiring could account

for the properties of cortical On/Off responses, which include the diverse temporal

profiles across neurons (Figure 4.3) and the distinct onset/offset receptive fields in

a single neuron (Figure 4.4). Since inhibition plays an important role, the NMDA-r

antagonists reduce the emergence of change detectors by reducing the inhibitory

activities. This is because the E-to-I connections are more seriously affected by the

NMDA-r antagonists than the E-to-E connections are (Figure 4.7). Besides, synap-

tic adaptation facilitates not only onset detection but also offset detection (Figure

4.8).

Regularity formation (Chapter 5) is a process that collects and integrates repetitive

features over time. Regularity formation relies on the converging connections to

some inhibitory populations with a larger time constant τi. The neural represen-

tation of regularity is relatively stable compared with the change responses. Both

regularities of periodicity (i.e., the ‘when’) and sequence (i.e., the ‘what’) are en-

coded in the connection patterns through short-term plasticity and represented by

the inhibitory activities. NMDA-r antagonists affect regularity formation by either

reducing the short-term plasticity or breaking the E/I balance.

Deviance detection (Chapter 6) detects changes in the regularity. The deviance

detection process (including regularity formation and change detection) turns the

time-varying sensory inputs into hierarchical spatiotemporal features, which en-

rich the representations of percepts. Compared with the adaptation hypothesis, the

generic deviance detection principle emphasizes the role of change detection that

is rather an active process than a passive adaptation mechanism. Compared with

the prediction hypothesis, the generic deviance detection principle does not rely on

a strict hierarchical structure where the roles of top-down and bottom-up signals

need to be distinguished. Ideally, a random recurrent network should be flexible

and complex enough to foster regularity formation and change detection. Taken

together, I claim that the generic deviance detection principle provides a more

comprehensive viewpoint than the adaptation and the prediction hypotheses do.

Moreover, the principle can be implemented with biologically meaningful models

(e.g., neural mass models), so the model predictions can be verified in experiments.
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Although I aimed to reconcile the confusion and conflict between the adaptation

and the prediction hypotheses, the proposed principle provides some opinions and

model predictions that are not in agreement with the two hypotheses. For exam-

ple, the omitted-stimulus responses should not be considered as pure endogenous

activities such as a sustained resonance or a prediction signal. Also, the NMDA-

r antagonists should generally dampen all deviance-related responses. Below, in

Section 7.2, I seek a unifying framework of perception that integrates the proposed

principle. In Section 7.3, I point out future directions which include experimental

validation and theoretical extension.

7.2 Toward a unifying framework of perception

The approaches to investigating how the brain perceives the world can be twofold.

The bottom-up approach is structure driven, starting from the description of a

biological structure, and adding computational insights when necessary. The top-
down approach is hypothesis driven, starting from the computations needed to be

implemented, and adding biological details when necessary.

With a bottom-up approach, I focused on non-specialized networks and proposed

that change detection and regularity formation might serve as basic building blocks

in perception. However, how the building blocks are organized to achieve cognitive

functions is not clear. As David Marr said in [Marr, 1982], the structure of feathers

and wings do not make sense without a connection with aerodynamics. Therefore,

it is necessary to integrate the knowledge gained from both bottom-up and top-

down approaches in order to understand perception. The ultimate goal is to reach a

level of understanding where a computational model can be built with high cogni-

tive fidelity and high biological fidelity (as illustrated in Figure 3 in [Kriegeskorte

and Douglas, 2018]).

Below in Session 7.2.1, I briefly describe the bottom-up approaches and some bio-

logical constraints at mesoscopic level. In Session 7.2.2, I reviewed some existing

top-down approaches, with a focus on the biological fidelity and the compatibility

with the generic deviance detection principle. I seek for a unifying framework of

perception that considers deviance detection functions (i.e., regularity formation

and change detection) as basic building blocks.
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7.2.1 Bottom-up approaches

The bottom-up approaches look for basic neural computations and properties (e.g.,

association and competition, feature extraction and selectivity, regularity formation

and change detection, signal priming and gating [Kunze et al., 2019], and work-

ing memory [Kunze et al., 2017]) in neural networks with more strict biological

constraints. These computations and properties are the building blocks that pre-

sumably serve emergent cognitive functions such as perception, attention control,

working memory, language acquisition/comprehension/production, reasoning, de-

cision making, and creativity.

So far there is still a gap between the building blocks and the cognitive func-

tions. One reason can be that most building blocks suggested by the bottom-up

approaches were not well integrated into a unifying framework drawn from the

top-down approaches. Below I list the biological constraints considered in the de-

viance detection functions. These biological constraints are to be used to review

the top-down approaches. This reflects, to a certain extent, whether a top-down

framework precisely allocates the bottom-up building blocks in a biological sense.

1. Bidirectional connections
Reciprocal connections are commonly observed in the cortex. The network

structure should also include bidirectional connections to allow direct inter-

action between two nodes. The feedforward neural network, for example, is

not biological in this sense.

2. Soft hierarchy
Even though the brain is likely to process sensory inputs in a hierarchical

manner, strict structural hierarchy was not found in the cortex. As concluded

in [Hilgetag et al., 2000], the hierarchical ordering of brain areas determined

by laminar connections may be indeterminate (i.e., not unique). That is, the

reciprocal connections between two cortical areas may not be asymmetri-

cal enough to define their relative positions in the hierarchy. Moreover, the

cortical areas are not connected in the form of a pure nest (i.e., there are

loops). As Jeff Hawkins said in [Hawkins et al., 2011], “Some regions re-

ceive input directly from the senses and other regions receive input only after

it has passed through several other regions. It is the region-to-region connec-

tivity that defines the hierarchy.” Soft hierarchy, which alters according to
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input-dependent region-to-region connectivity, is more biological than strict

hierarchy.

3. Inhibition
There are many types of inhibitory neurons in the cortex. The functional

roles of inhibition and disinhibition have gained more attention. A network

that includes inhibitory neurons is more biological.

4. Synaptic plasticity
It is more biological if a theory uses learning rules based on experimentally

observed short-term and long-term plasticity.

7.2.2 Top-down approaches

The top-down approaches start with a hypothesis (e.g., the brain might be solv-

ing a Bayesian inference problem), derive the algorithmic computations, and then

go further down to its physical implementation (see Marr’s levels of analysis [Marr

and Poggio, 1976]). For simplicity, I summarized the block diagram and the imple-

mentation (if mentioned) of the top-down approaches. This helps to build bridges

between the top-down and the bottom-up approaches.

1. Block diagram (information flow)
The block diagram shows the information flow in a network. The informa-

tion flow includes inter-node communication and intra-node computation.

Take predictive-coding theory for example. The communication between

nodes A and B includes prediction signals (from A to B) and error signals

(from B to A). The computation define the task of a node. For example, node

A needs to collect affable information to compute the prediction on node B,

and node B need to compute prediction error.

2. Implementation of block diagram (neural coding)
For communication, the implementation considers which pathways (e.g., a

pathway that originates from layer 5 and ends at layer 2/3) and which cod-

ing schemes (e.g., rate coding, temporal coding, oscillations, etc.) are to

be utilized. For computation, the implementation considers how the explicit

representation (e.g., spikes) and the implicit representation (e.g., synaptic

strength) interact to achieve desired computations in a node (canonical mi-

crocircuits).
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I picked three theories: predictive-coding theory [Friston, 2005], Heeger’s theory

of cortical function [Heeger, 2017], and hierarchical temporal memory [George

and Hawkins, 2009]. These theories proposed different viewpoints on how the

brain infers the outer environment from the sensory stimuli. The block diagram

and the implementation based on the theories also vary.

1. Predictive-coding theory
The predictive-coding theory hypothesizes that the brain adapts its internal

model of the world or generative model to match external sensory stimuli

through perceptual inference (i.e., inferring the causes of sensory input) and

perceptual learning (i.e., learning the relationship between input and cause).

There has been several versions of predictive-coding algorithms proposed

to update a generative model from sensory data (see review in [Spratling,

2017]).

Karl Friston suggested in [Friston, 2005], that the processes of perceptual

inference and perceptual learning can be viewed as an inverse problem and

can be resolved by minimizing the brain’s free energy (or prediction error

at all levels of the cortical hierarchy). The evoked cortical responses are

transient expressions of prediction error during perceptual inference, and the

changes in synaptic efficacy result in perceptual learning. Both processes

reflect the brain’s attempt to minimize the free energy. The prediction (top-

down signal; inhibitory) carries prior information from the high hierarchical

levels, and the prediction error (bottom-up signal; excitatory) updates the

generative model. Friston’s predictive-coding scheme fits with the biological

constraints in terms of bidirectional connections and inhibition. Whether this

scheme works in a soft hierarchy condition is not verified yet.

Michael W. Spratling proposed a different viewpoint in grouping the neural

populations [Spratling, 2008a, Spratling, 2008b]: The interaction between

top-down prediction and bottom-up prediction error is implemented within a

cortical area. Therefore, the intra-area connections are inhibitory (top-down)

and excitatory (bottom-up), and the inter-area connections can be purely ex-

citatory. The ‘prediction populations’ in an area send excitatory outputs both

to the ‘error populations’ at the higher hierarchy and to the ‘prediction pop-

ulations’ at the lower hierarchy. Spratling’s predictive-coding scheme fits

with the biological constraints in terms of bidirectional connections, soft hi-

erarchy, and inhibition.
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2. Heeger’s theory of cortical function
David J. Heeger proposed a unified theory of cortical function for guiding

neuroscience and artificial intelligence research [Heeger, 2017]. This was

done by adding feedback and recurrent connections to a feedforward neural

network. The theory demonstrates how information is processed in the net-

work to perform three types of states in perception: inference (i.e., interpret-

ing sensory input with a prior or expectation), exploration (e.g., binocular

rivalry, motion-induced blindness, the Necker cube, and Rubin’s face/vase

figure), and prediction (e.g., predicting motion velocity for behavioral con-

trol). The theory was implemented in a recurrent neural network where the

network state parameters affect the combination of feedforward drive, feed-

back drive, and prior drive on a node, which results in different network

behaviors that are sensory driven, prior driven, or mixed. The state parame-

ters are hypothesized to correspond to attention, acetylcholine (ACh), nora-

drenaline, and oscillatory activity.

Heeger’s theory has a conceptual difference from the predictive-coding the-

ory. The theory does not hypothesize an inversion of an internal model.

Instead, the theory suggests that the prediction (i.e., layer responses) prop-

agates forward, and the prediction error (i.e., mismatch between the layer

responses and the feedforward drive from the previous layer) propagates

backward. (The backward propagation of prediction error has a similar func-

tional role as the backpropagation at the training stage in artificial neural net-

works.) As opposite to the predictive-coding theory, Heeger’s theory showed

that perceptual inference may not necessarily be implemented in a Bayesian

inference manner. Heeger’s theory was demonstrated in a strict hierarchical

structure. Whether the theory allows soft hierarchy is not proved yet. The

physical implementation was not proposed yet by the theory.

3. Hierarchical temporal memory
Hierarchical temporal memory (HTM) [Hawkins et al., 2011] is a machine

learning theory developed to capture the structural and algorithmic proper-

ties of the cortex. The concept behind the theory is that sensory data usually

carries sequential information (or temporal order) at many levels of abstrac-

tion, and the cortex builds a model of the world using a spatio-temporal

hierarchy. For applications, the HTM networks are used to learn and recog-

nize time-varying data such as a sequence of visual patterns and spoken lan-
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guage. According to the HTM theory, inference means recognizing spatial

and temporal input pattern as similar to previously learned patterns. Predic-

tion means activating other regions into a predictive state (or pre-activated

state) that will likely become active by future sensory input.

In the HTM network, every node (called HTM region) comprises a coinci-

dence detector and a mixture of Markov chains. An HTM region learns about

the world by finding patterns and then forming sequences of patterns from

its input. Every HTM region stores sequences of patterns and provides its

representation (belief) to other HTM regions. The communication between

regions can be viewed as a Bayesian belief propagation technique, where

each HTM region provides the belief about itself (bottom-up, feedforward)

and its belief over others (top-down, feedback).

For physical implementation, Dileep George and Jeff Hawkins mapped the

mathematics of HTM to the microcircuits of cortical columns and provided

several predictions [George and Hawkins, 2009]: The neurons in each cor-

tical layer of the microcircuits take care of different functional roles such

as detecting coincidence (layer 4), forming sequence memory, incorporat-

ing feedback information and sending feedforward information (Layer 2/3),

calculating belief distribution over coincidence patterns (layer 5), computing

the feedback information for children (layer 6), and broadcasting feedback

information (Layer 1).

As for the capability of deviance detection, each HTM region is supposed

to be a novelty detector because it “knows” when the input sequence is not

expected. However, the theory did not mention how a HTM region responds

to a deviant. Moreover, the proposed microcircuit of inference does not con-

tain inhibitory neurons, because the authors suggested that inhibitory neu-

rons are involved only in the learning phase. Based on the structure of the

derived building block, I assume the HTM theory can potentially work in a

soft hierarchy condition.

The three theories utilize different contents in the information flow (defined above).

In predictive-coding theory and Heeger’s theory, the information contains predic-

tion and prediction error (in the format of either values or belief). In HTM theory,

the information contains self- and other-estimated beliefs over the Markov chains.
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The generic deviance detection principle proposed in this work suggests the in-

formation contains steady features (regularity) and transient features (change re-

sponse). The two types of feature can be analogous to prediction and prediction

error in predictive-coding theory and Heeger’s theory. The steady feature can be as

well analogous to the belief in HTM theory, but the counterpart of the transient fea-

ture is missing. In this sense, the predictive-coding theory and Heeger’s theory both

provide a more compatible framework for the deviance detection functions than the

HTM theory does. In addition, the proposed principle suggests that the perceptual

hierarchy does not arise from a strict hierarchical network structure. A setting of

soft hierarchy (described in Section 7.2.1) is also an important criterion for an ideal

unifying framework. In this sense, Spratling’s predictive-coding theory [Spratling,

2008a,Spratling, 2008b] and the HTM theory [Hawkins et al., 2011] are more bio-

logical than Frinston’s predictive-coding theory and Heeger’s theory. Based on the

above comparison, Spratling’s predictive-coding theory seems to provide a poten-

tial compatible framework to integrate the deviance detection functions.

7.3 Future directions

The future directions include (i) experimental validation, where the model predic-

tions can be validated, and (ii) theoretical extension to approach a unifying theory

of perception based on the proposed generic deviance detection principle. I have

itemized the two parts as below:

Experimental validation

1. Similar laminar profiles in cortical deviance-related responses. (model
prediction)
The cortical Off response, cortical OSR, and MMN should show similar lam-

inar profiles, for example, sink in layer 2/3 [Javitt et al., 1996]. In addition,

inhibited activity of inhibitory interneurons near the location of the deviance

response should be observed during the stimulus. Taking the pitch MMN

as an example (assuming cortical area A has the best frequency of standard

tone A, area B has the best frequency of deviant tone B, and area X is the

location of MMN), the inhibitory interneurons in area X should be inhibited

by tone A. In addition, area X can be a broader area (which may still include

area B) that surrounds area A.
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2. Sensitivity to NMDA-r antagonists. (model prediction)
It is known that the amplitude of MMN is reduced by NMDA-r antagonists.

NMDA-r antagonists can affect deviance responses at the stage of change

detection by altering the E/I balance (Section 4.3.4). Therefore, the cortical

Off response and the cortical OSR should be also sensitive to the NMDA-r

antagonists, if the assumption of a common change detection mechanism is

correct. Moreover, NMDA-r antagonists can affect deviance responses at the

stage of regularity formation by reducing the short-term plasticity (Section

5.4). Therefore, the amplitude of entrainment to periodic stimuli in omission

paradigms should be reduced by NMDA-r antagonists. Note: this prediction

may have been partially supported by impaired delta entrainment in patients

with schizophrenia [Lee et al., 2017].

3. Identification of regularity formation and change detection.
In the simulations, I found that larger τi is beneficial for regularity formation,

while small τi is enough for change detection (Section 5.2.2). Therefore, the

neural populations serving these two functions should show different tempo-

ral profiles that reflect the time constant τi (e.g., the oscillating frequencies),

which makes it possible to label these neural populations with the corre-

sponding functional roles. The geometric distribution (as well as the laminar

profiles) of the two functions may provide evidence to support the generic

deviance detection principle, and also provide direct insight into the infor-

mation flow in the perceptual hierarchy.

Theoretical extensions

1. To understand the attention mechanism in perception.
Attention affects the amplitudes of deviance responses. In this thesis, I have

not yet considered the attention mechanism in the generic deviance detec-

tion principle. The attention mechanism in perception is still unclear and

is often confused with the concept of prediction. Psychological experiments

suggested that attention and prediction belong to two different processes (see

review in [Schröger et al., 2015]). In the predictive-coding framework [Feld-

man and Friston, 2010], both attention and prediction have a top-down effect,

where prediction suppresses the afferent signal, and attention enhances the

gain of the error signal.



Chapter 7 116

I hypothesize that attention is an ensemble product by distributed brain areas.

The regularity formation is affected by the global pattern of neural activities

(selective attention), and the change response can effectively alter the global

pattern (switch of attention). This viewpoint fits the concept of reservoir

computing and has higher flexibility (maybe also higher biological fidelity)

compared to the predictive-coding concept that emphasizes the separation

between top-down and bottom-up signals (as discussed in Section 7.2.2).

2. Simulations to examine attention effect on regularity formation.
The goal is to build a larger neural network to examine the hypothesis of

attention mentioned in the previous point. The neural network is to contain

more layers (with feedback connections) or more areas (with inter-area con-

nections) where each layer/area represent the regularity of a certain feature.

One can then examine how collective firing patterns (i.e., global patterns)

affect regularity formation.

3. To study the various forms of short-term plasticity.
The plasticity of the various synaptic types makes the network dynamics

more adaptive but also harder to investigate. Although I suggested the need

for other form of short-term plasticity beside synaptic adaptation in regu-

larity formation, I have not yet verified the biological fidelity of the plas-

ticity rules (Chapter 5). Short-term plasticity is affected by selective atten-

tion [Jääskeläinen et al., 2011,Jääskeläinen and Ahveninen, 2014]. The goal

is to use simulations to elaborate the relationship among short-term plastic-

ity, regularity formation, and attention.

4. To investigate the role of various types of inhibitory populations.
The various types of GABAergic neurons in the cortex have different char-

acteristics (e.g., different distribution in layers, different target locations and

target neurons, and different spiking patterns, time constant, and plasticity)

and are likely to serve different functional roles [Griffen and Maffei, 2014].

Also, the role of disinhibition has been a focus of the studies on percep-

tion and memory [Barron et al., 2017] as well as context-dependent behav-

ior [Kuchibhotla et al., 2017, Pi et al., 2013]. To understand the detailed in-

teraction between different inhibitory neurons during the process of deviance

detection, one can consider different types of inhibitory populations in the

simulation and compare the simulation results with the calcium-imaging

studies where the GABAergic neurons expressing different markers such
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as parvalbumin (PV), somatostatin (SST), and ionotropic serotonin receptor

5HT3a (5HT3aR) can be separately identified [Rudy et al., 2011, Tremblay

et al., 2016].

5. Simulations of cross-modal omission responses.
The cross-modal omission responses have not yet been modeled. Linking the

motor-related suppression of auditory responses [Schneider et al., 2018] and

the motor-related omission response in the simulation would gain knowl-

edge on the interaction between motor and perception. The simulations may

require the consideration of a network of more than two areas (point 2 in

Theoretical Extensions) and the assumption of a disinhibition mechanism

(point 4 in Theoretical Extensions).

6. To investigate the emergence of higher cognitive function.
Modeling and simulations have the potential to investigate the emergence of

higher cognitive functions such as language acquisition and comprehension.

By integrating the basic functional properties such as the working memory

and signal flow gating in a three-population model [Kunze et al., 2017], the

conditional priming in two interacting three-population model [Kunze et al.,

2019], and the regularity formation and change detection demonstrated in

this thesis, future modeling studies can potentially investigate the emergence

of higher cognitive functions, where the simulated signals can be verified by

MEG/EEG observations.
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