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Abstract

Several thousand biochemical reactions occur in a living system. The low molecular
weight organic compounds that take part in, or are formed by, these reactions are called
metabolites and their study is known as metabolomics. System-wide comprehensive char-
acterization of metabolites in an organism is crucial for understanding cellular function.

Metabolites cover a wide range of compound classes and exhibit large structural diver-
sity. A vast majority of these metabolites are still unknown and identifying them is a
bottleneck. This physicochemical diversity of metabolites necessitates the application of
different complementary analytical methods for their detection and identification. Mass
spectrometry (MS) is one such method that provides unmatched capabilities for the
detection and identification of analytes. It is being extensively applied for metabolomics
in the recent years. A powerful enhancement to MS-based detection is the addition of
spatial information to the chemical data; an approach called mass spectrometry imag-
ing (MSI). This label-free, non-targeted technique generates a series of localized mass
spectra from discrete positions on the imaged sample, thereby providing comprehensive
information on molecular composition as well as spatial distribution in a single exper-
iment. MSI enables two- and three-dimensional overviews of hundreds of molecular
species over a wide mass range in complex biological samples.

With constant advancements in spectral and spatial resolution and also depending on the
biological sample analyzed, a single MSI experiment is capable to generate large amounts
of multi-dimensional data. The localization of a specific ion species across the imaged
sample can be visualized by creating an ion intensity map. The manual exploration and
interpretation of such data, however, is far from simple. To harness the full potential of
the acquired data, there is a strong need for robust computational approaches that can
extract valuable chemical information captured in a single experiment. In this work, we
present two computational methods and a workflow that address three different aspects
of MSI data analysis: correction of mass shifts, unsupervised exploration of the data
and importance of preprocessing and chemometrics to extract meaningful information
from the data.

High mass accuracy of the acquired MS data is of prime importance for confident peak
annotation. However, this can be compromised due to several factors, leading to mass
errors. In the first part of this thesis, we introduce a new lock mass-free recalibration
procedure that enables to significantly reduce these mass shift effects in MSI data. Our
method exploits similarities amongst peaklist pairs and takes advantage of the spatial
context in three different ways, to perform mass correction in an iterative manner.
Evaluation of our method showed considerable reduction in the mass shifts for different
datasets. As an extension of this work, we also present a Java-based tool, MSICorrect,
that implements our recalibration approach and also allows data visualization.

In the next part, an unsupervised approach to rank ion intensity maps based on the
abundance of their spatial pattern is presented. In current practice, the predominant
approach to analyze MSI datasets is either looking at ion intensity maps to visualize the
distribution of specific masses of interest or using data-mining methods. However, this
conventional approach can prove extremely challenging and labor-intensive in getting an
overview of the measured masses or to explore the distribution of unknown compounds.
There is an acute need for methods that allow untargeted and exploratory analysis of
MSI data. The method presented in this thesis is our first attempt in this direction. Our
method provides a score to every ion intensity map based on the abundance of spatial
pattern present in it and then ranks all the maps using it. To know which masses
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exhibit similar spatial distribution, our method uses spatial-similarity based grouping
to provide lists of masses that exhibit similar distribution patterns. Results for ranking
and spatial-similarity based grouping show a good agreement with visual observations.

In the last part, we demonstrate the application of a data preprocessing and multivari-
ate analysis pipeline to a real-world biological dataset. An optimal data preprocessing
strategy is the key to obtain reliable statistical interpretation of the data. It is critical
to judge and select the right preprocessing and multivariate analysis algorithms based
on the nature of the data. We demonstrate this by applying the full pipeline to a
high-resolution MSI dataset acquired from the leaf surface of Black cottonwood (Popu-
lus trichocarpa). Application of the pipeline helped in highlighting and visualizing the
chemical specificity on the leaf surface.

The computational solutions introduced in this thesis address different issues that are
encountered while analyzing MSI data. The main advantages of our presented recali-
bration method are that mass correction is robust against outliers, is not dependent on
the presence of a lock-mass (namely internal or external calibrant) and can be applied
to datasets that have a varying degree of mass shift across the imaged sample. Our
spatial pattern extraction and image ranking approach allows to quickly explore large
MSI datasets, without any expert knowledge. Lastly, the data analysis workflow pre-
sented can guide researchers to select appropriate preprocessing and statistical methods
for their MSI data. Thus, application of the presented methods will be helpful to im-
prove mass accuracy, in turn enabling reliable compound annotation and they also hold
the potential for use in untargeted studies, further aiding in the identification of novel
biomarkers.



Zusammenfassung

In einem lebenden System treten tausende biochemische Reaktionen auf. Zum Verständ-
nis der einzelnen zellulären Abläufe ist es entscheidend, die auftretenden Substanzen um-
fassend und systemweit zu charakterisieren. Die niedermolekularen organischen Verbind-
ungen, die an diesen Prozessen beteiligt sind bzw. dabei entstehen, werden als Metabo-
lite bezeichnet. Das zugehörige Forschungsgebiet heißt Metabolomics.

Die bisher bekannten Metabolite weisen eine große strukturelle Diversität auf, weswe-
gen sie zu einer Vielzahl unterschiedlicher Substanzklassen gehören. Es muss beachtet
werden, dass ein Großteil dieser Verbindungen noch immer unbekannt und die struk-
turelle Charakterisierung sehr schwierig sind. Aus diesem Grund ist die Anwendung von
verschiedenen komplementären Analysemethoden zur Detektion und Identifizierung der
Metabolite nötig.

Die Massenspektrometrie (MS) weist hierfür unübertroffene Fähigkeiten zur Analyse
von niedermolekularen organischen Verbindungen auf und wird mittlerweile routinemäig
im Bereich Metabolomics eingesetzt. Eine wichtige Erweiterung zur massenbasierten
Detektion ist hierbei die sogenannte bildgebende Massenspektrometrie (MSI), welche
neben den chemischen Daten auch Informationen zur räumlichen Verteilung liefert.
Diese Non-Target-Technik kommt ohne chemische Markierungen aus und generiert inner-
halb eines einzigen Experiments eine Serie von Massespektren für eine diskrete Position
auf der zu untersuchenden Probe. MSI ermöglicht einen zwei- und dreidimensionalen
Überblick zur räumlichen Verteilung von hunderten molekularen Spezies innerhalb eines
großen Massenbereichs in komplexen biologischen Proben. Während eines einzigen MSI-
Experiments wird in Abhängigkeit vom Gewebe eine riesige Menge multidimensionaler
Daten generiert. Diese vergrößert sich auch durch die ständige Weiterentwicklung in
der spektralen und räumlichen Auflösung. Die Lokalisierung der einzelnen Ionenspezies
über die gesamte Probe lässt sich mithilfe einer sogenannten Ionenintensitätskarte (ion
intensity map) visualisieren. Dennoch sind die manuelle Auswertung und Interpretation
dieser Messdaten beraus aufwendig und kompliziert. Um das tatsächliche Potential der
Analysen auszuschöpfen, werden robuste Berechnungsansätze benötigt, die die wertvolle
chemische Information aus den Daten eines einzigen Experiments extrahieren können.

In der vorliegenden Arbeit präsentieren wir zwei Berechnungsmethoden und einen Work-
flow, die sich an drei verschiedene Probleme der MSI-Datenauswertung richten. Dazu
gehören die Korrektur von Masseverschiebungen (mass shifts), die nicht-überwachte
Datenauswertung sowie die essentielle Rolle von Datenvorbehandlung und Chemometrik
zur Extraktion von sinnvollen Informationen aus den vorliegenden Daten.

Die hohe Massengenauigkeit der aufgenommenen Daten ist für die sichere Peakzuord-
nung besonders wichtig. Dennoch kann sie durch verschiedene Faktoren gestört wer-
den, woraus Massefehler resultieren. Wir stellen im ersten Teil der Arbeit eine neue
Methode zur Rekalibration vor, die ohne Lock-Masse (Sperrmasse) auskommt und eine
signifikante Reduktion von Masseverschiebungseffekten in MSI-Daten ermöglicht. Diese
Methode bezieht Ähnlichkeiten zwischen Paaren in den Peaklisten ein und nutzt den
räumlichen Kontext auf drei verschiedenen Wegen, um die Massenkorrektur iterativ
durchzuführen. Die Anwendung unserer Methode auf verschiedene Datenstze zeigte
eine beträchtliche Reduktion von Masseverschiebungen. Weiterhin stellen wir ein Java-
basiertes Tool MSICorrect vor, das einerseits unseren Rekalibrationsansatz beinhaltet
und gleichzeitig Datenvisualisierung erlaubt.

Im zweiten Teil wird ein nicht-überwachter Ansatz vorgestellt, der die Ionenintensitätska-
rten nach der Häufigkeit ihrer räumlichen Muster ordnet. Gegenwärtig wird die Analyse
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von MSI-Daten vorrangig mithilfe von Visualisierung der Massespeziesverteilung anhand
der Ionenintensitätskarten oder mittels Methoden zum Data-Mining durchgeführt. Den-
noch sind diese herkömmlichen Herangehensweisen sehr herausfordernd und arbeitsin-
tensiv, wenn ein Überblick über die gemessenen Massen gewonnen oder die Verteilung
von unbekannten Verbindungen untersucht werden sollen. Daher besteht eine akute
Nachfrage an Methoden, die Non-Target- und explorative MSI-Datenanalysen ermögli-
chen. Die in der vorliegenden Arbeit vorgestellte Methode ist unser erster Vorstoß
in dieses Forschungsgebiet. Sie ermittelt basierend auf der Häufigkeit der enthaltenen
räumlichen Muster einen Wert für jede Ionenintensitätskarte und ordnet sie anhand
dessen anschließend in eine Rangliste ein. Um festzustellen, welche Massen ähnliche
Verteilungen aufweisen, nutzt unsere Methode auf räumlicher Ähnlichkeit basierende
Gruppierung. So können Listen mit Massen ähnlicher Verteilungsmuster generiert wer-
den. Die Ergebnisse aus diesen Vorgehensweisen zeigen eine gute Übereinstimmung mit
visuellen Beobachtungen.

Im letzten Teil der Arbeit demonstrieren wir die Anwendung eines Workflows zur Daten-
vorbehandlung und zur multivariaten Analyse auf einen realen biologischen Datensatz.
Eine optimale Datenvorbehandlung ist der Schlüssel, um eine zuverlässige statistische
Interpretation zu ermöglichen. Es ist entscheidend, anhand der tatsächlich vorliegenden
Daten zu beurteilen, welche Algorithmen zur Datenvorbehandlung und zur multivari-
aten Analyse ausgewählt werden sollten. Wir demonstrieren diesen Sachverhalt durch
Anwendung des kompletten Workflows auf einen hochaufgelösten MSI-Datensatz einer
Laubblattoberfläche der Westlichen Balsampappel (Populus trichocarpa). Es konnte
gezeigt werden, dass dieser Workflow dabei hilft die chemische Spezifität auf der Laub-
blattoberfläche hervorzuheben und zu visualisieren.

Die in dieser Arbeit vorgestellten Berechnungsmethoden befassen sich mit verschiedenen
Problemen, die bei der Analyse von MSI-Daten auftreten. Die wesentlichen Vorteile
unserer Rekalibrierungsmethode bestehen darin, dass die Massekorrektur gegenüber
Ausreißern robust und außerdem unabhängig von einer Lock-Masse (externer oder in-
terner Kalibrant) ist sowie auch auf Datensätze angewendet werden kann, die einen
variierenden Grad an Masseverschiebungen über die gesamte Probe aufweisen. Un-
sere räumliche Musterextraktion und unser Ansatz zum Image-Ranking erlauben es,
große MSI-Datensätze ohne Expertenwissen zu untersuchen. Weiterhin unterstützt der
vorgestellte Workflow zur Datenanalyse Wissenschaftlern darin, angemessene Datenvor-
behandlungen und statistische Methoden für die jeweiligen MSI-Daten auszuwählen.
Somit kann die zukünftige Anwendung der hier vorgestellten Methoden dazu beitragen,
die Massengenauigkeit zu verbessern und gleichzeitig die zuverlässige Peakzuordnung zu
ermöglichen. Weiterhin bergen unsere Methoden ein großes Potential für die Anwen-
dung bei Non-Target-Analysen, insbesondere für die Identifizierung bisher unbekannter
Biomarker.
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Sascha Winter. I would especially like to thank my office mates Markus Fleischauer and
Marcus Ludwig for a fun and wonderful camaraderie since the time I started my PhD.
I am also thankful to them for being ever-ready to help me with technical issues, non-
scientific issues and with German translations. A special thanks also goes to Kathrin
Schowtka for taking care of all the bureaucratic and administrative formalities.

Moreover, I am very grateful for the generous financial support received from the Inter-
national Max Planck Research School, the Jena School for Microbial Ecology, the Max
Planck Society and the University of Jena. I would also like to gratefully acknowledge
the training sessions provided by the International Max Planck Research School and the
Jena Graduate Academy that helped me gain additional skill sets.

I warmly appreciate the time and effort of Kumar Saurabh Singh, Anne-Christin Warsku-
lat, Franziska Hufsky, Tim White and Riya Christina Menezes for proofreading parts
of this thesis and giving advices to improve legibility. A special thanks to Christoph
Zimmer and Anne-Christin Warskulat for helping me translate the abstract to German.

I am immensely grateful to my friends here in Jena: Karen, Anne-Christin, Jelena,
Verena, Garima, Dinesh, Rajarajan, Arpita, Kamlesh, Priya, Rakesh, Govind and Sneha,
for keeping me sane and for being there to listen and share all the highs and lows of this
journey. A big thank you for all the supportive hugs during the trying times.

ix



x

Finally, I owe my deepest gratitude to my grandparents, my mentors, without whom this
would have not started in the first place. My parents Jyoti and Bhalchandra Kulkarni
deserve a particular note of thanks for their endless support and love, for never ques-
tioning me no matter how implausible my decisions seemed and for strongly believing in
my dreams and letting me achieve them. I feel immensely lucky to have such a backing!
I am also very thankful to my in-laws as well as my extended family for being very
supportive.

Last, but not the least, I’m truly grateful to my partner in science and in life, Saurabh.
For just everything. We made it possible despite the distance!



Contents

Preface xiii

1 Introduction 1

1.1 Emerging technologies to visualize and explore biological systems . . . . . 1

1.2 Contribution and scope of this thesis . . . . . . . . . . . . . . . . . . . . . 2

2 An overview of analytical and technological concepts 5

2.1 Biomolecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 Mass spectrometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2.1 Sample inlet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2.2 Ion source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2.3 Mass analyzer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2.4 Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2.5 Mass spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.3 Mass spectrometry imaging . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.3.1 Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.3.2 Data features, computational aspects and visualization . . . . . . . 16

2.3.3 Applications of mass spectrometry imaging . . . . . . . . . . . . . 17

3 Computational processing and analysis of MSI data 19

3.1 Overview of the data analysis workflow . . . . . . . . . . . . . . . . . . . . 19

3.2 Data import and conversion . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.3 Spectral data preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.3.1 Smoothing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.3.2 Baseline correction . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.3.3 Normalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.3.4 Peak picking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.3.5 Spectral recalibration . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.4 Dimensionality reduction and unsupervised data mining . . . . . . . . . . 26

3.4.1 Component analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.4.2 Cluster analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.5 Biological interpretation and further studies . . . . . . . . . . . . . . . . . 32

3.5.1 Molecular identification . . . . . . . . . . . . . . . . . . . . . . . . 32

3.5.2 Supervised classification . . . . . . . . . . . . . . . . . . . . . . . . 33

3.5.3 Combination with other imaging modalities . . . . . . . . . . . . . 33

4 Recalibration of mass spectrometry imaging data 35

4.1 Mass shifts and their correction . . . . . . . . . . . . . . . . . . . . . . . . 35

4.2 Previous contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.3 Lock mass-free recalibration . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.3.1 Spectral similarity measure . . . . . . . . . . . . . . . . . . . . . . 38

4.3.2 Spectral ordering approaches . . . . . . . . . . . . . . . . . . . . . 38

4.3.2.1 Minimum spanning tree ordering . . . . . . . . . . . . . . 38

4.3.2.2 Topological greedy ordering . . . . . . . . . . . . . . . . . 39

xi



xii CONTENTS

4.3.2.3 Crystal growth ordering . . . . . . . . . . . . . . . . . . . 40

4.3.3 Recalibrating a pair of peaklists . . . . . . . . . . . . . . . . . . . 41

4.3.4 Generation of consensus spectrum . . . . . . . . . . . . . . . . . . 42

4.3.5 Final correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.4 Evaluation of mass shift correction . . . . . . . . . . . . . . . . . . . . . . 43

4.4.1 Experimental datasets . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.4.2 Data acquisition and processing . . . . . . . . . . . . . . . . . . . . 43

4.4.3 Recalibration accuracy and performance . . . . . . . . . . . . . . . 44

4.4.4 Evaluation of running times . . . . . . . . . . . . . . . . . . . . . . 47

5 MSICorrect: Mass spectrometry imaging data recalibration tool 49

5.1 Graphical user interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.2 Data import . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.3 Lock mass-free recalibration . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.4 Visualization of recalibration results . . . . . . . . . . . . . . . . . . . . . 52

6 Towards an automated method to characterize biologically relevant
spatial patterns in MSI data 53

6.1 Image processing and pattern extraction . . . . . . . . . . . . . . . . . . . 53

6.2 Previous contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

6.3 Our pattern extraction and image ranking approach . . . . . . . . . . . . 54

6.3.1 Image Content score for an ion intensity map . . . . . . . . . . . . 55

6.3.2 Selection of an image threshold . . . . . . . . . . . . . . . . . . . . 56

6.3.3 Spatial similarity-based grouping of ion intensity maps . . . . . . . 57

6.4 Evaluation of our pattern extraction and image-ranking approach . . . . . 58

6.4.1 Experimental datasets . . . . . . . . . . . . . . . . . . . . . . . . . 58

6.4.2 Method performance . . . . . . . . . . . . . . . . . . . . . . . . . . 59

6.4.3 Evaluation of running times . . . . . . . . . . . . . . . . . . . . . . 62

7 Preprocessing and multivariate analysis of TOF-SIMS imaging data 65

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

7.2 TOF-SIMS imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

7.3 Data processing and analysis . . . . . . . . . . . . . . . . . . . . . . . . . 66

7.3.1 Data preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

7.3.2 Multivariate analysis and clustering . . . . . . . . . . . . . . . . . 68

7.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

8 Conclusion 77

A Supplementary information for Chapter 4 97

B Supplementary information for Chapter 6 105

C Supplementary information for Chapter 7 109



Preface

This dissertation covers large parts of my research in method development and analysis
of mass spectrometry imaging data, for the last four years. During this time, I was
working at the Bioinformatics Group of Professor Sebastian Böcker at the Friedrich-
Schiller Universität, Jena and for a short period at the Mass Spectrometry Group of
Dr. Aleš Svatoš at the Max Planck for Chemical Ecology, Jena. My research was financed
by a scholarship from the International Max Planck Research School, Jena and later by
the Jena School of Microbial Ecology, the Max Planck Society and university’s basic
funding.

Most of the results presented in this work are published [1–3] and have been achieved in
cooperation with my supervisor Sebastian Böcker and our main collaborators Aleš Svatoš,
Filip Kaftan, Wilhelm Boland, Mina Dost and former diploma student Philipp Kynast. I
also participated in developing a method to read and create ion intensity maps from the
data acquired using laser ablation electrospray ionization mass spectrometry imaging
of non-flat biological samples [4]. This work was performed in collaboration with Aleš
Svatoš and Benjamin Bartels. I was also involved in analyzing bacterial metabolomics
data generated from liquid extraction surface analysis combined with high resolution
mass spectrometry. This work was performed in collaboration with Aleš Svatoš, Paolina
Garbeva and Riya Christina Menezes.

This thesis consists of seven chapters. The main results of this thesis are presented in
Chapters 4,5, 6 and 7.

Chapter 4 presents a new recalibration method for mass spectrometry imaging data
and has been published [1]. Sebastian Böcker had the basic idea for the method and
I participated in developing it further. The method encompasses three mass spectral
ordering approaches. One of the ordering approaches was initially developed by Philipp
Kynast for his diploma thesis [5], but later was improved and re-implemented by me,
along with developing and implementing the other two approaches. The approach for
recalibrating two mass spectra is based on the Maximum Line-Pair stabbing algorithm
developed by Böcker and Mäkinen [6]. Evaluation of the recalibration method was
performed by me on multiple imaging datasets provided by Aleš Svatoš and Filip Kaftan.
The recalibration method was presented by me at the 3rd Mass Spectrometry Imaging
Conference (OurCon 2015).

Chapter 5 presents a tool, named MSICorrect, for visualization and recalibration of
mass spectrometry imaging data. For recalibration, the tool implements the method
described in Chapter 4. Implementation of the graphical user interface and different
data visualization functions was performed by me. Furthermore, I also performed the
evaluation of MSICorrect using the datasets provided by Aleš Svatoš and Filip Kaftan.

Chapter 6 presents a simplistic method to computationally identify spatial patterns
visible in ion intensity maps generated using mass spectrometry imaging data in a un-
supervised manner. I designed the basic concept of the approach with valuable inputs
from Sebastian Böcker and my colleague Tim White, which I also implemented. The
complete evaluation of the approach was performed by me using publicly available mass
spectrometry imaging datasets.

In Chapter 7, a use-case of a typical mass spectrometry imaging data analysis work
flow [3] is described. This work was performed in collaboration with Aleš Svatoš, Wil-
helm Boland and Mina Dost, wherein the data was provided by Mina Dost. I designed
the complete analysis pipeline, which utilizes existing data processing and chemometric
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approaches. I also analyzed the acquired data using the designed pipeline to achieve
biological conclusions.

For the remainder of this thesis, I will use “we” as the first person pronoun, as it is
common in scientific literature. This may be interpreted as “the reader and I” or as
“my collaborators and I”, whichever suits best in the situation.

Publications resulting from this work
Large parts of the research presented in this thesis can also be found in the following
publications:

Published/Accepted

• P. Kulkarni, M. Dost, O.D. Bulut, A. Welle; S. Böcker, W. Boland, A. Svatoš.
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A lock-mass-free recalibration procedure for mass spectrometry imaging data Anal
Bioanal Chem, 405, 7603-7613, 2015.

• F. Kaftan, V. Vrkoslav, P. Kynast, P. Kulkarni, S. Böcker, J. Cvačka, M. Knaden,
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Chapter 1

Introduction

Science is to see what everyone else has seen, but think what no one else has
thought.

– Albert Szent-Gyorgyi

1.1 Emerging technologies to visualize and explore biologi-
cal systems

In the early 1950s, when Watson and Crick identified the structure of DNA, molecular-
level understanding of biology started emerging. Genome-based studies became the
main focus of life sciences post this. Exactly 50 years after the discovery of DNA,
with the completion of the Human Genome Project [7] in April 2003, it however be-
came clear that complex cellular processes are regulated more on other levels than the
DNA sequence alone. This realization triggered the rapid growth of numerous fields
in molecular biology that together are now termed as “omics”technologies. This omics
cascade [8] encompasses within itself: genomics, focusing on the systematic study of an
organism’s genome; transcriptomics which studies the global change of gene expression
at mRNA level [9]; proteomics that involves systematic identification of all proteins ex-
pressed in a cell or tissue [10] and lastly metabolomics that involves characterization of
the metabolome of an organism.

Metabolome is the final downstream product of the genome and is considered closest to
the phenotype [11]. Analogous to the terms ‘genome’, ‘transcriptome’ and ‘proteome’,
the metabolome refers to the complete set of small molecules, termed as metabolites, pro-
duced by a cell, as a result of its metabolism. These include, but are not limited to lipids,
sugars, metabolic intermediates, products of biochemical reactions as well as building
blocks including proteins, nucleic acids and cell membranes [12]. The metabolome is a
highly complex and dynamic system where the concentration of each metabolite depends
strictly on changes in the physiological conditions of the cell, induced in response to en-
vironmental or developmental stimuli and many such factors. Studying the metabolome
can help in providing comprehensive and simultaneous understanding of the changes
occurring in a system at the cellular level, in turn aiding in the characterization of at-
tractive candidates to understand disease phenotypes [13]. However, the heterogeneity
of the metabolome of an organism is much more complex, when compared to combi-
nations of four nucleotide bases in the DNA sequence and 20 amino acids in a protein.
This complexity is further enhanced when a wide variety of small molecules are produced
through metabolism, having diverse atomic configurations.

With inception of the omics era, there has been an ever increasing demand to iden-
tify and characterize variation within biological systems. This has led to the advent
of several high-throughput screening techniques with essential attributes like high sen-
sitivity, throughput, robustness, linear range of quantification and cost efficiency. Ge-
nomics and transcriptomics studies routinely use well-established microarray and next-
generation sequencing technologies whereas core proteomics technologies include mass
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spectrometry(MS)-based methods to define the protein sequence, study protein:protein
interactions and post-translational modifications [14]. As for metabolomics, owing to its
complexity, it is essential to use strategies that have a wider coverage in terms of the
type and number of metabolites analyzed. MS-based analysis following chromatographic
separation and Nuclear Magnetic Resonance (NMR) spectroscopy have played a central
role in metabolomics [15], owing to their high sensitivity and resolution, enabling fast
identification of a wide range of species. Although NMR allows absolute quantification
and precise structural determination in a non-destructive manner, it has shown to have
low sensitivity when compared to MS-based techniques [16]. This has allowed MS-based
approaches to emerge as the foremost technology of the time, for metabolomics [17].

MS-based metabolomics can provide highly valuable information for a wide range of
metabolites, aiding in novel compound discovery to clinical application. However, one
needs to remember that in order to understand a biological system in exquisite detail,
it is also important to study the molecular entities in their spatial context, owing to
their dynamic nature as well as high temporal and spatial variability. And, as the old
adage goes; “a picture is worth a thousand words”, is no less true here. In regards
to metabolomics, a picture can act as an apt means to mirror the intrinsic complexity
and convey detailed and immediate information about the distribution and localization
of metabolites on a biological sample. Imaging techniques like fluorescence microscopy,
atomic force microscopy, positron tomography, infrared and Raman imaging have been
used as fundamental tools in molecular imaging to investigate molecular distributions
both in vivo and in vitro. These techniques are capable of generating images with spatial
resolution sometimes approaching the atomic scale. However, most of these techniques
require analyte pre-selection, labeling or specific markers and are not suitable to detect
a wide range of compounds, thereby limiting their utility for molecular discovery [18].
Mass spectrometry-based imaging (MSI) techniques offer distinct advantages over these
methods.

Application of the MSI technique commenced in 1997, with the pioneering work per-
formed in the laboratory of Professor Richard M. Caprioli. Here they applied MSI to
simultaneously study the localization of hundreds of peptides in a biological tissue sam-
ple, without prior knowledge and without labeling [19]. The allure of MSI is its ability
to collect molecular ‘snapshots’ of a given biological sample, in the form of mass spectra
from every single coordinate position on the sample and superimpose this molecular
information onto optical, fluorescence or histological images. Developments in instru-
mentation have further improved this technique that has led to the current widespread
application of MSI in different areas of biological sciences. Since MSI generates molec-
ular images showing the distribution of ion species on the imaged sample, it enables
to connect observations at the phenotypic level with specific changes at the chemical
level [20].

Routine metabolomics analysis using MS itself generates avalanches of biological data,
often up to multiple gigabytes, presenting immense problems in terms of its use. When
using MSI, this complexity is further enhanced in terms dimensionality, rendering a
direct manual analysis extremely challenging and practically infeasible. This makes the
analysis of such data highly dependent on modern bioinformatics approaches.

1.2 Contribution and scope of this thesis
Converting multi-dimensional MSI data into information requires efficient computational
methods. As the popularity of MSI is increasing, the need for computational methods
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tailored to the special needs of the field, is surging as well. Apart from commercial
software like SCiLSLab (SCiLS, Bremen, Germany) or the ones bundled with mass
spectrometers, open source packages like MALDIquant by Gibb et al., CARDINAL by
Bemis et al. and many more are also available. These tools mainly incorporate meth-
ods for preprocessing, visualization and multivariate statistical analysis so as to identify
important features in the MSI data. Since this field is still relatively young, there is
substantial scope to develop novel methods that can address additional challenges that
arise when working with MSI data. Several groups are developing efficient approaches to
aid in data compression [21], spatial segmentation [22], normalization [23] and also im-
proving standard methods like principal component analysis to accommodate the spatial
nature of MSI data [24]. These new methods can be integrated within existing prepro-
cessing pipelines to help in precise identification, feature selection and in improving the
overall analysis performance.

In this thesis, we focus on one such issue: mass accuracy. To aid in accurate compound
annotation, it is essential to have high mass accuracy in MSI data. But, this can be
compromised due to several factors leading to mass errors. In this direction, we develop
and deploy a computational approach that is helpful in reducing mass shifts in MSI
data.

Further, taking our first few steps towards automated feature identification, we present
a basic approach that performs unsupervised feature identification in high-dimensional
MSI data. We then discuss the application of a data analysis workflow to a real world
MSI dataset, highlighting the importance of method selection, based on the nature of
the data.

To present the methods and the analysis pipeline, this thesis is structured as follows:

In Chapter 2, we start with introducing the main analytical and technological concepts of
MS-based approaches. Chapter 3 covers the computational aspects, data preprocessing
workflows and chemometric methods that are commonly employed in analyzing and
interpreting MSI datasets.

In Chapter 4, we describe our computational recalibration method, that helps in reducing
mass shifts in the data. Our method performs recalibration on the MSI spectra without
the use of any reference spectrum or presence of any external or internal calibrant,
making the method completely independent of these factors. We then evaluate the
performance of our method by applying it to reduce mass shifts present in three MSI
datasets and further discuss the performance of our method in terms of amount of mass
shift correction and processing time.

In Chapter 5, we present our MSI data recalibration and visualization tool, MSICorrect.
It is an easy-to-use, Java-based application, which provides an organized interface to vi-
sualize MSI data for user-selected mass values in the form of pseudo-colored ion intensity
maps. Apart from this, the tool offers the functionality to reduce mass shifts in the data,
visualize the amount of mass shift correction performed and allows to easily export the
corrected mass spectra. MSICorrect implements the recalibration method described
in Chapter 4. In this chapter, we describe the tool architecture and provide technical
details on the implementation.

In Chapter 6, we present our very first attempt and the principle concept to develop
a computational method for characterizing spatial patterns in large MSI datasets, in
an unsupervised manner. We present our simplistic approach in a step-wise manner to
report significant spatial patterns in ion intensity maps and rank the maps based on a
score. Our method further allows grouping mass values based on their similar spatial
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distribution patterns. We then evaluate our approach using two publicly available MSI
datasets.

Chapter 7 demonstrates the application of a standard MSI data analysis workflow to a
high-resolution biological MSI dataset. This use-case provides a detailed insight into the
critical selection and application of specific data preprocessing and multivariate analysis
methods to understand the chemistry of small structures on the adaxial leaf surface of
Black cottonwood (Populus trichocarpa). The applied approach revealed a set of unique
crystal formation patterns on the leaf surface.

Finally, in Chapter 8, we conclude this thesis with a summary of the findings of our
research work and some suggested possible future directions of the study.



Chapter 2

An overview of analytical and
technological concepts

In this chapter we provide an introduction to the theoretical, analytical and biological
aspects which are a prerequisite to understand the work presented in this thesis. We
first provide a brief introduction to biomolecules (Section 2.1), since data used and the
analysis methods presented in this thesis revolve around this biological unit. We then
introduce mass spectrometry (Section 2.2) which is a unique analytical technology with
the capability to measure individual molecular species in complex samples. We then
go on further to introduce mass spectrometry imaging (Section 2.3). It is a powerful
molecular imaging technology, that provides an extension to the existing capabilities of
mass spectrometry by making region-specific molecular measurements directly from the
biological sample. Along with explaining the basic principles and work flow of these
two techniques, we outline the common technical setups and explain the nature of the
acquired imaging data (Section 2.3.2). We conclude this chapter by providing a broad
overview of the current applications of mass spectrometry imaging (Section 2.3.3).

2.1 Biomolecules
It is important to characterize the complex structure, behavior and diversity found in
living forms. To study the functional processes, it is crucial to have an understanding
of the biology at a molecular level.

Atoms are the smallest particles that are responsible for the characteristic properties of
solids, liquids and gases. Atoms consist of a nucleus and electrons. The electrons revolve
around the nucleus and bear a negative charge. The nucleus is composed of protons,
that have a positive charge equal in magnitude to the negative charge of an electron and
neutrons, that have no charge but have the same mass as protons. The total number of
protons in an atom of an element indicates the atomic number of that element, whereas
the mass number is the total number of neutrons and protons present in the atom. The
number of neutrons determines the isotope. Most elements are composed of more than
one naturally occurring isotope. These have the same atomic number but a different
mass number due to difference in the number of neutrons.

When two or more atoms are held together by chemical bonds, they form a larger entity
known as a molecule. Molecules are electrically neutral as they contain equal number
of protons and electrons. When an atom or a molecule has a lower or higher number
of electrons than the number of protons, then such a particle is known as an ion. An
ion may be negatively or positively charged. The molecular formula indicates the total
number of atoms of each element in a molecule of the sample.

Molecular mass can be calculated from its molecular formula using three different
ways [25, 26]:

1. Average mass: It is the sum of weighted average of masses of all the naturally
occurring stable isotopes for each element in the compound.
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2. Monoisotopic mass: It is calculated using the exact mass (the theoretical or true
mass) of the most abundant isotope of each element in the compound.

3. Nominal mass: It is the sum of integer masses of the most abundant isotope of
each element in the compound. Nominal mass and the mass number of an element
have the same value.

The unit of mass is Dalton (Da), also known earlier as unified atomic mass (u). It is
defined as one-twelfth the mass of a neutral carbon atom (12C), in its ground state.

Molecules are the building blocks of nature. While the smallest molecule consists of two
atoms, the large molecules (also known as macromolecules) are complex and are com-
posed of several thousands of atoms. There are certain molecules that are the building
blocks of living organisms and are essential for their survival, growth and maintenance.
These are known as biomolecules. These include macromolecules like proteins, carbo-
hydrates, lipids and nucleic acids as well as small molecules like primary and secondary
metabolites and natural products.

With advancements in technology, different methods have been developed to study this
molecular machinery. Based on the research goal, the types of analysis can be broadly
classified as follows:

1. Qualitative analysis: Deals with the identification of analytes present in the sam-
ple.

2. Quantitative analysis: Aims to determine the amount of analytes present in the
sample.

3. Structural analysis: Aims to elucidate chemical structures.

Mass spectrometry is an analytical technique that plays an important role in the different
types of analyses defined above. Section 2.2 provides insights into this technique.

2.2 Mass spectrometry
Mass spectrometry (MS) is a powerful analytical technique that separates gas phase ions
extracted from a sample, based on their mass-to-charge ratio (m/z ) and detects them
qualitatively and quantitatively using their respective m/z and abundance. The m/z
represents mass of the ion divided by its charge number. The number of electrons added
or removed is the charge number of the ion. Mass spectrometry should not be confused
with spectroscopy which deals with absorption of electromagnetic radiations. The basic
variable parameter in spectroscopy is wavelength whereas in mass spectrometry it is
m/z [26, 27]. With advancements in technology, this technique has grown further to
offer unequaled sensitivity, speed and detection limits, as compared to other analytical
methods. The important role of MS as an analytical tool is well recognized due to which
this technique is routinely used in the qualitative, quantitative and structural analysis
of peptides and proteins [28], carbohydrates [29], nucleic acids [30], lipids [31], drugs [32]
and metabolites [8].

A standard MS experiment is performed using an instrument known as a mass spec-
trometer and usually involves the following steps - Sample introduction into the mass
spectrometer, analyte ionization, mass analysis, ion detection and recording, data pro-
cessing and interpretation of results [27, 33]. The mass spectrometer is usually operated
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sufficient vapor pressure, then the sample is directly ionized from the condensed phase.
Some of the routinely used sample introduction techniques are direct vapor inlet, gas
chromatography, liquid chromatography, direct insertion probe and direct ionization of
the sample [34].

2.2.2 Ion source
The purpose of an ion source is to generate charged gas phase ions from the sample
injected. This charge can be either positive or negative in polarity. This is done by
evaporation of solid samples, vaporization of liquids, atomization of gaseous compounds
and ionization of atoms and molecules so as to generate ions that can be sent to the mass
analyzer. In all types of ion sources, during the ionization process singly or multiply
charged atomic ions are formed. The most important considerations while using an
ionization technique are the internal energy transferred during the ionization process
and the physico-chemical properties of the analyte that has to be ionized. Depending
on the amount of energy that is added to the molecules during ionization, the ionization
technique can either induce little or no fragmentation that only produces ions of the
molecular species, also called soft ionization, or result in extensive fragmentation, which
is known as hard ionization.

2.2.3 Mass analyzer
Once ions are formed in the ion source, they are accelerated into the mass analyzer by
an electric field. The main function of a mass analyzer is to separate these ions based
on their m/z values in order to be detected. Mass analyzers can either be continuous or
pulsed type. Continuous mass analyzers include quadrupole filters and magnetic sectors
whereas pulsed analyzers include time-of-flight, ion cyclotron resonance and quadrupole
ion trap mass spectrometers. Each mass analyzer has its own advantages and limitations
and there is no single mass analyzer optimal for all situations.

The choice of which analyzer to use is critical and usually involves consideration of the
mass range, scan speed, mass accuracy, mass resolving power and abundance sensitiv-
ity [35, 36]. Before we get into the details of the commonly used mass analyzers, it is
important to get acquainted with the following terminologies:

Mass range determines the limit of m/z over which the mass analyzer can measure
ions. It is the difference between the highest and the lowest measurable m/z .

Scan speed describes how fast a mass analyzer can record mass measurements over
a particular mass range. It is expressed in mass units per second (u s-1) or in mass
units per millisecond (u ms-1). A fast scan speed is desirable when a rapidly changing
system is being analyzed whereas a slow scan speed can be used to obtain precise mass
measurements.

Mass accuracy ∆mac is a measure of the closeness of the observed mass to the true
mass of the analyte. It is defined as the difference between the exact mass1 (ma) of an
ion and its observed peak centroid m/z (mexp) and is usually quoted in parts per million
(ppm) (see Figure 2.2(a)). This can be expressed in the form of Equation 2.1.

∆mac =| ma−mexp | (2.1)

1Exact mass is the calculated mass of a molecular ion or molecule whose elemental formula, compo-
sition and charge state are known.
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Figure 2.2: Illustration of the measurement of mass accuracy and mass resolution.
(a) Plot representing measurement of mass accuracy which is the difference between the exact
mass of an ion (in blue) and the observed mass (experimentally measured peak centroid, in red).
(b) Plot displaying the most common measures to calculate mass resolution are full width at
half maximum (FWHM) and 10% valley.

It should be noted that mexp or the experimentally determined mass is also known as
the accurate mass2.

The accuracy of a single reading is described using the mass measurement error. It
is always desirable to have a high mass accuracy since this increases the likelihood
of uniquely identifying the elemental compositions of the measured ions. Another term
related to mass accuracy is precision. It is the repeatability of the measurement reflecting
random error. A set of measurements is considered to be precise if these errors are low.

Mass resolving power is the ability of the mass analyzer to separate one mass from
an adjacent mass differing by a small increment. Mass resolution (R) is defined as
the observed m/z divided by the smallest difference ∆(m/z ) for two ions that can be
separated. It is important that the procedure using which ∆(m/z ) was measured and the
m/z value at which the measurement was made is reported [37]. The mass resolution
can be calculated using Equation 2.2.

R =
m/z

∆(m/z)
(2.2)

where ∆(m/z ) is either the peak width which is a specified fraction of the maximum
peak height or the spacing between two equal-intensity peaks that are separated by a
valley which at its lowest point is 10% of the height of either of the peaks. Mostly three
values for peak width are used 50%, 5% or 0.5%. A common standard is the definition of
resolution based upon ∆(m/z ) defined as the Full Width of the peak at Half its Maximum
height (FWHM). A poor mass resolution leads to the inability to determine the peak
position accurately in the presence of nearby peaks. A diagrammatic representation of
the 10% valley and FWHM to calculate mass resolution is shown in Figure 2.2(b).

Abundance sensitivity is the degree to which the signal arising from a mass peak
contributes to the adjacent masses. It is defined as the signal contribution of the tail of
a peak at one mass lower and one mass higher than the actual analyte peak [38]. If the

2Accurate mass is the mass of a molecular ion or molecule determined experimentally measured to a
significant degree of accuracy.
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Table 2.1: Comparison of some of the popularly used mass analyzers. The listing of figures of
merit of all the mass analyzers are taken from MucLuckey et al. [39] and Hart-Smith et al. [36].

Properties
Mass

accuracy (ppm)
Mass resolving

power
Mass

range (Da)
Linear dynamic

range
Abundance
sensitivity

Advantages Limitations

Quadrupole 100 102 - 103 4000 107 104 - 106

Low cost
Less space needed
Well suited for
electrospray
Easy analysis of
positive/negative ions

Limited mass
range of
detection

Ion trap 50 - 100 103 - 104 4000 103 - 104 103 - 104

Low cost
Less space needed
Well suited for
tandem MS
analysis
Easy analysis of
positive/negative ions

Limited mass
range of
detection

TOF 5 - 50 103 - 104 >105 106 106

Highest mass
range of detection
High scan speed
Moderate cost
Simple design

Low resolution
Difficult to adapt
for electrospray

FT-ICR 1 - 5 104 - 106 >104 103 - 104 103 - 104

Very high
resolution and
accuracy
Well suited for
tandem MS analysis

Expensive
instrumentation
More space required
Low scan speed

Orbitrap 2 - 5 104 - 15×104 6000 103 - 104 104

Very high
resolution and
accuracy
Well suited for
tandem MS
analysis
Moderate cost

Low scan speed

Values presented in the table may vary with hybrid configurations from different instrument manufac-
tures; please refer the manufacturer’s technical specification.

mass analyzer has a poor abundance sensitivity, it will often prohibit the measurement
of a small peak next to a major interfering peak.

Table 2.1 compares some of the popular mass analyzers. Below we describe the time-
of-flight mass analyzer in detail as the imaging datasets used in this thesis have been
acquired using this analyzer type.

Time-of-flight analyzer

Time-of-flight (TOF) analyzers are based on the concept that ions with the same kinetic
energy but different mass (m) travel with different velocities (v). This can be represented
as:

eV =
1
2

mv2 (2.3)

Here e is the electric charge and V is the accelerating potential. In these types of
analyzers, ions are accelerated through a fixed length region (D) known as a flight tube
towards the detector. In the absence of a magnetic or electric field these ions begin
to separate according to their masses and have differing velocities. Lighter ions arrive
earlier than the heavier ones and hence are recorded first.
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In such analyzers, the flight time (t) for ions is proportional to the square root of their
masses (m):

t =
( m

2eV

) 1
2

D (2.4)

One of the main advantages of TOF analyzers is that the upper mass range has no limit,
making it suitable for soft ionization techniques. They also have a high scan speed and
a high transmission efficiency that leads to a very high sensitivity. However, linear TOF
analyzers suffer from a poor mass resolution. This is because in these analyzers, the
travel time t is proportional to the square root of the mass m, due to which, as the mass
increases it leads to the decrease in the ∆t for a given ∆m/z. This issue can be addressed
by having a high acceleration and long flight tubes, since they increase the difference
between the different m/z ratios. The issue of poor resolution has now substantially
improved with further advances in technology [40].

2.2.4 Detector
Once the ions are separated according to their m/z in the mass analyzer, they reach
the detector where they get detected and are transformed into a signal which is then
recorded. Since the number of ions coming to the detector at a particular instant is
usually quite small, it becomes necessary to perform amplification in order to record a
usable signal. Ideally, the electric signal generated from the incident ions is proportional
to their abundance. However, instruments in real time cannot provide this proportion-
ality for all the masses.

Depending on the type of the detector used, ion detection is based either on charge of the
ions, their mass or their velocity [35]. Some of the most common detectors used in a MS
setup are: Faraday cup; which is based on the measurement of direct charge current that
is produced when an ion hits a surface, and electron multipliers; that are based on the
kinetic energy transfer of ions when they hit a surface that in turn generates secondary
electrons, which are amplified further to give an electronic current. However, these
detectors have a limitation that their efficiency generally decreases as the m/z increases.
The new age detectors like inductive detectors and cryogenic detectors address this issue.

2.2.5 Mass spectrum
After ion detection, the received signals are sent to a computer-aided data system where
the m/z ratios are stored together with their relative abundance measures which is
presented in the form of a mass spectrum. It is a two-dimensional representation of the
m/z which is represented on the x -axis and its corresponding signal intensity which is
represented on the y-axis. A mass spectrum can also be represented as a tabular list
with 2 columns - m/z and intensity, as analog (profile) form where each peak has a
height and a width and is displayed in a continuous manner or as digital (centroided)
form where each peak corresponding to a specific ion is represented as a vertical line [41].
This vertical line is drawn through the centroid of each peak profile, where the height
represents the signal intensity.

2.3 Mass spectrometry imaging
Mass spectrometry can provide us with qualitative, quantitative as well as structural
information about the sample analyzed. However, within complex biological systems
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it is also important to understand the spatial context in which molecular changes take
place. This spatial information often helps in understanding the biological functions
performed by different biomolecules and also can help in determining disease biomarkers.
A standard MS experiment does not provide this spatial information. Mass Spectrometry
Imaging (MSI) has emerged as an enabling technique to address this issue. The terms
mass spectrometry imaging and imaging mass spectrometry are used interchangeably in
a number of publications. However, in this thesis, we will only use mass spectrometry
imaging or simply MSI.

MSI is a label-free analytical technique enabling investigation of the spatial arrangement
and relative chemical concentration of different compounds in biological samples, with
a high chemical specificity, in a broad mass range. Given a biological sample, MSI
measures high dimensional mass spectra at each spatial position (also referred to as
pixel) on the sample surface. These mass spectra are later reconstructed to form a
hyperspectral image displaying the spatial biochemical composition within the sample
of both known and unknown molecules [42, 43].

There are four main steps involved in a typical MSI workflow. First is sample preparation
which highly depends on the ionization technique employed (discussed in Section 2.3.1).
Ionization is performed at defined spots on the sample surface in such a way that the com-
plete sample is rastered. Ions from every spot reach the mass analyzer and are recorded
individually. The acquired mass spectrum is associated with a coordinate position on
the sampled biological section. This is followed by data processing and visualization in
the form of 2-dimensional (2-D) ion intensity maps (explained in Section 2.3.2) [44].

Based on the goal of the experiment and how data acquisition is performed, MSI exper-
iments can be classified into two different types [45–47]:

1. Microprobe
In this mode, a highly focused laser beam is used to analyze a small, localized spot
of the biological sample and a complete mass spectrum is recorded for the specific
coordinate position on the sample. The beam is then focused on the next spot
and mass spectrum is recorded for it. This process is repeated until the complete
array of spots on the entire sample surface is sequentially examined in x and y
directions.

2. Microscope
In this mode, ions from a large sample area on the biological section are des-
orbed simultaneously. Then the ion optics of the instrument projects the ionized
substances from this area to a position sensitive detection system such as a micro-
channel plate. These detectors register the signal of a specific m/z over the whole
sample area, at once as well as retain the spatial information.

The microprobe mode is more widely applied and the datasets used in this thesis are
acquired using this approach. A schematic of a typical MALDI-MSI experiment using
the microprobe mode is shown in Figure 2.3.

2.3.1 Techniques
A typical MSI experiment is usually performed using a standard mass spectrometer.
As discussed in Section 2.2, a mass spectrometer contains an ion source where the
ionization of the analyte is performed. The selection of the ion source to be used is largely
based on the goal of the experiment and the sample properties. Some of the commonly
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Table 2.2: Comparison of commonly applied MSI techniques. The listing of figures of merit of
the ionization techniques are taken from Wu et al. [48], Nemes et al. [49], Esquenazi et al. [44]
and Bodzon-Kulakowska et al. [50].

Ion source
Type of
ionization

Ionization
source

Sensitivity and
resolution

Mass
range (Da)

Limitations
Commonly analyzed

analyte classes

MALDI Soft Laser beam
fmol - zmol,
10 - 100 µm

0 - 100000
Matrix signals may
interfere with the low
m/z region

Lipids, proteins, peptides

SIMS Hard
Primary ion

beam
Varies with m/z,
10 nm - 100 µm

0 - 1000
Low sensitivity
for high
masses (>1000 Da)

Small molecules

DESI Soft
Solvent
spray

fmol - pmol,
40 - 400 µm

0 - 2000
Has an analyte
washing effect

Small molecules, lipids,
peptides

LAESI Soft
Mid-infrared
laser beam

8 - 25 fmol, less than
20 - 200 µm

0 - 2000

Water content in the
sample affects ablation
characteristics and
ionization

Small molecules, lipids,
peptides, proteins

used ionization techniques for MSI are Matrix Assisted Laser Desorption/Ionization
(MALDI), Secondary ion mass spectrometry (SIMS), Desorption electrospray ionization
(DESI) and Laser ablation with electrospray ionization (LAESI). Table 2.2 shows the
main features of these ionization techniques.

In this section, we will discuss MALDI and SIMS, that are relevant for this thesis.

Matrix assisted laser desorption/ionization MSI

Matrix Assisted Laser Desorption/Ionization MSI or MALDI-MSI is currently the most
widely used MSI technique [44, 46, 50]. In this technique, the sample usually a bio-
logical tissue, is thinly sliced approximately 5-20 µm thick and mounted on a MALDI
target plate (for imaging intact biological samples which are three dimensional in na-
ture, as discussed by Kaftan et al. [2], special MALDI target plates with profiled holes
are also used). The target plate containing the tissue slice is then evenly coated with
a matrix. This homogeneous matrix layer usually consists of small organic molecules
that can absorb majority of the laser energy incident on it. Once the solvent in the
matrix is evaporated, it leads to the crystallization of the matrix and incorporation of
the analyte molecules into the growing crystals. This plate containing the crystals is
subsequently irradiated with a laser beam typically with micron and sub-micron di-
mensions, by rastering across the surface. This leads to the desorption and ionization
of the matrix and analyte molecules. In positive ionization mode, singly protonated
molecular ions [M+H]+ are generated from analytes in the sample, whereas in negative
ionization mode singly de-protonated ions [M-H]− are generated [51–53]. These ions
are subsequently separated by a mass analyzer based on their masses. A schematic of
the MALDI process is depicted in Figure 2.4(a) [54]. The TOF analyzer (discussed in
Section 2.2.3) is popularly used for MALDI-MSI studies.

Based on the goal of the study, the choice of matrix is important. Different matrices
enable the ionization and desorption of different types of biomolecules, as summarized
in Table 2.3.

This ionization approach has a high mass range (100,000 Da) and is capable of producing
intact higher molecular weight ions since they get incorporated into the matrix crystals
and do not get fragmented [46]. This makes MALDI-MSI very useful for recording intact
biomolecules specially peptides, proteins and lipids.



2.3 Mass spectrometry imaging 15

Table 2.3: Matrices commonly used in MALDI-MSI [55–57].

Biomolecule type Matrix used for MALDI-MSI

Metabolites 9-Aminoacridine (9-AA)

Lipids

2,5-Dihydrobenzoic acid (DHB)
2,6-dihydroxyacetophenone (DHAP)
p-nitoroaniline (PNA)
9AA

Peptides
α-Cyano-4-hydroxycinnamic acid (CHCA)
DHB

Proteins
Sinapinic acid (SA)
CHCA

Nucleic acids, small sugar molecules 1,8-bis(dimethyl-amino)naphthalene (DMAN)

Organic acids, amino acids 1,5-diaminonapthalene (DAN)

Secondary ion mass spectrometry imaging

Secondary ion mass spectrometry (SIMS) is a destructive analytical technique that is
used to analyze the composition and structural layers of biological tissues. This tech-
nique utilizes a highly focused and energetic primary ion beam (e.g. Ar+, Xe+, Cs+,
Ga+, In+) of about 5-25 KeV to bombard the sample surface that induces multiple
collisions with atoms and molecules on the surface [58]. This results in the emission of
mostly neutral but also charged secondary ions. This process is also known as sputter-
ing. These secondary ions are then introduced into a mass analyzer after acceleration
using a high voltage acceleration system. The SIMS ionization process is shown in Fig-
ure 2.4(b). The most commonly used analyzer along with SIMS is the TOF analyzer
(Section 2.2.3).

One of the main features of SIMS technique is the extensive fragmentation of molecules
on the sample surface, as compared to MALDI (Section 2.3.1). This happens because,
the energy of the primary ions deposited into the sample surface is substantially higher
than the energy deposited by the laser beam in the case of MALDI. Also, because of
this extensive fragmentation, the SIMS mass spectra are usually complex and the mass
range is limited to ∼m/z 1000 Da.

SIMS usually requires minimum sample preparation. Specifically for SIMS imaging the
sample preparation usually just involves mounting of the biological tissue section on a
glass slide coated with indium tin oxide [46]. SIMS imaging can analyze a wide range of
samples however it is favorable to have a flat sample surface, so as to avoid the adverse
effect of surface topology on the generation of secondary ions and mass measurement [42].
Because of the small size of primary ion beam, SIMS offers a high spatial resolution of
about 10 nm, making it possible to image the cellular and sub-cellular distribution of a
variety of compounds in the sample. However, it is only suitable for the analysis of small
molecules, because the secondary ion yield in SIMS decreases rapidly and non-linearly
with increasing mass, hence offering low sensitivity for higher mass ions [51, 59].

With advancement in technology, different modifications for SIMS have been developed
so as to enhance ionization and large molecule detection capabilities.
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map [50, 62]. The more is the number of pixels from which the mass spectra is
acquired, the better is the lateral resolution of the analysis. This means that, on
increasing the spatial resolution, smaller and more detailed features of the sample
can be seen on the acquired image. But a higher spatial resolution also leads to
an increase in the volume of data acquired. There are a number of factors that
determine the lateral resolution. These are: spot size which denotes the size and
shape of a single spot from which a single acquisition is performed, raster size or
step size which is the distance between two consecutive spots and pixel size and
density of pixels which determines the ability to distinguish two features. Most
commercially available instruments offer spot size of 10-200 µm [63].

3. Depth resolution is specifically considered while performing SIMS imaging (dis-
cussed earlier in Section 2.3.1). SIMS provides in-depth information on the atomic
constituents of the sample. The sputtering process gradually erodes the sample
surface and provides information on the first few mono-layers below the initial sur-
face, also known as the depth profile. The quality of this depth profile is measured
by the depth resolution. It is described in terms of the ability to discriminate
between atoms in adjacent thin layers [45, 64]. The depth resolution achievable
depends on nature of the primary ion beam used, the depth below the surface and
the uniformity of sputtering by the ion beam.

Due to the massive size of data produced in a single experiment, it is tedious to per-
form manual analysis. Many free as well as commercial data processing, data mining and
visualization software have been developed to aid in the analysis of this data. A compre-
hensive list is available here: http://ms-imaging.org/wp/sotware-tools/. Standard
data processing steps and analysis pipelines have been discussed in Chapter 3.

Data description and representation

Below we provide a standard notation to describe MSI data that is used throughout this
thesis.

A single MSI dataset is stored as a 2-D matrix. Letters in upper case, bold font, denote
matrices and letters in the lower case, bold font, denote vectors. Letters in italic font,
denote scalars. The matrix transpose is denoted by an apostrophe. All indices are taken
to run from one to their capital versions. Each spectrum is a row vector and intensities
of the distribution of an ion across all the pixels is a column vector in the data matrix.
The term sample denotes a single mass spectrum from the MSI dataset and the term
variable denotes the mass (m/z ) of a single ion.

2.3.3 Applications of mass spectrometry imaging
MSI is now commonly applied for the analysis of a wide variety of biological systems
ranging from intact whole-body samples like insects [2], complex whole-body tissue sec-
tions [65, 66] to specific biological tissue samples and single-cells [67, 68]. It is also
being increasingly used for the study of disease pathology, tissue-based disease classi-
fication, biomarker identification, molecular expression and drug resistance patterns in
diseases like cancer [69, 70], Alzheimer’s disease [71], Parkinson’s disease [72], muscular
dystrophy [73] and kidney disease [74].

Although, existing clinical imaging methods like immunostaining and fluorescence-based
techniques are popularly used to study the spatial localization of biological substances,
these techniques are highly specific and usually allow the visualization of only a single

http://ms-imaging.org/wp/sotware-tools/
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class of analyte per sample. Also, techniques such as magnetic resonance imaging provide
only structural information. On the contrary, MSI allows for the label-free discovery of
multiple classes of biomolecules present in the sample in a single run [75]. To add
value to the results, many experiments now apply a multimodal approach and combine
results obtained from multiple MSI techniques as well as other classical histological
techniques [76, 77]. This allows to correlate the molecular and spatial data obtained
from MSI to the structural information obtained from conventional clinical techniques.



Chapter 3

Computational processing and
analysis of MSI data

As discussed in Chapter 2, the principal goal of an MSI experiment is to determine
the chemical specificity and the spatial distribution of molecules which can then be
correlated to the underlying biology of the sample analyzed. A single MSI dataset may
contain hundreds to thousands of mass spectra, each containing signals from hundreds
to thousands of mass peaks. To aid in the analysis of such high-dimensional data,
robust computational algorithms are important to enable extraction and visualization
of relevant information from the data.

In this chapter, Section 3.1 introduces a standard data processing workflow employed in
analyzing MSI data. In Sections 3.2 and 3.3, we describe the file formats used post ac-
quisition and explain the preprocessing steps necessary before analyzing the data. Later,
in Section 3.4, we explain multivariate data analysis (MVA) approaches specifically fo-
cusing on unsupervised techniques, that can help in interpreting multi-dimensional MSI
data and can extract distinct correlations within ion distributions. To conclude, in Sec-
tion 3.5, we briefly discuss supervised classification and the emerging trend of combining
and interpreting data from different imaging modalities to aid in areas like biomarker
identification.

Selection and application of the unsupervised multivariate data analysis methods ex-
plained here is presented as a case study in Chapter 7, where we analyze co-aggregation
patterns found on the leaf surface of Populus trichocarpa using TOF-SIMS imaging.

3.1 Overview of the data analysis workflow
For analyzing MSI data, when the aim is to study specific ions of interest, the simplest
method is to visualize the spatial distribution of each ion. This can be done by con-
structing 2-D ion intensity maps (explained in Section 2.3.2). These maps can then be
compared with optical images of the tissue section that has been analyzed. For more
complex analysis like biomarker discovery, where significant molecular information or
characteristic signals are not known a priori and the goal is to study correlations be-
tween hundreds of detected molecules, manual analysis of data is impractical. In such
cases, exploratory analysis of MSI data is important to understand the underlying spatial
patterns and identify significant mass features in the data.

The steps used for analyzing such data depends on the goal of analysis or the biological
question. Figure 3.1 illustrates a typical data analysis pipeline that can be applied to
MSI data [63, 78–80].

Every single step has subdivisions and the methods applied for each step should be
chosen wisely as this can impact on the quality or effectiveness of the subsequent steps
and can highly influence the results generated.

We explain individual steps comprising the data analysis workflow in the next sections.

19
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Figure 3.1: Typical pipeline for the interpretation of a MSI dataset. The workflow
illustrates the key steps involved in analyzing and interpreting a MSI dataset post acquisition.
It should be noted that the methods selected and their order within each step of the pipeline
depends on the goal of analysis and nature of the data.

3.2 Data import and conversion
MSI data is usually acquired in a proprietary vendor specific instrument format and can
be analyzed using the commercial software bundled along with the instrument. However,
with increase in the application of MSI, many open source software packages have also
become available that provide strong data analysis and statistical functionalities. To
ensure efficient and flexible exchangeability of MSI data between different instrument
setups and software, a standard data format known as imaging mzML or imzML, is
now established [81]. Many available software packages now allow import and export of
MSI data in imzML format. Converters like imzMLConverter [82] allow conversion of
different file formats to *.imzML.

3.3 Spectral data preprocessing
Multivariate analysis (MVA) techniques describe the underlying structure of the data
and are therefore very sensitive to data scaling and transformations. This makes data
preprocessing of paramount importance before applying these techniques.

The raw data produced during an MSI experiment may often be affected by noise:
random fluctuation between measured spectra leading to unwanted peaks not belonging
to the sample analyzed. There are commonly two sources of noise: electrical noise
arising from the components of the mass spectrometer, and chemical noise that may be
derived from contaminants or simply a chemical background that is generated during
the measurement process [83, 84]. It is usually expected that the analyzed sample
contains a certain number of compounds that should each produce an intense peak
with a predictable shape in a mass spectrum. The electrical noise present in the mass
spectrum, is expected to produce a continuously varying low-intensity signal, which may
be detected as a large number of very small, badly shaped peaks. This noise may also
distort the true shape of peaks in the mass spectrum. Along with this other factors
like peak broadening, instrument distortion and saturation, isotopes, mis-calibration
as well as contaminants may add unwanted variation in the data leading to erroneous
interpretation [85]. The quality of a mass spectrum can be measured using the signal-to-
noise ratio (S/N ). It is an indicator of how much a peak corresponding to a compound
present in the sample, is distinguishable from its background noise [26]. A spectrum is
usually considered to have high S/N ratio if a peak detection algorithm finds a small
number of high-intensity peaks, a large number of low-intensity peaks and few or no
peaks with intensities in between.
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Figure 3.2: Representation of smoothing on a MALDI-TOF mass spectrum. (a)
Raw mass spectrum in blue. (b) Smoothed mass spectrum after applying the Savitzky-Golay
filter [89] implemented in the MALDIQuant R package [90].

Preprocessing is performed after data acquisition and helps in cleaning unwanted noise.
It also helps in reducing the overall experimental variance in order to make all the spectra
comparable within a single dataset [86]. As shown in Figure 3.1, there are multiple
steps involved in preprocessing data, each one correcting for a particular artifact [87].
It should be noted that the order of baseline correction and smoothing when applied to
a particular dataset can be changed depending on the nature of the data [88].

3.3.1 Smoothing
Smoothing is performed to increase S/N ratio in a mass spectrum, mainly under the
assumption that high-frequency components are more likely to be noise than signal. This
preprocessing step helps in mitigating the effect of noise in the spectrum by reducing the
fluctuations in the observed signal, in turn improving the performance of peak-picking
(explained further in Section 3.3.4). This is done by removing high-frequency noise
present in the data [91, 92].

There are three smoothing algorithms that are commonly used: Moving average fil-
ter [93], Savitzky-Golay filter [89] and Lowess filter [94]. The moving average filter
smooths the spectra by replacing each data point with the average of the neighboring
data points in a specific span. A single span should always contain odd number of data
points and the data points to be smoothed should always be at the center. Greater the
span width, the more intense is the smoothing effect. The Savitzky-Golay filter performs
smoothing by fitting a small subset of the data to a polynomial using least squares re-
gression. The filter coefficients are derived by performing a linear least squares fit using
a polynomial of a given degree. The advantage of using this filter is that it can preserve
signal features such as the resolution and height of the peaks. The amount of smoothing
can be controlled using the span size and the polynomial order selected. The Lowess
filter smooths a mass spectrum by using a locally weighted linear regression method.
This filter finds a data value by averaging the neighboring values within a span of data
points. A regression weight function is defined for all the data points that are within
the span. This step is repeated for every point in the signal. The amount of smoothing
performed depends on the span size selected. It is important that the span size is not
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Figure 3.3: Illustration of baseline estimation and correction on a MALDI-TOF
mass spectrum. (a) Raw mass spectrum in blue with the estimated baseline in red. Baseline
estimation is performed using the Top-Hat filter [95] algorithm implemented in the MALDIQuant
R package [90]. (b) Baseline-corrected mass spectrum after subtraction of the estimated baseline.

large, since this may lead to loss of information. Figure 3.2 shows smoothing performed
on a raw MALDI-TOF spectrum using the Savitzky-Golay filter.

3.3.2 Baseline correction
Baseline correction is a preprocessing step performed to identify the baseline and remove
it from the mass spectrum. Theoretically, an acquired mass spectrum is composed of the
true signal, the baseline and noise. This can be represented in the form of the following
equation:

f(i, j) = b(i, j)+ s(i, j)+ ε(i, j) (3.1)

where f(i, j) is the observed value (i.e the raw spectrum), b(i, j) is the baseline value, s(i, j)
is the true signal and ε(i, j) is the noise for the ith sample at the jth m/z ratio.

Baseline correction helps to reduce the noise in the data by flattening the base profile of
the spectrum. In a raw mass spectrum, there is typically a large amount of background
noise at lower m/z that decays exponentially as the mass increases. Specifically for
MALDI-MS data, prominent chemical noise is generated by the matrix molecules in the
sample. The effect of this chemical noise can be suppressed by estimating a best fit base-
line for a spectrum in an iterative manner. This estimated baseline is then subtracted
from the spectrum to get the baseline-corrected spectrum. Since, the baseline varies
from one spectrum to the other, every spectrum must therefore be treated separately.
For baseline correction in a single MSI dataset, the baseline is heuristically estimated for
each spectrum and is then subtracted from the raw spectrum intensities, making sure
that no peak information is removed from the spectrum.

Many approaches have been developed for baseline correction. The Top-Hat filter algo-
rithm proposed by Sauve et al. [95] is a fast morphological operation which applies a
moving minimum and a moving maximum filter on the intensity values in a selected mass
window. Shin et al. [96] propose a wavelet-based method that computes the decreasing
baseline in the highest approximation of the wavelet domain. Also, baseline estimation
algorithms based on polynomial fitting by Williams et al. [97] and nonlinear iterative
peak-clipping (known as the SNIP algorithm) by Ryan et al. [98] have been proposed.
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An algorithm proposed by Andrade and Manolakos [99] assumes a probabilistic mix-
ture model to find the mean height of the baseline in each window. This algorithm is
implemented in the MATLAB Bioinformatics Toolbox (MATLAB and Statistics Tool-
box Release R2012b, The MathWorks, Inc., Natick, Massachusetts, United States) as
the msbackadj routine and is commonly used. Figure 3.3 illustrates baseline correction
performed on the smoothed MALDI-TOF spectrum (shown in Figure 3.2) using the
Top-Hat filter.

3.3.3 Normalization
Normalization is a crucial step to make spectral measurements comparable by trans-
forming them to a common intensity scale. For routine MS experiments, systematic
intensity differences are observed in the data acquired from repeated measurements for
the same sample. This can be due to different experimental factors like intensity shift
leading to differences in the total ion current (TIC) of each measurement, loss of sensi-
tivity, sample degradation and homogeneity differences between runs of the same sample
[84, 91, 100, 101]. To perform normalization, the mass spectrum x[n], with n data points
is divided by a certain normalization factor ( f ) to generate a normalized mass spectrum
y[n], as shown in Equation 3.2 [102]:

y[n] =
1

f (x)
x[n] (3.2)

Different normalization approaches reported in literature can be classified in two cate-
gories: global and local [95]. In the global approach, it is assumed that intensities of all
spectra are related by a constant factor and hence all features in the spectra are used
simultaneously to compute a single normalization coefficient. Some common approaches
are TIC normalization and median normalization. TIC represents the sum of all the
separate ion currents carried by the ions of different m/z contributing to a complete
mass spectrum [103]. In TIC normalization, each spectrum is normalized to the sum of
all the ion currents as shown in Equation 3.3 where p1 = 1.

f (x) =

(
N

∑
n=0
|x[n]|p

) 1
p

(3.3)

Median normalization provides an approximate normalization to the baseline of the mass
spectrum. It can be represented as given in Equation 3.4.

f (x) = median(x) (3.4)

TIC and median normalization assume that the measured peak intensities are directly
proportional to the concentration of metabolites in the sample. And, if an equal amount
of sample was used in each run, then the summed intensity in the spectrum should be
the same across all spectra. Therefore the TIC normalization approach multiplies each
spectrum with a scaling factor so that all spectra have the same total intensity [104].
However, this approach is only recommended when the TIC’s do not vary significantly

1A norm of a vector is the measure of its size. Normalization is the process of scaling a vector so
that its norm is unity. This can be carried out in any norm and can be achieved by simply dividing the
vector by its norm. There are several different types of norms one of which is p-norm, for any integer
p≥ 1. Normalization on TIC is a special case of p-norm.
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Figure 3.4: TIC and median-based normalization on a MALDI-TOF dataset ob-
tained by MSI of virgin male Drosophila melanogaster. The 2-D ion intensity maps
are generated for the distribution of m/z 815.80 and their corresponding histograms display
the intensity distribution over the pixels (a) for smoothed and baseline-corrected data without
any normalization applied to it (b) for smoothed and baseline-corrected data that has been
TIC-normalized (c) for smoothed and baseline-corrected data that has been median-normalized.
Smoothing is performed using the Savitzky-Golay filter, baseline correction using the Top-Hat
filter implemented in the MALDIQuant R package [90]. TIC and median-based normalization are
also performed using the functions implemented in the MALDIQuant R package. Pixels outside
the fly body are not considered while plotting the histogram to allow better visualization of the
effect of normalization.

across the dataset [105]. In median normalization, instead of summing all the signals,
the median is used.

In the local approach, each spectrum is normalized to some reference or a specific feature
independent of the collective dataset. One such popular approach is to normalize intensi-
ties relative to the base peak (peak with the maximum intensity) [106]. Another normal-
ization approach uses the height of an isotopically labeled internal standard peak. This
mass peak corresponds to a compound with a known mass and with the same amount
of compound added to each sample. The intensity of each peak in the mass spectrum
can then be normalized to that of the internal standard. Another popularly used lo-
cal normalization approach is locally weighted scatter plot smoothing normalization. An
in-depth comparison of commonly applied normalization approaches was performed by
Deininger et al. [102].

For MSI data, it is important to normalize each spectrum in a single dataset, since the
data acquired in each laser shot can vary. It may happen that for a certain coordi-
nate position on the imaged sample, more ions were detected, resulting in hotspots as
compared to other positions. This may occur due to factors like uneven matrix coat-
ing, differential ionization efficiencies and crystal inhomogeneity, especially in the case
of MALDI-MSI [107]. This can result in spot-to-spot variance in the signal intensities
within the same imaged section. Inter-spectrum normalization helps in removing these
systematic differences in the data. However, for MSI data, the normalization methods
discussed above may not necessarily be optimal. This is because these methods rely on
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Figure 3.5: Noise estimation and peak detection on a MALDI-TOF mass spectrum.
(a) Smoothed and baseline-corrected mass spectrum in blue with the estimated level of noise in
red. Noise estimation is performed using the Median absolute deviation approach implemented
in the MALDIQuant R package [90]. (b) Detected peaks labeled with green diamonds, within the
mass spectrum based on the estimated signal to noise ratio.

a set of assumptions that may not be fulfilled due to the varying molecular composition
in the sample imaged. TIC normalization tends to equalize the intensities of the distinct
biological regions, which may lead to inaccurate representation of ion distribution in
2-D ion intensity maps. It has also been observed that performance of these methods
is compromised noticeably due to the presence of single large molecular ion peak in-
tensities because of their substantial contribution to the total peak intensity [108, 109].
Figure 3.4 shows the effect of TIC and median based normalization on the distribution of
m/z 815.80 on Drosophila melanogaster. As can be seen, the two normalization strate-
gies applied generated different spatial distribution. This shows that it is important to
carefully select the appropriate normalization approach depending on the experimental
design. Considering the nature of MSI data, specialized normalization approaches are
also being developed, like the one proposed by Fonville et al. [23], which is based on the
median pixel intensity of every single coordinate position in the imaged dataset.

3.3.4 Peak picking
A peak in a mass spectrum can be defined as a local maximum above a user defined
noise threshold. The main aim of peak picking is to reduce the number of m/z values
by extracting informative peaks from the dataset and neglecting any noise or baseline
signals present [63, 110]. This can prove to be a challenging task specifically in the
case of data with low S/N ratio and it may also happen that certain low abundance
peaks may remain buried within noise, leading to a high false positive rate of peak
detection. Considering these factors the peak picking method to be used should be
carefully selected.

Peak detection algorithms mainly use one or more of the following criteria to identify
peaks: S/N ratio, which considers a signal above a fixed ratio as a true positive; inten-
sity threshold, which removes all small peaks below a certain user-defined threshold; peak
shape, which helps in filtering out false peaks; local maximum, which helps in selecting a
peak that is a local maximum of n neighboring peaks; peak width, which is the mass dif-
ference of the right end point and left end point of a peak above a certain noise threshold
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and is important to be considered for low-resolution data where peak width varies a lot;
peak shape ratio, which helps in selecting a peak if its shape ratio, a quantity computed
as the peak area divided by the maximum of all peak areas, exceeds a selected threshold
and model-based criterion, which uses a model function to fit peaks. A comparison of
different peak detection approaches presented by Yang et al. [88] showed that methods
that consider the peak shape along with its intensity perform better than those that
consider only the peak intensity.

Peak picking specifically for MSI data can pose new problems because of the immense
volume of the data. A peak detection method in this case should be selected considering
both efficiency and sensitivity. To this end, many approaches have been proposed that
either allow selection of a region of interest from the complete dataset to perform peak
picking [111] or select those peaks that are present in at least 1% of spectra [112]. Fig-
ure 3.5 shows peak detection performed on a smoothed and baseline-corrected MALDI-
TOF spectrum using the Median absolute deviation approach, that estimates noise as
the median of the absolute deviation of points within a selected window.

3.3.5 Spectral recalibration
For every mass spectrometry experiment, external calibration is performed. Even then,
the systematic shifts during the measurement can affect the acquired mass spectrum.
These mass shifts can interfere with interpretation of the data and can lead to erroneous
annotation of peaks. Mass shifts in the data can be corrected using spectral recalibration.
In Chapter 4, we provide a detailed description of spectral recalibration and the existing
approaches proposed in literature. Within that chapter, we also present our recalibration
method (see Section 4.3) and discuss its performance.

3.4 Dimensionality reduction and unsupervised data mining
After applying the preprocessing steps and peak picking to MSI data, considerable
noise is eliminated and S/N ratio is assumed to be improved. However, individual
MSI datasets (specifically those acquired at a high resolution or from whole body sam-
ples) can still be extremely large in size, making manual interpretation infeasible. This
becomes even more difficult when little or no information is available about the sam-
ple that is analyzed. In such a scenario, unsupervised techniques are often helpful for
exploratory data analysis and to extract important features without prior knowledge of
the sample.

The high-dimensionality of MSI data introduces complexity in analysis as well as in-
creases the computation time. To give an example of the complexities of analysis,
clustering techniques are often applied to mass spectra. These techniques, which may
be applied to many kinds of data, use a distance measure to describe the similarity
of pairs of objects. Under very high dimensionality, all distances calculated by these
similarity measures tend to equal one another and the discriminatory power of these
measures fails [113, 114]. These problems arising due to high dimensionality are collec-
tively known as the curse of dimensionality. It is a term introduced by Bellman [115]
to describe the problem caused by the exponential increase in volume associated with
adding extra dimensions to a Euclidean space.

Many dimensionality reduction approaches have been developed that aim to represent
the data by a small subset of extracted features with minimum information loss, while
preserving as much of the variance present in the data as possible. These features cap-
ture the informative portions of the signal whilst discarding the noise and redundant
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measurements. Some of the dimensionality reduction as well as MVA approaches are
principal component analysis, independent component analysis, partial least squares
discriminant analysis, non-negative matrix factorization and multivariate curve reso-
lution. These techniques are also now being popularly applied to analyze MSI data
[24, 105, 116–118].

3.4.1 Component analysis
Component analysis techniques help in the simultaneous statistical study of the depen-
dence (covariance) between different variables, using a small number of factors.

Given a data matrix (X ) composed of I samples (mass spectra) and K variables (mass
units), component analysis performs bilinear decomposition on this matrix X to generate
three new matrices, which is represented in Equation 3.5:

X = T P′+E (3.5)

The scores matrix (T ) is a projection of the samples onto the factors and is of dimensions
I×N, where N is the number of factors2. This scores matrix consists of the contribu-
tions. The Loadings matrix (P) is the projection of a factor onto the variables and is of
dimensions K×N and contains the spectra. The Residual matrix (E ) mainly represents
noise and is of dimensions I×K.

In this section, we will discuss Principal Component Analysis (PCA) and Multivariate
Curve Resolution (MCR; also known as Alternating Least Squares regression) since
these are applied to analyze the TOF-SIMS imaging data discussed in Chapter 7. PCA
and MCR are both methods of component analysis or factor analysis, where the data
is described using a small number of factors, however they have different applications.
The aim of PCA is usually to explore and interpret the dataset whereas MCR helps in
defining contributions of the constituents (components) using concentration and spectral
profiles [119, 120].

These two techniques differ in the way the factors are extracted. To explain them, we
use terminologies that are consistent with ISO standard vocabulary [121].

Principal component analysis

PCA is probably the most popular factor analysis method and has been widely applied
to analyze MSI data [109, 116, 122–124]. Described first in 1901 by Pearson [125],
PCA looks at the variance pattern within a dataset to find the direction of greatest
variance. It extracts a set of uncorrelated orthogonal factors that re-orients the data
onto a new set of perpendicular axes in such a manner that the axes are aligned along
directions of maximum variance within the data [126]. These orthogonal factors are
known as principal components (PCs) and are ordered such that the first PC accounts
for as much of the variability in the data as possible, and each succeeding component
accounts for as much of the remaining variability as possible. Not all PCs generated
provide valuable information and it is preferable to discard higher PCA factors. This
step is often referred to as factor compression. It is important to carefully determine
the number of factors required to describe the main features of the data. A wrong
selection of the number of components can lead to loss of information (underestimation)

2A factor is basically an axis in the data space of a factor analysis model, representing an underlying
dimension that contributes to summarizing or accounting for the original data set. Individual factors
typically represent interesting properties of a dataset.
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or the inclusion of noise components (overestimation). The number of factors can be
deduced by inspection of the eigenvalue3 plot, also known as the scree test [127], and the
percentage of total variance captured by the first N PCA factors. Hence, by selecting a
smaller number of factors to represent the data, PCA is able to achieve dimensionality
reduction for large MSI datasets. These generated PCs are linear combinations of all
the original variables and, therefore, usually capture much more information than any
of the original variables considered individually.

The scores describe the relationship among the samples (i.e. the different mass spectra
in the dataset). The loadings are simple correlations between the components and the
original variable. They define the contributions of the original variables (i.e. individual
m/z values) to the new PCs and describe which variables are responsible for the differ-
ences seen within the samples. The residual matrix describes the random variations not
described by the new PC axes and usually represents noise in the data.

Multivariate curve resolution

While PCA calculates factors based on mathematical properties (like capturing maxi-
mum variance), the factors may display negative intensities due to imposition of orthog-
onality. These negative intensities are often difficult to interpret because they are not
directly related to chemical properties of the mass spectral data. Also, PCA loadings
for a data set of measured spectra generally are not pure component spectra. Instead,
the loadings are typically linear combinations of pure analyte spectra that have positive
and negative intensities.

MCR is an approach to decompose a hyperspectral data matrix and is designed to
identify pure components from a multi-component mixture [128, 129]. This bilinear
decomposition is usually performed by repeated application of multiple least squares
regression. The technique extracts chemically meaningful information in the form of
factors that resemble the spectra of chemical components and contributions. Apply-
ing MCR to multivariate images yields information about what analytes are present
and where in the image they are located [130]. MCR assumes a linear combination
of chemical spectra (MCR loadings) and contributions (MCR scores) to describe each
spectrum. Since MCR factors are not required to be mutually orthogonal, by applying a
non-negativity constraint4 to the loadings and scores matrices during optimization, the
MCR components are directly interpretable as spectra of pure compounds, as they have
positive values [131–133].

The downside of MCR when compared to PCA is that it is computationally more in-
tensive and requires more user input prior to analysis. Also, in the case of PCA, the
orthogonality constraint ensures that only one linear combination of original variables
gives the optimal approximation of the data. However, this is not the case in MCR. The
solutions generated by MCR are not unique. This is because the original data matrix
may be reproduced in an infinite number of ways by using component profiles differing in
shape (rotational ambiguity) or in magnitude (intensity ambiguity) from the true ones.
Hence, quality and uniqueness of MCR solutions is strongly dependent on the number
of chemical components or species assumed to be causing the data variance. Also, using
appropriate constraints can help in limiting the ambiguities in MCR solutions.

3An eigenvalue is the amount of variance described by each factor.
4Constraints are defined as systematic properties or mathematical conditions that help MCR to

generate a optimal and chemically meaningful data matrix. Some commonly used constraints for MCR
are non-negativity, unimodality, closure and hard-modeling.
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The very first indication of the number of chemical species present in a dataset can be
obtained directly from the rank5 of the data matrix or from the number of significant
singular values associated with the data matrix [134]. The singular values that are
related to chemical species are usually larger than noise, systematic errors or baseline
values. The initial number of components can also be roughly estimated based on the
number of components in a PCA or singular value decomposition that are sufficient
to explain the systematic changes in the data variance, i.e. by selecting the number of
eigenvalues higher than those associated with the noise level [119, 135]. This method
works well for uniformly distributed homoscedastic noise, but fails when this is not the
case. This is where it is important to clean the data of any baseline and instrumental
contributions and apply suitable preprocessing steps [136]. A different approach to
identify the number of components was applied by Motegi et al. [137]. They perform
a comparison of the concentration profiles generated from MCR results obtained by
sequentially changing the number of components for a single dataset. They observed that
similar components emerged repeatedly. Based on this observation, it was considered
that reliable components emerged repeatedly irrespective of the number of components
selected whereas unreliable components emerged only once or just a few times. These
reliable components were considered to be informative.

To obtain initial estimates of the spectral profiles, a straightforward approach is to choose
some pure spectra from the original data matrix. The SIMPLISMA [138] method is also
popularly used for selecting pure spectral variables as initial estimates. To determine
the initial estimates for concentration profiles, methods such as evolving factor analysis
and evolving window factor analysis are used [139].

3.4.2 Cluster analysis
To perform exploratory data analysis, clustering is yet another technique that can aid
in highlighting unknown patterns. It is a class of unsupervised methods that allow
classification and grouping of objects based on their similarity (or differences). These
methods can be classified into two main categories: agglomerative and partitional (also
known as segmentation or divisive methods). Agglomerative methods such as hierarchi-
cal clustering analysis (HCA) begin with each object being its own cluster, and progress
by combining existing clusters into larger ones. Segmentation methods such as discrim-
inative cluster analysis (DCA) start with a single cluster containing all objects, and
progress by dividing existing clusters into smaller clusters or segments based on their
similarities or homogeneous composition [105, 116, 140–142].

Hierarchical clustering analysis

The principal behind HCA is that the more similar two objects are, the closer they are
in multidimensional data space. For MSI data, the objects referred to in HCA are either
mass spectra or ion intensity maps. HCA starts with N clusters, each of which includes
one data object. The algorithm successively merges clusters in an iterative manner,
based on the selected similarity criterion, until no more merges are possible. The main
advantage of using HCA is that multi-dimensional data can be easily summarized based
on its distinguishing features and can be visualized in 2-D space. The procedure to
perform HCA can be summarized in the following steps [143, 144]:

5The rank of a matrix is the maximum number of rows or columns that are linearly independent. It
represents the number of independent parameters that are needed to fully describe the data.
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1. Start with N objects and calculate pairwise similarity between these objects, based
on a defined similarity measure, to generate a distance matrix.

2. Search the pair of objects Ci and C j with the minimum distance in the matrix and
merge them into a single cluster Ci j.

3. Update the distance matrix by computing the distance between the cluster Ci j

and other objects. The distance between an object and a cluster or two clusters
is calculated using the linkage function (explained in detail further below).

4. Repeat steps 2 and 3 in an iterative manner until all objects are contained in one
large cluster.

Results from HCA are represented in the form of a tree diagram called dendrogram, where
clustering on different levels can be visualized, and/or as a heat map which represents the
individual values in the sample matrix with a color code, showing how various patterns
can segregate defined groups. The dendrogram can be broken at different levels to yield
different clusterings of the data. Each leaf in the dendrogram corresponds to one of the
original objects used for clustering and each internal node represents a subset or cluster
of objects. Cutting the dendrogram at a certain height gives the number of clusters,
that the input objects have been divided into. However, there is no objective way to say
how many clusters are generated, as this can change with the change in height at which
the dendrogram is cut. Although, there have been some methods reported [145], but in
any case, there is a fair amount of subjectivity in determining which branches to be cut
or not to be cut to form separate clusters.

Measure of similarity: There are various measures to express (dis)similarity between
pairs of objects. The most commonly used distance measure is the Euclidean distance
(d). It measures the shortest path, basically the length of the straight line, connecting
two points and can be defined as the square root of the sum of the squared distances
between two points. In general, the distance between two points x and y in a Euclidean
space IRn is given by:

d = |x− y|=

√
n

∑
i=1
|xi− yi|2 (3.6)

Other types of distance measures used are Manhattan distance, Mahalanobis distance
and Pearson’s correlation.

Cluster linkage: In addition to a distance measure, a measure to compute the distance
between two clusters or a object and a cluster is also needed. Such a measure is referred
to as a linkage. It is a function that takes two cluster nodes as input and provides the
distance between these nodes. Some of the popularly used linkage measures are:

1. Single linkage, where the distance between two clusters is the distance between the
two closest data points in these clusters (each point taken from a different cluster).

2. Complete linkage, where the distance between two clusters is the distance between
the two furthest data points in these clusters. To cluster ion intensity maps based
on their spatial similarity (discussed in Chapter 6), we have used the complete
linkage function.
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3. Average linkage, where the distance between two clusters is the distance between
the centers of the two clusters.

4. Ward’s linkage, which aims to minimize the within-cluster variation such that the
resulting groups are as homogeneous as possible [146–148]. It uses an analysis-of-
variance approach to evaluate the distances between clusters. In this approach,
the linkage function estimates the distance between the two clusters, which is the
increase in the error sum of squares (ESS) after fusing two clusters into a single
cluster [149]. ESS can be expressed mathematically as:

ESS(X) =
Nx

∑
i=1

⏐⏐⏐⏐⏐xi−
1

Nx

Nx

∑
i=1

xi

⏐⏐⏐⏐⏐
2

(3.7)

where X is a cluster, x is an object in cluster X and Nx is the total number of
objects in cluster X. Using Equation 3.7, Ward’s linkage can be represented as:

Dw(X ,Y ) = ESS(XY )− [ESS(X)+ESS(Y )] (3.8)

where X and Y are two clusters, |·| is the absolute value of a scalar value or the
length of a vector and XY is the combined vector obtained by fusion of clusters
X and Y. This linkage approach tends to produce clusters with similar numbers
of observations, but it is sensitive to outliers. To analyze the TOF-SIMS data
(discussed in Chapter 7), we have used the Ward’s linkage function.

Discriminative cluster analysis

DCA is a segmentation approach. In the context of ion maps corresponding to a MSI
dataset, segmentation is a process of separating an image into regions or segments,
based on their homogeneous chemical composition. This can be performed by the use
of clustering approaches that group the data in a few segments or clusters so that the
data points within a cluster exhibit similar characteristics whereas data points across
clusters are different. DCA performs clustering by obtaining a single partition of the data
instead of generating a dendrogram as in HCA [142, 150]. There have been many DCA
approaches proposed like k -means, k -medians, mixture of Gaussians, graph theoretic,
however, the k -means approach is the most widely applied. The k-means algorithm starts
with k objects (clusters), where k is specified by the user a priori. During each cycle
of this clustering method, the remaining objects are assigned to one of these clusters,
based on distance from each of the k targets. New cluster targets are then calculated as
the means of the objects in each cluster, and the procedure is repeated until no objects
are re-assigned after the updated mean calculations. When k-means is applied to MSI
data, the algorithm classifies each pixel into one of the k clusters either by minimizing
the sum of distances from their respective centers or by maximizing interclass distance,
which usually leads to the most distinct clusters possible.

The k -means algorithm is simple to implement and offers good performance. However, it
also suffers from some drawbacks. It is sensitive to the initial number of clusters selected,
meaning regions of the biological sample revealed are strongly dependent on the number
of clusters selected by the user. It can be difficult to estimate the optimal number
of clusters in advance. Selecting a good number requires a combination of statistical
reasoning (for example, use of a Silhouette plot [151] to study the separation between
the resulting k clusters), some knowledge about the sample data being used and also



32 3. Computational processing and analysis of MSI data

depends on human judgement. In practice, k-means clustering is performed by using
different values of k to get a series of solutions. The final choice of k is made based on
qualitative criteria of the clusters obtained [152]. Also, its complexity in time is O(nkl)
and in space is O(k), where n is the number of samples, k is the number of clusters, and
l the number of iterations. This degree of complexity could at times be impractical for
large datasets [153].

One major disadvantage of applying HCA and k -means to MSI data is that these meth-
ods treat each pixel independently and ignore similarities of spectra acquired from
spatially proximate locations, i.e. they do not take into account any spatial relation-
ships [22, 105]. This can adversely affect the quality of segmentation.

Spatially aware segmentation

To address the disadvantage of the traditional clustering approaches explained above,
spatially aware segmentation methods have been developed. Alexandrov et al. [43, 112]
have proposed two such approaches that incorporate spatial relations between pixels, so
that pixels are clustered together with their neighbors:

1. Spatially aware clustering is a distance-based clustering approach where the dis-
tance between two spectra, obtained from two pixels in a MSI dataset, depends
on the neighboring pixels of the selected pixels. This method is based on the as-
sumption that mass spectra acquired from neighboring pixels in a morphologically
defined region on the biological sample most likely should represent similar bio-
chemical composition and so should be similar. To take into account this spatial
context, a pixel neighborhood radius is used which is selected by the user. The
method uses specific Gaussian weights corresponding to pixels from the neighbor-
hoods. These weights decrease with increasing distance from the neighborhood
center. One drawback of this approach is that it selects the neighboring pixels in
the same manner for every pixel in the dataset, which can lead to elimination of
smaller details, particularly in complex tissue samples.

2. Spatially aware structure-adaptive clustering has been developed to counter the
drawback of the spatially aware clustering approach. This type of clustering is
based on the same principle. However, in this the weights of pixels in its neigh-
borhood are not simply Gaussian but are calculated adaptively, i.e. they take into
account similarities of pixels and the structure observable in the data.

3.5 Biological interpretation and further studies
It is a crucial as well as a challenging task to make sense of the huge amount of data
generated in a MSI experiment, so as to answer a specific biological question. Unsuper-
vised methods discussed in the previous section can provide an overview of the dataset
and can highlight variance-causing features in the data. However, several studies also
require identification of unknown molecules as well as data-dependent classification of
the samples analyzed, leading to biomarker discovery. This section briefly describes
these approaches used for MSI data analysis.

3.5.1 Molecular identification
As described previously, a single MSI experiment generates volumes of spectral data
that reflects complexity of the sample analyzed and requires identification of the un-
knowns. However, molecular identification is inherently challenging, particularly when
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low-resolution instruments have been employed to generate the data. With advance-
ments in instrumentation, experiments are now performed that combine high-resolution
accurate-mass imaging with data-dependent tandem MS (MS/MS) [154–156]. It is im-
portant to have high mass-resolving power and high mass accuracy so that compounds
can be identified with a higher confidence based on their accurate mass and MS/MS
fragmentation patterns.

Recently, Alexandrov et al. [157] developed a computational framework for false dis-
covery rate (FDR)-controlled compound annotation for high-resolution MSI data. This
framework is based on three principles: database-driven annotation by screening for
metabolites with known sum formulas, calculation of a specific metabolite signal match
score that quantifies the likelihood of the presence of a metabolite with a given sum
formula, and a FDR estimation approach with a decoy set generated using implausible
adducts.

3.5.2 Supervised classification
Supervised classification approaches in MSI are mainly employed to identify molecular
profiles or specific ions that can act as potential biomarkers in order to discriminate
groups of samples, e.g. a tumor tissue from a benign tissue in clinical and pathological
studies. These approaches require prior knowledge about the samples to be analyzed,
and also require sample annotation in order to generate a model and identify candidate
biomarkers [105]. Model generation usually involves training a classifier using specific
input features of the samples in order to discriminate spectra of different types [158].
Some of the popularly used supervised classification approaches for MSI data include
linear discriminant analysis [159], support vector machines [160], artificial neural net-
works [161] and random forests [162]. These approaches are now popularly employed as
primary tools to study and characterize a number of cancer types, Alzheimer’s disease,
arthritis and other disease biomarkers [163].

3.5.3 Combination with other imaging modalities
As described in Chapter 2, there are several different ionization approaches developed
for MSI, including SIMS, MALDI, and DESI. Other popular imaging modalities, such
as magnetic resonance imaging (MRI), high resolution magnetic resonance spectroscopic
imaging, etc are also used in clinical studies. All these imaging modalities differ in their
analytical capabilities and two or more of these can be used to analyze a single biolog-
ical question. However, until recently, analyses using these approaches were treated as
separate entities [62].

An emerging trend is to combine two or more imaging modalities for validation and
confirmation of findings. This approach has been termed multimodal imaging. This
imaging approach can be a combination of MSI with an independent imaging modality
like MRI or can use a combination of different ionization modalities in MSI. Several stud-
ies using multimodal imaging have been reported for glycan and protein analysis [164],
lipids [165], small molecule analysis for cancer studies [166] and many more.





Chapter 4

Recalibration of mass spectrometry
imaging data

When analyzing biomolecules using mass spectrometry, mass accuracy and mass resolv-
ing power play a crucial role.

Mass accuracy increases with the increase in mass resolving power and high mass reso-
lution. High mass resolution is important because it minimizes the possibility of overlap
of two closely placed mass peaks [167]. With high mass accuracy it is possible to achieve
accurate peak annotation and uniquely identify the elemental compositions of observed
ions.

In Section 4.1, we discuss about mass shifts that can compromise mass accuracy, leading
to erroneous compound identification. Mass recalibration is an important preprocessing
step before performing any analysis so as to eliminate these mass shifts. In Section 4.2,
we briefly report the different recalibration methods available for mass spectrometry
data. To correct these mass shifts in MSI data, we present our lock mass-free recali-
bration method in Section 4.3 [1]. In Section 4.4, we evaluate the performance of our
method by applying it to correct mass shifts present in three MSI datasets.

4.1 Mass shifts and their correction
With advancements in technology, performance of mass spectrometers have considerably
improved in terms of mass resolving power and mass accuracy. However, systematic
errors still get introduced leading to mass mis-assignments also known as mass shifts,
whereby the mass spectrum of the ejected ions exhibits peaks that do not have the correct
assignment of m/z . These mass shifts can be positive or negative in nature [168, 169].
It is important to limit these systematic mass measurement errors. Mass calibration is
a critical parameter to be considered in order to correct mass shifts and achieve high
mass accuracy.

Every mass spectrometer requires some calibration prior to an experiment, a process
commonly known as external calibration. In this form of calibration, several peaks
of known standard compounds are evenly distributed over the mass range of interest,
hence creating a mass reference list. Calibration is then performed by recording a mass
spectrum of the standard compound and subsequent correlation of experimental m/z
values to the mass reference list [35, 170]. Another protocol used for calibration is
internal calibration. This form of calibration usually requires the introduction of an
internal mass reference of known molecular formula, commonly known as the lock mass.
It is introduced separately using a second inlet system in the mass spectrometer or
together with the sample before analysis [35, 41, 171–173]. It should be taken care that
the lock mass peak does not suppress the analyte peaks and vice-versa.

Even then, mass accuracy can be compromised due to different experimental factors
like outdated calibration coefficients, ion intensity and temperature changes during the
measurement, charge accumulation, etc. For an MSI experiment, things can be more
complex, specifically when the sample under investigation is not flat. This causes ab-
sorption variation between different histological areas of the biological sample. Due to

35
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this, the measured mass of the same ion may not be exactly the same in the spectra
acquired from different regions of the sample [2, 107, 174, 175]. Just, internal or external
calibration is not ideal for a MSI experiment because we do not have a standard refer-
ence spectrum that can be used for the entire section that has been imaged. Secondly, if
a lock mass is used, then this mass peak may not be present in all the spectra acquired
at discrete spatial positions of the imaging surface. This makes it difficult to calibrate
the spectra that do not contain the lock mass peak. Also, at times, the use of multiple
internal calibrants to cover the complete mass range can overlap the masses of interest
and may preclude their detection.

Hence, in order to eliminate mass shifts in MSI data spectral recalibration becomes
an important preprocessing step. The concept of spectral recalibration basically is to
use the hypothetical knowledge of the sample under investigation so as to compute
an accurate calibration function [6]. Unlike external or internal calibration, which are
performed before starting the experiment, spectral recalibration is performed after data
acquisition as an additional data preprocessing step.

4.2 Previous contributions
There are different spectral recalibration approaches that have been reported for both
MS and tandem MS (MS/MS) data in the literature.

A recalibration method developed by Kozhinov et al. [176] estimates a mass calibration
function using m/z ratios and abundances of internal calibrants. Only monoisotopic
species are used as internal calibrants and a high number of these calibrants are ob-
tained by using an iterative approach, so as to cover the entire mass range. The authors
have applied this method to analyze petroleum samples acquired using orbitrap fourier
transform mass spectrometry and achieved sub-ppm level mass accuracy for the evalu-
ated datasets.

Barry et al. [177] have developed a frequency shift-based recalibration approach that they
have applied to fourier transform ion cyclotron resonance MSI data. The method corrects
systematic mass shifts introduced due to space-charge effects observed while using fourier
transform mass spectrometry instruments. The method applies cyclotron frequency
correction which is determined based on the frequency shift of polydimethycyclosiloxanes
ions, that are found in ambient laboratory environment.

Another method proposed by Petyuk et al. [175] is developed to reduce mass shifts in
liquid chromatography mass spectrometry-based-proteomics data. The method uses a
priori knowledge of the sample being analyzed as well as employs non-parametric re-
gression models so as to incorporate additional explanatory variables such as elution
time, m/z and ion intensity. The same group has developed yet another method that
performs multidimensional recalibration for highly complex mixtures [178]. This method
identifies a subset of effective calibrants for recalibration by statistically matching mea-
sured masses to accurate masses of putative known compounds likely to be present in
the mixture that is being analyzed.

A recalibration method proposed by Gobom et al. [179] is specifically developed for
MALDI-TOF data. In their work, they pointed out that delayed ion extraction in
MALDI-TOF often distorts the linear relationship between m/z and square of ion flight
time. This leads to the consequence that the calibrants have to be present close enough
to the analyte signal in order to achieve high mass accuracy, ultimately leading to the
requirement of several calibrant signals and a higher-order calibration function. As spec-
ified earlier, increasing the calibrant signals may lead to analyte signal suppression. To
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data to the following preprocessing steps - Baseline correction, smoothing and peak
picking (refer to Section 3.3 for detailed explanation of these steps), to obtain peaklists.
Our method is then applied to these peaklists in order to generate a consensus spectrum.
Our recalibration method can be summarized in three steps:

1. We first decide on an order to process the peaklists. This can be achieved using
one of the three approaches:

(a) Minimum spanning tree (MST)

(b) Topological greedy (TG)

(c) Crystal growth (CG)

These ordering approaches take into account pairwise spectral similarity that has
been explained in Section 4.3.1.

2. We then perform recalibration along this order, in an iterative manner, to generate
a consensus spectrum.

3. This consensus spectrum acts a reference against which we recalibrate all the
preprocessed peaklists.

4.3.1 Spectral similarity measure
To achieve high-quality results while recalibrating a peaklist against another, several
common masses should be present in a user-defined region (δ ), between the two peaklists,
covering a wide mass range. For this, our method exploits spectral similarity to generate
a ranking order and perform recalibration. We use a distance function d to find local
pairwise peaklist similarity. It is defined as:

d(x,y)(x′,y′) =
1

p(x,y)(x′,y′) · r(x,y)(x′,y′)
(4.1)

where p(x,y)(x′,y′) is the peak counting score between the two peaklists P(x,y) and P(x′,y′).
The mass range of the common peaks amongst the two peaklists is represented using
r(x,y)(x′,y′). Lower the value of the distance function, more is the similarity between the
peaklist pair.

4.3.2 Spectral ordering approaches
Before performing recalibration, it is important that all the peaklists are ordered in a
specific manner. This especially is helpful to minimize the error within the growing
consensus spectrum. For this, we describe three peaklist ordering approaches:

4.3.2.1 Minimum spanning tree ordering

In Minimum Spanning Tree (MST) ordering, we use local pairwise peaklist similarity
(see Section 4.3.1), to generate an order of ranking the peaklists. We calculate distances
between all pairs of peaklists using the distance function (see Equation 4.1), to generate
a distance matrix.

The distance matrix can be represented as a complete weighted graph G(V,E), where
the vertex set V corresponds to individual peaklists and the edges E are weighted by
the distance corresponding to peaklist pairs, in the distance matrix. We then calculate
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Figure 4.4: Geometric interpretation of linear recalibration using Maximum Line
Pair Stabbing algorithm. The algorithm uses a set of mass values where blue represents
masses from the reference peak list and orange represents masses from the peaklist that has to
be recalibrated. The algorithm then finds a pair of parallel lines within distance ε from each
other such that the number of input points that intersect (stab) the area between the two lines
is maximized. Figure reproduced from [6].

all non-traversed neighbors of this crystal and calculate distance d for each neighboring
pixel. The next pixel to be traversed is the one with the smallest distance to the crystal.
Distance d is calculated using Equation 4.1(see Section 4.3.1). A step-wise pictorial
representation of how pixels are traversed in CG ordering is shown in Figure 4.3.

In every iteration, we add a new neighboring pixel to the growing crystal, recalibrate the
peaklist corresponding to this pixel against the current consensus spectrum and merge
the two to generate a new consensus spectrum. This process continues till all the pixels
are added to the growing crystal.

4.3.3 Recalibrating a pair of peaklists
For robust recalibration it is very important to detect and remove outliers, since recal-
ibration can easily be corrupted if two peaks are wrongly matched. We detect outliers
and perform recalibration for a pair of peaklists using the Maximum Line-Pair Stabbing
(MLS) algorithm proposed by Böcker and Mäkinen [6].

Given a list of mass values, obtained from the two peak lists, this combinatorial and
deterministic approach, uses a computational geometry interpretation of the problem
to find a pair of parallel lines within a constant distance, epsilon (ε), such that, the
number of points in space between the two lines is maximum (see Figure 4.4). The value
of epsilon (ε) can be estimated using on the measurement divide and other conditions.
Ordinary least squares regression is then used on these subset of points, to fit a regression
line. We finally use this regression line to recalibrate the second peak list, using the first
as a reference.

This recalibration procedure is applied in an iterative manner to the ordered peaklists.
A consensus spectrum is generated at every iteration (see Section 4.3.4), which is used
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Figure 4.5: Representation of the generation of consensus spectrum. This approach
involves merging matching peaks between old consensus spectrum and the newly recalibrated
spectrum in a defined mass threshold θ , to generate a new consensus spectrum

to recalibrate the next peaklist in the ordered list. This process continues till all the
peaklists are traversed and a final consensus spectrum is generated.

4.3.4 Generation of consensus spectrum
As mentioned in the previous sections, in each step of pair-wise peaklist recalibration,
a consensus spectrum is generated. We perform this using the following approach: Ini-
tially, the first peaklist (peaklist at the top of the ordered list) is assumed as the consensus
spectrum (this acts as a reference). Against this consensus spectrum, we recalibrate the
next spectrum in the list using the MLS algorithm described in Section 4.3.3. After
recalibration, the old consensus spectrum (assumed initially) and the newly recalibrated
spectrum are merged using the following steps:

Lets assume that a peak in the old consensus spectrum with mass m and intensity i
matches with a peak in the newly recalibrated spectrum with mass m′ and intensity i′,
i.e. |m - m′ | ≤ θ for some user-defined mass threshold θ . We then update the mass and
intensity in the consensus spectrum using the following equation:

mnew =
i ·m+ i′ ·m′

i+ i′
inew = i+ i′ (4.3)

If there is no peak in the newly recalibrated spectrum within the selected mass threshold
θ , then the peak with mass m and intensity i, in the old consensus spectrum is added
as it is, to the new consensus spectrum. The same holds true when a peak exists in the
newly recalibrated spectrum, but not in the old consensus spectrum. The generation of
a new consensus spectrum is represented diagrammatically in Figure 4.5.

This new consensus spectrum is used in the next iteration to perform recalibration.
We continue this process until all peaklists have been traversed. In the last iteration,
we receive the final consensus spectrum. This final consensus spectrum generated does
not necessarily contain the correct masses of the analytes present in the sample, but it
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Table 4.1: Summary of imaging datasets used in this study.

Name Mode of m/z Laser frequency Laser shots per spot Mass range Total spectra

Dataset 1 LDI 10 Hz 50 100.00-1000.00 1184
Dataset 2 MALDI 15 Hz 120 100.00-1000.00 2109
Dataset 3 MALDI 15 Hz 90 100.00-1000.00 3408

contains average masses for peaks repeatedly observed in the individual spectra. Using
intensity values of mass peaks in merging the two peaklists assures that the mass of
intense peaks is given higher confidence than low-intensity peaks.

4.3.5 Final correction
In the last step of our recalibration method, we use the final consensus spectrum (see
Section 4.3.4) as a reference to recalibrate all the peaklists in the MSI dataset. To
perform the final correction, every peaklist is independently recalibrated against the
final consensus spectrum using the MLS algorithm described in Section 4.3.3. This final
consensus spectrum spans the entire collected mass range of the imaging dataset on
which recalibration is performed.

4.4 Evaluation of mass shift correction
In this section, we evaluate the recalibration method for its performance and accuracy
and also present a comparative evaluation of the three spectral ordering approaches
discussed in Section 4.3.2.

4.4.1 Experimental datasets
We apply our recalibration method to three datasets acquired using MSI of whole-body
Drosophila melanogaster flies (see Table 4.1). Details related to the insect treatment,
chemicals used and sample preparation can be found in Appendix Section A.1.

The MSI experiments corresponding to all the three datasets were performed using
MALDI Micro MX (Waters, www.waters.com, Milford, MA, USA) operated in a reflec-
tron mode with the acceleration and plate voltages at -12 kV and +5 kV, respectively.
Delayed extraction time was 500 ns. Desorption and ionization was realized by nitrogen
(337 nm) UV laser MNL 103-LD (LTB Lasertechnik Berlin GmbH, www.ltb-berlin.de,
Germany). Matrix ions were suppressed with a low mass cut-off set at 150 Da.

All the samples were imaged using a step size of 100 µm (lateral resolution of 254 dpi).
The number of laser shots per spot was optimized and set to different values as shown
in Table 4.1. The range of the measured masses was set from 100 - 1000 Da.

4.4.2 Data acquisition and processing
The data was acquired using the MassLynx 4.0 software (Waters, www.waters.com,
Milford, MA, USA) and processed with custom-made software MALDI Image Converter
(Waters) to obtain spatially differentiated data in Analyze 7.5 imaging file format.

Before applying our recalibration method we subject the datasets to certain preprocess-
ing steps. We import the acquired imaging dataset in MATLAB (MATLAB and Statis-
tics Toolbox Release R2012b, The MathWorks, Inc., Natick, Massachusetts, United
States) and parse the image data using analyze75read() routine. We then apply the
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Table 4.2: Summary of specific ions of interest used in each dataset along with the recalibration
parameters used by the three ordering approaches.

Dataset
Compound of

interest
Form of adduct

Ion atomic
composition

Exact mass
(Da)

Mass used for
recalibration (Da)a

Parameters

εb (Da) δ c (Da) θd (Da)

Dataset 1
cVA [M+K]+ C20H38O2K 349.25034 349.40 ± 0.30

0.5 0.5 0.5
Triacylglycerol [M+K]+ C49H92O6K 815.65255 815.80 ± 0.35

Dataset 2
DHB [M+K]+ C7H6O4K 192.98977 193.15 ± 0.30

0.2 0.2 0.2
Tricosadiene [M+Li]+ C23H44Li 327.35976 327.15 ± 0.10

Dataset 3
DHB [M+K]+ C7H6O4K 192.98977 193.15 ± 0.30

0.2 0.2 0.2
Triacylglycerol [M+K]+ C49H92O6K 815.65255 815.80 ± 0.30

a m/z values for recalibration were chosen based on the observed ion abundances in a specific mass
range for a particular analyte in the dataset;
b Mass threshold used for Maximum Line-Pair Stabbing algorithm to perform recalibration;
c Mass threshold to find common masses in a pair of peaklists;
d Mass threshold used while merging the old consensus spectrum and the newly recalibrated spectrum.

following preprocessing steps: baseline correction using msbackadj(), then smoothing
using mslowess() routine and at last peak picking using mspeaks() routine, to generate
peaklists. We then export the preprocessed data as peaklists along with their coordinate
position information to individual text files.

4.4.3 Recalibration accuracy and performance
We evaluated the performance of our method for two analytes of interest in each of
the three imaging datasets. The details of all the ion species of interest used for each
dataset along with the parameters used to perform the recalibration are listed in Ta-
ble 4.2. The chosen analytes for dataset 1 are the male anti-attractant 11-cis-vaccenyl
acetate (cVA) [184], with confirmed biological significance [185] and male-specific tri-
acylglycerol [186], both in their potassiated form. For dataset 2, we used potassium
adduct of 2,5-dihydroxybenzoic acid (DHB) matrix ion and lithium adduct of tricosadi-
ene [184]. Dataset 3 included the same potassiated DHB and triacylglycerol analyte, as
used in dataset 2 and dataset 1 (see Table 4.2).

Representation of results We demonstrate the mass shift correction for each selected
analyte of interest using 2-D pseudo color plots. We generate these plots in a selected
mass window of ± 0.4 Da for dataset 1 and a mass window of ± 0.3 Da for dataset 2
and 3. These mass windows have been chosen based on the maximum shift observed in
the raw imaging datasets.

For evaluation, we construct two types of plots, one which shows the observed mass
shift for the selected mass in the preprocessed data and the second showing mass shift
correction generated using the recalibrated peaklists obtained after applying our method.
The 2-D plots are generated using a customized version of plotImsSlice.R function
available in the MALDIquant R package.

Observed mass shift for selected ions We observed that the mass shifts for the
selected analytes (shown in Table 4.2) ranged between 0.15 - 0.25 Da, from their exact
masses. These masses used for recalibration were chosen by an expert, based on the
observed ion abundances, in a selected range, from the experimental data. The ion
abundances for each analyte were selected based on the 3-D profile of the imaged area
and were studied using 2-D ion intensity maps generated using the raw imaging data.
To confirm the abundance of these analytes, we generated 2-D ion intensity maps using
BioMap software (Novartis, Basel, Switzerland) and we found the distribution to be
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Figure 4.6: Demonstration of mass shift and its correction using data obtained
during LDI-MSI of six-day-old virgin male D. melanogaster fly in lateral position.
(a) 2-D ion intensity map of triacylglycerol m/z 815.80 ([M+K]+), signal intensity in voxel view
with rainbow-color scale, in a mass window size of ± 0.4 Da. (b) 2-D pseudo color plot of the
observed mass shift with PlusMinus 1 color scale (red represents a positive mass shift and blue
represents a negative mass shift, the pixels in black signify no mass shift, whereas the pixels
in white correspond to no signal from that specific pixel in the selected mass range). Mass
shift correction by the recalibration method (c) using MST ordering, (d) using TG ordering,
(e) using CG ordering. (f) Pseudo density plot of the mass shift observed in preprocessed data
(gray) and its correction (MST ordering - yellow, TG ordering - green, CG - violet). (g - i) Mass
error distribution histograms of the preprocessed data before and after recalibration using MST,
TG and CG ordering respectively (Observed mass error - gray, correction using MST ordering -
yellow, correction using TG ordering - green, correction using CG ordering - violet).

identical. The analyte signals were evaluated considering the fly’s body parts and its
biological significance, as suggested by the expert.

Dataset 1 For this dataset, we apply our recalibration method to correct mass shifts
observed for cVA ion at m/z 349.40 [(M+K)+] and triacylglycerol ion at m/z 815.80
[(M+K)+]. Results of the observed mass shift and its correction form/z 815.80 [(M+K)+]
are shown in Figure 4.6.

As can be seen in Figure 4.6(a), triacylglycerol is seen to be distributed in the abdomen,
thorax and the wing region of the fly body. The abdomen and the thorax region represent
a high intensity distribution whereas the wing region and the region below the thorax
represent low intensity distribution of the m/z 815.80 [(M+K)+]. The signals observed
in area below thorax show the distribution of triacylglycerol originating from damaged
tissues around cut-off legs. Figure 4.6(b) shows a high positive mass shift, a maximum
of 0.4 Da, on the thorax and the tip of the abdomen. The abdominal tip, wing region
and the region near the legs shows a negative mass shift of about 0.15 - 0.3 Da.

The 2-D pseudo color plots of the mass shift correction are shown in Figures 4.6(c-e).
As can be seen, the CG approach for ordering the peaklists performs better mass shift
correction as compared to MST and TG ordering. For TG ordering, the 2-D pseudo
color plot of mass shift correction shows several pixels in red in the central abdomen,
thorax and tip of the wing indicating a positive mass shift in the range of about 0.15 -
0.25 Da for these pixels and a few pixels in blue representing a negative mass shift of
about 0.15 - 0.2 Da.
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Table 4.3: Mean mass errors (ME) and standard deviations (SD) for all masses of interest
calculated before and after recalibration.

Dataset
Mass used for

recalibration (Da)
Before recalibration MST ordering TG ordering CG ordering

ME (Da) SD (Da) ME (Da) SD (Da) ME (Da) SD (Da) ME (Da) SD (Da)

1
349.40 ± 0.4 + 0.062 ± 0.114 + 0.062 ± 0.067 + 0.050 ± 0.068 + 0.052 ± 0.069
815.80 ± 0.4 + 0.014 ± 0.177 - 0.029 ± 0.055 + 0.007 ± 0.057 + 0.009 ± 0.045

2
193.15 ± 0.3 + 0.103 ± 0.047 - 0.014 ± 0.029 - 0.007 ± 0.028 - 0.017 ± 0.028
327.15 ± 0.3 - 0.007 ± 0.038 - 0.002 ± 0.015 + 0.013 ± 0.026 + 0.016 ± 0.028

3
193.15 ± 0.3 + 0.141 ± 0.054 + 0.101 ± 0.046 + 0.232 ± 0.053 - 0.033 ± 0.128
815.80 ± 0.3 - 0.006 ± 0.141 - 0.017 ± 0.059 + 0.001 ± 0.120 - 0.045 ± 0.078

There is a significant difference observed in the 2-D pseudo color plots generated before
and after recalibration and the range of mass error distribution is seen to be reduced.
This is evident from the pseudo-density plot shown in Figure 4.6(f), which compares the
performance of the three peaklist ordering approaches. Plots 4.6(g-i) represent the mass
error distribution histogram for the preprocessed data before and after recalibration,
using MST, TG and CG ordering, respectively. The pseudo density plot shows that CG
ordering displays the least standard deviation of the three ordering approaches. The
mass error distribution histograms in the Figure 4.6(g-i) support this observation.

A similar observation was also found for the mass shift correction performed for the
distribution of cVA ion at m/z 349.40 [(M+K)+], results for which are discussed in
Appendix Section A.2.

Dataset 2 For the second dataset, we evaluated the performance of the recalibration
method on the distribution of DHBmatrix ion, atm/z 193.15 [(M+K)+] and tricosadiene
atm/z 327.15 [(M+Li)+]. Results for this dataset are discussed in Appendix Section A.3.

Dataset 3 For the third dataset, we evaluated the performance of the recalibration
method on the distribution of DHB matrix ion, at m/z 193.15 [(M+K)+] and triacyl-
glycerol at m/z 815.80 [(M+K)+]. Results for this dataset are discussed in Appendix
Section A.4.

Mean mass error and standard deviation We also compared the average mass and
standard deviation (SD) before and after applying our recalibration method. This com-
parison was performed for the three datasets using all the three ordering approaches,
results for which can be seen in Table 4.3. For the first dataset, recalibration using
MST, TG and CG ordering performed equally well for m/z 349.40 [M+K]+ by re-
ducing the mass error distribution as observed from 0.114 Da before recalibration to
0.067 - 0.069 Da after recalibration. However, for m/z 816.0 [M+K]+, which had a SD
of ± 0.177 Da before recalibration, recalibration using CG ordering results in a slightly
better SD of 0.045 as compared to MST ordering with SD 0.055 and TG ordering with
SD of 0.057. Table 4.3 also shows the better performance of applying CG ordering and
in some cases MST ordering for the mass values in the other two datasets, used in this
study. The SD values clearly indicate an advantage of using CG as well as MST ordering
for recalibration, over TG ordering.

Ion intensity distribution We also evaluated the change in ion intensity distribution
before and after recalibration. Since, after applying our recalibration method, mass shift
for the analytes of interest was considerably reduced, we expected to see an increase in
the number of pixels for the selected analyte in a narrower mass window.

A comparison of the 2-D ion intensity maps representing the distribution of m/z 349.40
[M+K]+ for dataset 1, before and after performing recalibration using CG ordering is
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Figure 4.7: Comparison of ion intensity distribution using preprocessed data before
and after recalibration. (a) 2-D ion intensity map before recalibration representing the
distribution of m/z 349.40 [M+K]+ for dataset 1 using the rainbow-color scale in a lower mass
accuracy threshold of ± 0.1 Da. (b) 2-D ion intensity map after recalibration for m/z 349.40
[M+K]+ in the same threshold shows increase in the number of pixels, representing a reduction
in the mass shift error.

shown in Figure 4.7. We used a lower mass accuracy threshold of ± 0.1 Da to represent
this comparison. As can be seen in Figure 4.7(b), additional pixels are present as a part
of the fly body as compared to Figure 4.7(a), representing a reduction in the mass shift
error after applying our recalibration method.

4.4.4 Evaluation of running times
We have implemented our recalibration method in Java, version 1.7.0-65 (Sun Devel-
oper Network). In Table 4.4, we report the running times of our recalibration method
presented as a comparison of the three ordering approaches. All the evaluations have
been performed on a 64-bit laptop, equipped with Intel i5 2.67 GHz quad-core processor
and 3.5 GB RAM. The values reported here only apply for the recalibration method,
without including the time required for initial preprocessing of mass spectra to generate
peaklists, that has been performed using MATLAB.

Table 4.4: Running times per recalibration for the three imaging datasets measured on a 64-bit
laptop, equipped with Intel i5 2.67 GHz quad-core processor and 3.5 GB RAM.

Datasets Total spectra MST recalibration TG recalibration CG recalibration

Dataset 1 1184 2 min 10 s 1 min 2 s 2 min 5 s
Dataset 2 2109 36 min 26 s 1 min 47 s 6 min 6 s
Dataset 3 3408 3 h 44 min 26 min 15 s 46 min 43 s

Using, CG ordering results in higher running times as compared to TG ordering how-
ever, it takes less running time when compared to MST ordering. Based on the results
discussed in the previous section, it can be said that CG ordering seems to be slightly
more robust for recalibration and requires moderate running time.





Chapter 5

MSICorrect: Mass spectrometry
imaging data recalibration tool

In this chapter, we present MSICorrect, a Java-based tool that implements the lock
mass-free recalibration method described in Chapter 4. In Section 5.1, we provide an
overview of the tool layout, the main user window and its implementation. In Section 5.2
and Section 5.3, we describe the different input file formats and the user-defined parame-
ters necessary to perform recalibration. We then describe the functionalities to visualize
the recalibration results and export the recalibrated spectra and plots in Section 5.4.

5.1 Graphical user interface
The interface for MSICorrect is built using Swing components in the Java programming
language. The back-end recalibration method as described in Chapter 4 is implemented
in Java, version 1.7.0-65 (Sun Developer Network). The tool also uses scripts imple-
mented in R programming language (version 3.2) as well as available R packages for
certain file reading and visualization functionalities. The integration between Java and
R is established using the Rserve [187] package, which acts as a socket server that al-
lows applications written in various other programming languages to use facilities of
R. MSICorrect is platform-independent and has been successfully tested to work with
systems running Linux, Windows and Mac OS X. An overview of the tool and its re-
quirements is presented in Table 5.1.

Table 5.1: An overview and list of requirements for MSICorrect.

Tool name: MSICorrect
Functionality: Recalibration and visualization of mass spectrometry imaging data
Operating system(s): Platform independent
Programming language: Java (JRE ≥ version 1.7 to run the tool)
Other requirements: R statistical package (≥ version 3.2.4)
Distribution: Executable .jar file

The main GUI window is divided in five main parts, as can be seen in Figure 5.1. Each
of this is explained below briefly:

1. Menu bar and tool bar: Displays options for data file import, view input file
properties, recalibration using Crystal Growth (CG) and Topological Greedy (TG)
ordering (details on these ordering approaches are explained in Section 4.3.2) and
export of recalibration results.

2. Spectrum manager: It mainly contains two tabs named: Raw spectra and Peak

lists. When an imaging file in imported in MSICorrect, the spectrum manager
lists all the raw spectra under the Raw spectra tab. Once the preprocessed peak-
lists for the corresponding raw file are imported, they are listed under the Peak

lists tab.
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Figure 5.2: Screenshot of the user-defined parameters window to perform recalibra-
tion. The screenshot shows the recalibration parameters where a user-input is necessary as well
as the window that displays the status of the recalibration process. The parameters are identical
for Crystal Growth and Topological Greedy ordering approaches.

5.2 Data import
MSICorrect can import common MSI data formats: ANALYZE 7.5 (Mayo Clinic) and
imzML [81]. This is supported using file parsing scripts available in the R package
MALDIQuant [90]. Along with the imaging data file, it is necessary to import prepro-
cessed peaklists in .txt format corresponding to the data file. Mass shift correction is
performed on these peaklists.

Data preprocessing can be performed on MSI data files using routines available in MATLAB

(Mathworks, Inc., Natick, MA, USA) or using the MALDIQuant R package. After pre-
processing steps, peaklists can be exported as individual text files to a specific location.
These peaklist files can then be imported in MSICorrect.

5.3 Lock mass-free recalibration
To perform lock mass-free recalibration, two spectral ordering approaches are available
in MSICorrect: Crystal Growth and Topological Greedy (explained in Section 4.3.2).
Mass shift correction is performed on the dataset using user-defined parameters as shown
in Figure 5.2.

The parameters include selecting a suitable mass window to calculate pairwise similarity
between the two mass spectra, mass thresholds to recalibrate two mass spectra and
to merge two spectra. To achieve best recalibration results, it is important to select
appropriate mass thresholds used at various steps in the recalibration method. The
selection of these thresholds mainly depends on the quality of the input dataset in terms
of mass resolution and accuracy.
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Once these parameters are provided by the user, recalibration is initiated using the
Recalibrate button. The progress is displayed as intermediate steps in the panel below
the parameters section. The user is notified once the process is complete. Results can be
viewed using the View Results menu option, for the specific ordering approach selected.

5.4 Visualization of recalibration results
After completion of recalibration, the corrected mass spectra are saved at the same
location where the .jar file is placed. Mass shift correction results can be visualized
by specifying a m/z value of interest and a mass window, which is selected based on
the maximum shift observed in the corresponding MSI dataset. Results are displayed
as pseudo-colored plots of observed mass shift before and after recalibration based on
the selected approach. These plots are represented by blue/red color (PlusMinus 1 color
scale), where red represents a positive mass shift and blue represents a negative mass
shift. The pixels in black signify no mass shift, whereas the pixels in white correspond to
no signal from that specific position in the selected mass range. Mass error distribution
histograms of the preprocessed data before and after recalibration are also plotted to
visualize the mass correction performed by the method.

MSICorrect also provides the functionality to export the pseudo-colored plots and his-
tograms as .png images for presentation and publication purposes.

The development of MSICorrect has been motivated by the need to create a tool
which performs mass shift correction specifically for mass spectrometry imaging datasets.
MSICorrect provides a user-friendly interface for recalibration and visualization func-
tionalities, making it possible to easily integrate it in an existing MSI data analysis
pipeline.



Chapter 6

Towards an automated method to
characterize biologically relevant
spatial patterns in MSI data

MSI enables simultaneous detection of thousands of known and unknown ions present in
the biological sample that has been imaged. This commonly leads to the acquisition of
several gigabytes (even terabytes) of multi-dimensional data from a single experiment.
A typical representation of the acquired MSI data is in the form of 2-D pseudo-colored
ion intensity maps to visualize the distribution of specific ions (or a selected mass range)
on the biological section. Generation of ion intensity maps becomes easy if we have some
prior knowledge about ions of interest in the imaged sample. However, for untargeted
analysis where the aim is to extract rich information from the data, manually looking
through each and every ion intensity map for biologically interesting distribution can be
tedious, practically infeasible and may require expert judgment.

In this chapter, we present our first attempt to characterize biologically-relevant spatial
patterns in large MSI datasets, with the final objective of automation, rather than
manual analysis. The main aim of our simplistic approach is to select and rank the ion
intensity maps. This ranking is based on the abundance of spatially-resolved information
pertaining to structures, similar to the manner in which a naked eye would distinguish
these ion images. Furthermore, our approach also aims to group ion maps with similar
spatial patterns (structures) in order to obtain a list of ions that exhibit similar spatial
distribution. In Section 6.1, we start with a brief introduction of the well-established
field of image processing and pattern recognition. Next, in Section 6.2, we report the
work that has been performed to detect structured intensity patterns, specifically for
MSI data. In Section 6.3, we present our method to recognize significant spatial patterns
in ion intensity maps and rank them based on a calculated score. In this section, we also
discuss the steps to group ion maps based on their spatial similarity. In Section 6.4, we
evaluate our method using biological MSI datasets.

6.1 Image processing and pattern extraction
Visual information is the most important type of information perceived by the naked eye,
which is later processed and interpreted by the human brain. Digital image processing
is an established yet rapidly growing technology that captures this visual information
and evaluates or manipulates it electronically using computers. Image digitization is an
approach that converts an image from its pictorial form to a matrix containing numerical
data [188]. Some of the objectives of digital image processing are to detect important
geometric structures present in an image, remove noise as well as enhance extracted
features. This technology has played an important role in a wide variety of disciplines
with applications in space research, robotics, industrial inspection, remote sensing and
medical diagnosis.

Pattern extraction from an image is a method to capture the visual content in the form of
local features (or patterns) present in an image. This can be performed computationally
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in an automated manner and has considerable application in fields like face recognition,
object recognition, analyzing fingerprints, medical decision support and many more.

In our study, the main aim is to computationally exploit the overall spatio-temporal
information present in an ion intensity map, in a completely unsupervised manner. This
would mainly involve extracting the local patterns present within the ion intensity map
in the spatial domain and then provide an overall score based on the pattern abundance.

6.2 Previous contributions
In the recent years, there has been a significant increase in the number of groups work-
ing on developing computational methods for data reduction, compression and feature
identification for MSI data. There are some approaches that have been reported in this
direction.

McDonnell et al. [189] have developed and demonstrated data reduction routines that
are based on automated feature extraction for peptide, protein and lipid imaging. These
routines summarize each MSI dataset by determining a list of masses representing each
dataset, extracting the spatial variation of each ion above a set of user-defined peak
thresholds and highlighting localized features. For feature identification, a set of mass
spectral representations are calculated to distinguish all features in the imaging MS
dataset; which includes the datasets mean spectrum, base peak spectrum and their TIC
normalized analogues. Post this, each mass spectral representation is smoothed and
baseline corrected followed by peak detection. The peaks detected in each spectrum are
then collated into a final peak list, which is subsequently used to extract each peaks
intensity from every pixel and the reduced image cube dataset is generated.

A clustering and feature extraction approach for spatially distributed high-dimensional
data was proposed by Winderbaum et al. [79]. This method uses preprocessed binary
data and initially performs noise removal and dimension reduction. This is followed
by applying k -means clustering which yields spatially localized clusters that help in
distinguishing tissue types. The features from the binary data are extracted using their
difference in proportions of occurrence approach that identifies discriminating m/z bins
and then ranks these bins to select the best variables in a data-driven manner. This
approach was applied to detect significant masses and separate tissue types in ovarian
cancer.

An approach reported by Alexandrov et al. [190] allows to find structured molecular
images that helps in listing unknown molecules with significant patterns, present in a
MSI dataset. This method uses a measure termed as spatial chaos, which is calculated
for every ion intensity map and later all the maps are ranked based on this score. They
define spatial chaos, as “the lack of a spatial pattern in the pixel intensities”. Using
this measure, ion intensity maps that have many pixels compactly located and display
clear edges exhibit a lower measure of spatial chaos as compared to those that have pixel
intensities randomly located and are not associated to form a defined structure.

6.3 Our pattern extraction and image ranking approach
In this section, we present our simplistic approach to extract significant patterns from
ion intensity maps and rank these maps based on the pattern abundance. This method
is based on applying morphological transformations to ion intensity maps to extract the
amount of structural information present in the image. This approach can mainly be
summarized in four steps:
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as the Image Content (IC) score. We estimate the overall pattern present in the ion
intensity map using a simplistic approach. The steps to calculate the IC score are
illustrated in Figure 6.2.

Given a m/z -specific ion intensity map as a true color image in RGB color space (Fig-
ure 6.2(a)), we first convert it to a grayscale image, as shown in Figure 6.2(b). This
grayscale image represents a color for each pixel with a grayscale value between 0 and
255. Next, this grayscale image is segmented to generate a binary image, shown in
Figure 6.2(d). In this image, all the pixels are split into two classes: One class rep-
resenting the foreground, constituting the areas of interest in the image and the other
represents the background. In a binary image, pixels with color values larger than a
defined threshold t are set to 1 (displayed in white) that represent the foreground pat-
terns, and other pixels are set to 0 (displayed in black) that represent the background.
Selection of an optimal threshold in an automated manner for a grayscale image is ex-
plained in Section 6.3.2. Afterwards, a flood-fill step is applied to fill the internal holes
in the binary image, resulting in Figure 6.2(e). Filling holes in the binary image helps
to create one solid region which is presumed to be a rough estimate of the actual spatial
pattern present in the image. The identified regions in the binary image are displayed
with visible boundaries in Figure 6.2(f). In the end, we calculate the number of con-
nected components1 on the binary image and determine the total area fraction of the
identified regions. This value is the IC score for a single ion intensity map. We display
the connected components identified in the binary image using a pseudo-color image, as
shown in Figure 6.2(g).

All morphological operations on the ion intensity maps were performed using various
routines available in the Image Processing Toolbox within MATLAB (MATLAB and
Statistics Toolbox Release R2012b, The MathWorks, Inc., Natick, Massachusetts, United
States).

6.3.2 Selection of an image threshold
In order to extract visible spatial patterns from an image, it is important to segment
the image into regions using an optimal threshold t, that is applied to every pixel in the
image. Setting the threshold too high can cause loss of pattern associated pixels and
setting the threshold too low can increase the number of spurious and undesirable pixels
that may appear in the foreground. For a gray scale image g(i, j), when a threshold t is
given, the binary output b(i, j) can be calculated as follows [192]:

b(i, j) =

{
1 if g(i, j)≥ t
0 otherwise

(6.1)

A threshold can be selected by inspecting the histogram of an image as shown in Fig-
ure 6.2(c). Histogram for an image is a graph displaying the distribution of color vari-
ance in an image where the x -axis represents different intensity values and the y-axis
represents the number of pixels that have such values. In the ideal case of a symmet-
ric bimodal histogram, with deep valleys between two peaks, the optimum threshold is
usually detected near the bottom of the valley [193]. In such a scenario, often termed
as Global thresholding, the threshold value is held constant throughout the image and
the binary image is generated using Equation 6.1. However, this is not the case with

1Connected components in a binary image are individual components or objects that are formed by
pixel connectivity. The pixels in a connected component share similar intensity values and are in some
way connected with each other.
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a Ion intensity map Grayscale imageb Visualize histogram to 
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IC score =  6.6988
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Figure 6.2: Steps to calculate the Image Content (IC) score for an ion intensity
map. (a) Given the intensity values corresponding to the distribution of an ion on the imaged
sample, a pseudo-colored ion intensity map is generated and exported as an image file. (b)
This is then converted to a gray scale image. (c) Next, an image threshold is calculated in an
automated manner using the Isodata algorithm [191]. (d) This generates a binary image. (e)
To identify the connected components in this binary image, patterns obtained after thresholding
are first flood-filled. (f) These connected components are then labeled with boundaries. (g)
Finally, area for the over-all identified spatial pattern (as can be seen in the pseudo-colored map)
is computed. This is the IC score for a specific ion intensity map.

majority of the images that have regions whose statistics differ considerably, making
selection of a threshold difficult. There have been many approaches reported for auto-
matic threshold selection that exploit many factors such as histogram shape, entropy,
image attributes, spatial information, etc to generate an optimal threshold [194, 195].

We have applied the Isodata algorithm developed by Ridler and Calvard [191], that
performs automated threshold selection in an iterative manner. This algorithm was
chosen due to its unsupervised characteristic and its capability of selecting an optimal
threshold value in histograms that have extremely uneven peak distribution. In this
approach, the histogram is initially segmented into two parts using a starting estimate
of the threshold value, like the mean intensity of the whole image. This splits the set of
pixels into two groups: background and foreground, both of which should be non-empty.
Next, the means of both these groups is calculated and the threshold is repositioned
to their average. This is carried on iteratively, until the threshold does not change any
longer. This procedure is summarized in Algorithm 1.

6.3.3 Spatial similarity-based grouping of ion intensity maps
From the hundreds to thousands of compounds that are measured in a single MSI ex-
periment, many ion species exhibit similar spatial distribution profiles. Grouping ion
intensity maps with similar distribution is useful to obtain knowledge about the dataset
in an efficient manner. In order to identify ion species with similar distribution pat-
terns and group them, we use an image-similarity metric to calculate pairwise similarity
between all the ion intensity maps.

To measure the degree of similarity between two images, we use the structural similarity
(SSIM) index proposed by Wang et al. [196]. The SSIM index (S(a,b)) compares the
structural information between two images a and b of the same size based on three
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Algorithm 1 Automated threshold selection using Isodata algorithm [191]

1: procedure SelectThreshold(h) ▷ h is the histogram for grayscale image g(i, j)
2: t←Mean(h) ▷ set initial threshold to overall mean intensity
3: repeat
4: Pb = {g(x,y) : g(x,y)< t} ▷ Set of background pixels
5: Pf = {g(x,y) : g(x,y)> t} ▷ Set of foreground pixels
6: if (Pb = 0) ∨ (Pf = 0) then ▷ background or foreground is empty
7: return -1
8: end if
9: µb←Mean(Pb) ▷ background mean

10: µ f ←Mean(Pf ) ▷ foreground mean
11: t ′← t ▷ keep previous threshold

12: t←
(

µb+µ f
2

)
13: until t = t ′ ▷ terminate loop if equal
14: return t
15: end procedure

characteristics: local luminance2 (l(a,b)), global contrast3 (c(a,b)) and structural features
(s(a,b)). The overall index is a multiplicative combination of the three characteristics as
shown in Equation 6.2:

S(a,b) = S(b,a) = f [l(a,b) · c(a,b) · s(a,b)] (6.2)

The SSIM index always lies between 0 and 1, where an upper bound serves as an indi-
cation of how close the images are to being perfectly identical.

Given the pairwise similarities between the ion species stored in the form of a symmet-
ric similarity matrix, we use hierarchical agglomerative clustering with complete linkage
function (explained in Chapter 3 Section 3.4.2) to classify masses showing similar inten-
sity distribution patterns across the imaged sample.

6.4 Evaluation of our pattern extraction and image-ranking
approach

In this section, we evaluate the pattern extraction and image ranking approach presented
in Section 6.3.

6.4.1 Experimental datasets
We have performed the evaluation using two datasets. For dataset 1, we use publicly
available high-resolution MSI data (dataset identifier: PXD001283) deposited to the
ProteomeXchange Consortium (http://proteomecentral.proteomexchange.org) via
the PRIDE partner repository (http://www.ebi.ac.uk/pride) [199]. This dataset is
acquired from the MALDI-MSI of mouse (Mus musculus) urinary bladder with high
mass accuracy at a pixel size of 10 µm. Experimental details pertaining to the dataset

2Luminance corresponds to brightness and is a basic property of human vision. It can be defined as
a photometric measure that specifies the amount of light emanating from an object or image [197].

3Contrast is defined as the difference in brightness between the light and dark areas of an image.
The global contrast for an image is calculated as the mean of all local contrast values of smaller image
fractions [198].

http://proteomecentral.proteomexchange.org
http://www.ebi.ac.uk/pride


https://ms-imaging.org


60 6. Towards an automated method to characterize spatial patterns in MSI data

580.1081
716.1216
852.1402
988.1624
743.5482
756.5509
734.5707
878.4414
616.1767
783.0284
686.2983
818.2695
820.5247
798.5480
798.5410
534.2957
770.5023
826.5722
562.3270
796.5414
808.5872
824.5414
812.5502
632.3549
896.5995
741.5307
682.4558
742.5414
770.5580
773.5414
713.4518
770.5653
772.5253
964.5095
601.0311
558.9414
737.0536
793.0201
638.9920
929.0414

m/z 580.1081, 3.2794 m/z 716.1216, 2.8534 m/z 852.1402, 1.9211 m/z 988.1624, 1.8631

m/z 743.5482, 2.5883 m/z 756.5509, 1.5488 m/z 734.5707, 0.8027 m/z 878.4414, 0.6187 m/z 616.1767, 0.3201

m/z 783.0284, 0.3142 m/z 686.2983, 0.2055 m/z 818.2695, 0.1712

m/z 820.5247, 7.4702 m/z 798.548, 6.6988 m/z 798.541, 6.0941 m/z 534.2957, 5.2318 m/z 770.5023, 4.9876

m/z 826.5722, 3.8542 m/z 562.3270, 3.5564 m/z 796.5414, 3.0396 m/z 808.5872, 2.4424 m/z 824.5414, 2.3017

m/z 812.5502, 1.6039 m/z 632.3549, 1.3522 m/z 896.5995, 1.0201

m/z 741.5307, 10.291 m/z 682.4558, 7.783 m/z 742.5414, 7.0716 m/z 770.5580, 4.0821 m/z 773.5414, 3.8726

m/z 713.4518, 3.4983 m/z 770.5653, 3.2258 m/z 772.5253, 3.1409 m/z 964.5095, 2.5734

m/z 601.0311, 4.2578 m/z 558.9414, 3.4955 m/z 737.0536, 3.4223 m/z 793.0201, 2.8505 m/z 638.9920, 2.3798

m/z 929.0414, 2.3287

G
RO

U
P 

1
G

RO
U

P 
2

G
RO

U
P 

3
G

RO
U

P 
4

G
RO

U
P 

5

Figure 6.4: Dendrogram representing the result of hierarchical clustering performed
for dataset 1. Each nested group formed within the dendrogram contains ion intensity maps
that exhibit similar spatial distribution on the imaged tissue section.

pixels distributed all over the tissue section specifically for m/z 601.0311 and mainly in
the muscular layer in the latter image.

The ion intensity maps for ion species ranking between 11 to 40 are displayed in the
Appendix B Figure B.2, in decreasing order of their IC scores. Ranks 11 to 20 list ion
intensity maps with ion distributions in the outer lining of the muscle (m/z 773.5414
and m/z 772.5253), all over the muscular layer and connective tissue (m/z 713.4518,
m/z 770.5653, m/z 558.9414), the epithelium (m/z 826.5722, m/z 562.327 and m/z
796.5414). The ion intensity map form/z 580.1081 (IC score=3.2794, rank=17), displays
matrix related signals mainly present outside the tissue section. The IC scores for ion
intensity maps ranked between 21 to 40, decrease further due to the presence of limited
spatial patterns that can be extracted using our approach. The ion map form/z 743.5482
(IC score=2.5883, rank=23) clearly highlights the connective tissue present in the imaged
bladder section. Further down the list, ion map for the highly localized distribution of
m/z 616.1767 (IC score=0.3201) is ranked 37. However, one can see that, even though it
could be a biologically relevant spatial patten, it is placed after the ion intensity map for
m/z 878.4414 (IC score=0.6187, rank=36), that displays no defined pattern. Providing
a lower rank to ion intensity maps containing highly localized distribution patterns, that
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Dataset 2

We then applied our approach to the mouse urinary bladder MSI dataset constituting
300 mass values. Figure 6.5(a) shows the IC scores for all the 300 ion maps, sorted in
a descending order. As can be seen, amongst the 300 ion images, about 50 images have
an IC score of more than 10. The mass values with the top 10 IC scores and top 50
IC scores are labeled in the mean mass spectrum shown in Figure 6.5(b). As can be
seen, most major peaks are present in the top 10 and top 50 ranked list of mass values.
For illustration, the ion maps for the mass values with the first 10 highest IC scores are
shown in Figure 6.5(c). One can see that the ion maps for m/z 232.083 (rank 5) and
m/z 228.750 (rank 9), contain a randomly dispersed distribution on the whole tissue
section, with no visible pattern. Also, some groups of high intensity pixels can be seen
on the upper region of both the ion maps. These two mass values however have a high IC
score. We assume that for such images, with randomly dispersed high intensity pixels all
over the image, selecting the mean intensity as an initial estimate for automatic image
thresholding could be a drawback. This needs further improvement by using additional
robust image-feature related parameters. The IC scores for all the 300 mass values are
listed rank-wise in Appendix B Table B.2.

In order to group the ion maps based on their spatial similarity, we calculated the
pairwise similarities and generated a similarity matrix. These groups were calculated
for top 10, top 50 and top 100. Table 6.1 shows three groups generated using the mass
values with top 10 IC scores. A corresponding dendrogram can be found in Appendix B
Figure B.4. As can be seen, all the three groups contain mass values that display
high intra-group similarity in spatial distribution. Our spatial similarity-based grouping
approach is able to differentiate between images containing visual structural pattern from
those that have randomly distributed pixels all over the tissue section (m/z 228.750 and
m/z 232.083).

For the mass values with top 50 IC scores, on applying spatial similarity-based grouping,
a total of 6 groups were generated. These can be found in Table 6.2 and the corre-
sponding dendrogram can be found in Appendix B Figure B.5. As can be seen in the
dendrogram, our method is able to group ions showing similar spatial distribution with
high signals arising from matrix and epithelial lining (Group 1), even signal distribution
in the matrix region (Group 2 and Group 4) as well as signals arising from the muscular
region and connective tissue (Group 5 and Group 6). However, one can see that within
Group 4, ions with different spatial distribution are placed together. This group contains
mass values showing distribution in the background of the imaged section (m/z 246.083,
m/z 244.167, m/z 240.000, m/z 226.167 and m/z 244.083), all over the tissue section
(m/z 228.750, m/z 230.583, m/z 230.250, m/z 231.750, m/z 229.667 and m/z 231.833)
as well as distribution in the muscular and epithelium region (m/z 231.167). Also, it
can be seen that m/z 232.833 that has been placed in Group 5 has a different spatial
distribution as compared to other ion species in this group. As mentioned previously,
this issue can possibly be resolved by using additional information related to the image
structure.

6.4.3 Evaluation of running times
We have implemented our IC score calculation and similarity-based grouping approach
within the MATLAB (MATLAB and Statistics Toolbox Release R2016a, The Math-
Works, Inc., Natick, Massachusetts, United States) framework. In Table 6.3, we report
the running times of our approach. All the evaluations have been performed on a Mac-
intosh operating system (version 10.10.5) equipped with 8GB RAM, using 3.1 GHz Intel



6.4 Evaluation of our pattern extraction and image-ranking approach 63

Table 6.1: Spatial similarity-based grouping of the ion maps corresponding to the top 10 ranked
mass values from dataset 2. The top 10 mass values have been selected based on their IC scores.

m/z IC score m/z IC score m/z IC score

Group 1 Group 2 Group 3

228.750 28.7115 231.083 40.4928 230.000 30.8491
232.083 31.9722 230.917 47.8954 231.000 48.3282

231.833 34.8319
231.167 28.7408
230.750 28.4428
229.917 31.2511

Table 6.2: Spatial similarity-based grouping of the ion maps corresponding to the top 50 ranked
mass values from dataset 2. The top 50 mass values have been selected based on their IC scores.

m/z IC score m/z IC score m/z IC score m/z IC score m/z IC score m/z IC score

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6

246.833 12.1040 244.250 11.3859 226.083 13.6300 228.750, 28.7115 232.833 27.9242 231.000 48.3282
249.000 11.6121 249.917 11.8050 225.083 13.8926 230.583 20.8312 229.750 16.0282 230.917 47.8954
246.917 12.0171 228.083 11.6692 237.083 11.1480 231.167 28.7408 230.083 24.7494 231.083 40.4928
249.083 11.2824 243.083 13.3245 229.583 13.2473 246.083 15.4536 230.000 30.8491 230.833 34.8319

244.000 13.5568 228.667 13.6997 244.167 14.4451 229.833 27.4424
245.917 16.5166 230.250 22.6309 230.750 28.4428
231.333 12.5903 231.750 16.6236 229.917 31.2511
243.000 12.4736 240.000 22.0618
225.167 12.4150 229.667 26.0017
246.000 17.7613 226.167 13.7967
232.167 20.4686 244.083 15.8267
239.917 18.6668 231.833 25.4084
242.083 11.6672
239.833 12.1126
225.000 12.1530
243.167 12.2519
232.083 31.9722
232.750 18.5229

Table 6.3: Running times measured for IC score calculation and spatial similarity-based group-
ing for the two MSI datasets used in this evaluation.

Category Running times

IC score calculation

Dataset 1 (40 ion intensity maps) 3 s
Dataset 2 (300 ion intensity maps) 36 s

Structural similarity-based grouping

Dataset 1 (40 ion intensity maps) 19 min 6 s
Top 10 ion intensity maps in dataset 2 2 min 30 s
Top 50 ion intensity maps in dataset 2 1 h 4 min
Top 100 ion intensity maps in dataset 2 4 h 44 min

Core i7 processor. The values reported here only apply for the IC score calculation and
spatial similarity-based grouping for individual datasets, without including the time
required for initial preprocessing of mass spectra.

As can be seen in Table 6.3, our IC score calculation and ranking approach is extremely
fast (ca. 75 ms for a single ion map of dimensions 260×134 pixels and ca. 120 ms for
a single ion map of dimensions 180×90 pixels), even when the number of ion intensity
maps increases. However, this is not the case while performing spatial similarity-based
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grouping. As the number of ion maps used as an input to perform spatial similarity-
based grouping increases, the running time increases almost exponentially.



Chapter 7

Preprocessing and multivariate
analysis of TOF-SIMS imaging data

To derive reliable conclusions from MSI data, it is of utmost importance to apply appro-
priate preprocessing steps and perform subsequent multivariate analysis (MVA). Over
the years, several methods for both preprocessing and MVA have been developed. In this
chapter, we present a case study to probe the complex leaf surface chemistry of Popu-
lus trichocarpa (P. trichocarpa) by applying these techniques to the acquired TOF-SIMS
imaging data. The applied approach revealed a set of unique crystal formation patterns
in epicuticular waxes (EWs), present on the surface.

In Section 7.1, we first introduce the objective of the study and its ecological importance.
In Section 7.2, we briefly provide the experimental details regarding the acquired TOF-
SIMS imaging data. Later in Section 7.3, we explain the data analysis pipeline that
includes data preprocessing and different MVA approaches. Within this section, we
also highlight the importance of selecting specific data preprocessing methods based
on the nature of the data, since this is highly critical for the downstream analysis. In
Section 7.4, we present the results of our analysis.

7.1 Introduction
Studying the physicochemical properties of plant surfaces has been the subject of a
number of studies in the past [200–202]. Leaf surfaces are composed of cuticular waxes
where-in spatial differentiation exists [203]1. These possess considerable ultra-structural
and chemical diversity.

Black cottonwood, P. trichocarpa (Torr. & A. Gray), is an economically and ecolog-
ically relevant tree and the first woody plant whose genome has been sequenced [204].
P. trichocarpa nowadays is considered a model for long-living trees [205–207]. However,
knowledge is still lacking regarding the extent of the leaf surface represented by EWs,
the chemical characterization of EWs and their role in interactions with herbivorous
insects.In this study, we apply TOF-SIMS imaging followed by MVA to investigate the
chemistry of EWs present on the leaf surface of Populus trichocarpa.

From literature, we know that after crystallization of EWs, the leaf surface properties
appear to be dramatically modified in comparison to the amorphous EW layer [208, 209].
Crystallization may be initiated as a mono-layer self-assembly, later rising over the
original layer by an under-flow of EWs at the center. The crystallization of EWs was also
studied for pure compounds as well as isolated and partially purified EW mixtures [210].
Crystals tend to form diverse geometric shapes and have been shown to regulate water
flow from the surface (lotus effect) or to act as plant defenses against herbivory [211].

1The plant surface which is exposed to the environment is coated with a layer known as the cuticle.
It is a lipophilic structure formed of highly non-polar compounds, the cuticular waxes, on the outside
of epidermal cells. Within cuticular waxes, different layers exist [203]: an inner layer, in which cutin is
embedded, is composed of intracuticular waxes; an outer layer, which has direct contact with the envi-
ronment and thus creates the actual plant surface, is formed by the EWs (See Appendix Figure C.1(a)).

65
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7.2 TOF-SIMS imaging
The leaf sample surface was prepared to perform TOF-SIMS imaging. Details related
to this can be found in Appendix Section B.1.

TOF-SIMS imaging was performed on a standard commercial TOF.SIMS 5 instru-
ment (ION-TOF GmbH, Münster, Germany, www.iontof.com). The spectrometer was
equipped with a Bi cluster primary ion source and a reflectron type time-of-flight an-
alyzer. The UHV base pressure was < 5×10−9 mbar. For high mass resolution, the
Bi source was operated in the high-current bunched mode providing short Bi+ or Bi3+

primary ion pulses at 25 keV energy and a lateral resolution of approximately 4 µm.
The pulse length of 1.1 to 1.3 ns allowed high mass resolution. The primary ion beam
was rastered across 700×700 µm2, 500×500 µm2 and 100×100 µm2 sample areas, and
700×700, 128×128 and 100×100 data points were recorded. Images larger than the
maximum deflection range of the primary ion gun were obtained using the manipulator
stage scan mode with a lateral resolution of 100 pixel/mm. Primary ion doses were
kept below 1011 ions/cm2 (static SIMS limit). Spectra were calibrated on C−, C2− and
C3− peaks for negative ion mode and on C+, CH+, CH2+ and CH3+ peaks for pos-
itive ion mode. Based on these datasets, the chemical assignments for characteristic
fragments were determined. The experiments were performed with 5 biological and
2 technical replicates for 700×700 µm2 area, 1 biological replicate for 500×500 µm2

area and 3 biological replicates for 100×100 µm2 area. The following standards were
used: hexacosanoic acid, ethyl stearate, methyl tricosanoate, 1-hexacosanol, tetracosane
(Sigma-Aldrich, Germany, www.sigmaaldrich.com). The data acquisition software was
IonSpec (ION-TOF GmbH, Münster, Germany, www.iontof.com). Negative ion mode
data at 1 µm lateral resolution was used for the data analysis.

7.3 Data processing and analysis
A MSI experiment usually generates a large data cube with two spatial dimensions
and one m/z dimension. Depending on the biological question, if one is interested in
observing the spatial distribution of a few specific ions of interest individually, then
2-dimensional (2-D) molecular ion intensity maps can be generated from this data cube.

However, if the goal is to understand the overall chemical composition of the sample
or analyze correlations between regions and study multiple analytes, then a different
approach is necessary. As a first step, the mean spectrum of the dataset can be generated
to identify the major peaks. However, the mean spectrum at times under-represents mass
peaks that are generated in only a small portion of the spectra, leading to overlooking
the peaks that may be biologically significant [112]. It has also been observed that
within a typical TOF-SIMS spectrum, multiple peaks are generated from the same
surface molecules, and their relative yields are often interrelated. This makes exploratory
analysis important.

MVA techniques such as PCA and MCR, exploratory factor analysis, maximum autocor-
relation factors, neural networks, latent profile analysis and mixture models are useful
for identifying chemically significant areas on these 2-D ion intensity maps [212–216].
MVA and cluster analysis techniques have been extensively used to distinguish spatial
structures and establish correlation patterns for data obtained from the SIMS imaging of
several biological samples [217] such as proteins [218], lipids [219, 220], bio-materials [213]
and single cells [221].

Based on the nature of the acquired data, we first perform data preprocessing using
carefully selected approaches and later interpret the information in the data using MVA

www.iontof.com
www.sigmaaldrich.com
www.iontof.com
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Table 7.1: Selected ions of interest for multivariate and classification analysis of TOF-SIMS
imaging data.

Chemical class Chemical formula Monoisotopic mass (Da)

Alcohol (Alc) C21H44O 312.3392
Alc C22H46O 326.3548
Alc C23H48O 340.3705
Alkane (Alk) C25H52 352.4069
Alc C24H50O 354.3861
Alc C25H52O 368.4018
Alc C27H56O 396.4331
Alk C29H60 408.4695
Alc C28H58O 410.4487
Alk C30H62 422.4852
Alc C29H60O 424.4644
Alk C31H64 436.5008
Alc C30H62O 438.4800
Alc C31H64O 452.4957
Alc C33H68O 480.5270
Wax ester(WE) C44H88O2 648.6784
WE C46H92O2 676.7097
WE C47H94O2 690.7253
WE C48H96O2 704.7410

and segmentation approaches. This is explained in the coming subsections. It should be
noted that the approach discussed in this work is applied to a subset of the data, con-
taining only a few selected ions of interest (often referred to as targeted analysis [222]).
When there is no prior knowledge about the surface chemistry of the analyzed sample,
then the full spectrum data has to be used. Even then, this approach should be equally
adaptable for exploratory/untargeted analysis.

For preliminary inspection of the TOF-SIMS imaging data, we generated pseudo-colored
ion intensity maps using SurfaceLab 6.3 software (ION-TOF GmbH, Münster, Ger-
many, www.iontof.com). We selected a total of 19 peaks of interest, comprising of
alcohols (Alc), alkanes (Alk) and wax esters (WE), in the range of m/z 200-800, to
perform multivariate and classification analysis. These are shown in Table 7.1.

Spectral data for these 19 peaks were extracted and converted from the vendor file format
and exported as individual text files using SurfaceLab 6.3 software (ION-TOF GmbH,
Münster, Germany, www.iontof.com). The data for these 19 peaks were arranged in the
form of a n×m matrix where the n rows are samples which denote the spectra acquired
at every single coordinate position (x, y) and the m columns are variables denoting
the mass peaks of interest. For the 100×100 µm2 TOF-SIMS imaging dataset, this
matrix had dimensions of [10,000 × 24]. The complete data analysis was performed
on a computer running Mac OS (version 10.10.5) with 8 GB of RAM and a 3.1 GHz
Intel Core i7 processor. Data preprocessing and multivariate analysis was carried out
using the chemometrics software Solo+MIA (Eigenvector Research, Inc. Wenatchee,
WA, USA, www.eigenvector.com) and the R statistical package [223].

www.iontof.com
www.iontof.com
www.eigenvector.com
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7.3.1 Data preprocessing
Data preprocessing steps consisted of mean centering the variables, as a first step. In
mean centering, each variable is centered by the subtraction of its mean value across
all samples. This is typically done so that the differences among the peak variances are
emphasized over the differences in the peak area means. Additionally, we also scaled
the data to account for Poisson noise [224–227]. The data from TOF-SIMS instruments
are collected in a pulse-counted manner, which is subject to an uncertainty explained
by Poisson statistics. This uncertainty is equal to the mean of the signal intensity.
Multivariate approaches such as PCA are designed to account for variance in the data,
and non-normalized variables with large variance have stronger weights and are more
likely to be addressed in the modeling than are low variance variables. Since TOF-
SIMS data usually has variance which is related to the signal intensity, these approaches
perform sub-optimally. Poisson scaling (also called square root mean scaling) scales
each variable by the square root of its mean value so that the estimated variance due to
counting statistics is equal on all variables.

One important scaling method often necessary for mass spectrometry imaging data,
irrespective of the ionization method used, is normalization. This technique helps in
identifying and removing sources of systematic variation amongst pixels in the dataset,
which in turn is beneficial to minimize inter-spectra variance. Normalization is usually
performed by multiplying every mass spectrum in the dataset with an intensity-scaling
factor, in order to make all spectra comparable. There have been many methods pro-
posed for normalization, the most commonly applied being total ion current normaliza-
tion [23, 102, 159]. We applied normalization to this dataset, however it led to the loss
of contrast and distinct biological features on the sampled leaf surface, hence was not
included as a part of data preprocessing.

7.3.2 Multivariate analysis and clustering
PCA (explained in Section 3.4.1 of Chapter 3) was applied to the preprocessed TOF-
SIMS imaging dataset. Score plots show the values for each coordinate position (pixel)
on the associated PC axis. The pseudo-color scale indicates the level of contribution
of each pixel to the axis. Pixels that correspond to the same histochemical structure
(i.e., pixels showing similar mass spectra) are expected to have a similar contribution
to different PCs, and these pixels appear with the same color. Loading plots show the
positive and negative correlations of each original variable with the respective principal
component. The score plots, loadings and the observed correlation of individual peaks
are discussed in Section 7.4.

MCR (explained in Section 3.4.1 of Chapter 3) was also applied to the preprocessed
TOF-SIMS imaging dataset. Score plots reveal the distribution of the components of
interest on the surface. These score plots are represented using pseudo-colors so as
to display the level of contribution of each component. The MCR loadings on each
factor resemble an actual SIMS spectrum of the component, showing its characteristic
peaks. The score plots, the loadings and the observed correlation of individual peaks
are discussed in Section 7.4.

For classification studies based on cluster analysis (explained in Section 3.4.2 of Chap-
ter 3), first we performed HCA of the TOF-SIMS imaging data. HCA was applied
to group the selected ions of interest based on their spatial patterns (specifically lo-
calization of crystals on the leaf surface). The dendrogram plot and heat map repre-
sentation of the HCA was generated using the functions hclust and heatmap.2 within



7.4 Results 69

Figure 7.1: MALDI-TOF MS spectrum of EWs isolated from the adaxial leaf surface of P. tri-
chocarpa using the cryo-adhesive isolation method; Alk - alkanes, Alc - alcohols, WE - wax
esters.

the gplots package in R version 3.2.3 (2015-12-10, R Foundation for Statistical Com-
puting, www.r-project.org). DCA was performed using multiple k values, to obtain
the pattern which best correlates the PCA and MCR results. DCA results were gen-
erated using Solo+MIA software (Eigenvector Research, Inc. Wenatchee, WA, USA,
www.eigenvector.com). Spatially aware segmentation was performed using the avail-
able spatialKMeans function and results were generated using the plot function imple-
mented in the CARDINAL package [228] in R version 3.2.3 (2015-12-10, R Foundation for
Statistical Computing, www.r-project.org).

7.4 Results
Prior to TOF-SIMS imaging, the composition of blotted EWs was studied using MALDI-
TOF MS. Positive ion MALDI-TOF MS spectra [M+Li]+ from the adaxial surface of
P. trichocarpa leaves showed three characteristic series (Figure 7.1). Ions within each
series were separated by 14 Da (CH2), indicating the presence of consecutive homologues
within the group. Their masses were compared with standards and previously published
data [229, 230]. The first series observed was assigned to C29-C31 hydrocarbons, the next
series with an increment of 28 or 14 Da was assigned to C24-C33 alcohols and the third
series was assigned to long-chain C40-C54 saturated wax esters. The observed intensities
in the MALDI-TOF spectrum might be influenced by the fact that WEs will bind Li+

ions more strongly than hydrocarbons [229] and therefore the intensities of WEs might
be biased. Within this series, additional signals with a decrement of 2 Da were observed
and assigned to unsaturated esters (see Appendix C Table C.1).

Later, an extensive TOF-SIMS imaging analysis using two lateral resolutions of 10 and
1 µm in both positive and negative ion modes was performed to validate the MALDI

www.r-project.org
www.eigenvector.com
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Table 7.2: Percentage of variance captured by PCA performed on the preprocessed data ob-
tained from TOF-SIMS of P. trichocarpa leaf surface.

PC Eigenvalue
Variance captured

by PC (%)
Cumulative
variance (%)

1 1.83e+01 42.02 42.02
2 7.93e+00 18.23 60.25
3 2.36e+00 5.43 65.68
4 2.11e+00 4.85 70.53
5 1.80e+00 4.14 74.67
6 1.28e+00 2.94 77.61

data. Molecular ions M+· and M−· for the 19 selected compounds of interest, including
11 alcohols, 4 hydrocarbons and 4 wax esters, are shown in Table 7.1. Here some signal
intensities were biased and the low abundance of WEs observed could be explained by
their low stability under SIMS experimental conditions. On the other hand, Alk and
Alc series were well represented but higher than intensities of the corresponding ions in
MALDI-TOF MS spectra (Figure 7.1 and Table C.1 in Appendix C).

Principal component analysis

For this study, we selected six principal components (PCs) based on the total variance
captured (see Figure C.2 in Appendix C). PC 1 captures 42% of the total variation,
while PCs 2 to 6 capture a total of 36%, making a total of 78% variance captured
by all the selected PCs. Details related to the percentage of contribution by selected
PCs are provided in Table 7.2. The variance captured by each factor decreases quickly
for factors that contain chemical features, and then reaches a gently declining slope
for factors that describe noise variations. As PCs higher than 6 do not provide any
additional information and do not seem to contain any clear systematic structure, it is
appropriate to consider that these components contain disproportionately more noise as
compared to true signal. The typical computation time is less than 5 seconds due to the
small size of the data matrix. The score and loading plots for all the selected PCs are
shown in Figure 7.2.

The score plot for PC 1 (Figure 7.2(a)) captures the overall variation in intensity arising
from the topography of the leaf surface. Such topography includes the lateral leaf vein,
background and small islets (here, crystals) and represents the largest source of variance
in the data. The loading plot, which indicates the contribution of each ion to PC 1
(Figure 7.2(b)), shows high positive loading for pentacosanol C25-Alc, m/z 368 and
C23-Alc, m/z 340 with negative loadings for C21-Alc, m/z 312 and C22-Alc, m/z 326.

The score plot for PC 2 (Figure 7.2(c)) shows an enhanced chemical contrast between
the leaf surface background and certain localized pixels (crystals). The high-contrast
yellow regions in the score plot can mainly be attributed to the increased contribution
from C29-Alc; for m/z 424, on the other hand, the pixels in black can be correlated with
the high negative loadings exhibited by C23-Alc, m/z 340, as shown in the loading plot
(Figure 7.2(d)).

The score plot for PC 3 (Figure 7.2(e)) mainly highlights the other crystal-forming
regions (shown in yellow) on the leaf surface. These can be attributed to increased
C23-Alc, m/z 340 in loadings for PC 3 (Figure 7.2(f)). The sharp negative loadings for
C25-Alc, m/z 368 can be attributed to the black pixels in the upper right corner of each
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Figure 7.2: PCA results for data obtained using negative mode TOF-SIMS imaging
of the surface of P. trichocarpa leaves at 1 m step size. (a-b) Score (left) and loading
(right) plots corresponding to PC1. (c-d) Score and loading plots corresponding to PC2. (e-f)
Score and loading plots corresponding to PC3. (g-h) Score and loading plots corresponding
to PC4. (i-j) Score and loading plots corresponding to PC5. (k-l) Score and loading plots
corresponding to PC6. PC 1-6 are the six selected principal components. Scores are plotted
using a standard hot color gradient scale where black represents high negative loadings and
going from red, yellow to white represents high positive loadings.

leafs surface area in its corresponding score plot. The individual crystal patterns from
PC 2 and PC 3 show different spatial organization accompanied with distinct chemistry.
On calculating the distance in pixels for the crystal patterns observed for contribution
of C29-Alc, m/z 424 in PC 2 and C23-Alc, m/z 340 in PC 3, it was found that the
distance among the crystals in the two patterns differs distinctly (ca 10 µm vs ca 25
µm, as seen in Figure C.3 in Appendix C).

The score plot for PC 4 (Figure 7.2(g)) does not highlight any crystal patterns but shows
increased contributions from C21-Alc, m/z 312 and C22-Alc, m/z 326. This is evident
from the corresponding loading plot (Figure 7.2(h)).

The loadings for PC 5 (Figure 7.2(j)) again highlight slightly increased contributions
from C23-Alc, m/z 340 and C29-Alc, m/z 424, also reflected in the score plot with
evident crystal patterns (Figure 7.2(i)). The score and loadings plot for PC6 do not
provide any information related to crystal formation; however, the score plot (Figure
7.2(k)) highlights the background of the leaf surface, and this background can be corre-
lated with sharp increases in the loadings for triacontane C30-Alk, m/z 422, C28-Alc,
m/z 410 and C30-Alc; m/z 438.

Multivariate curve resolution

After applying Poisson scaling to equalize the noise variance of each data point, the
preprocessed data was subjected to MCR. The chemical contrast in the score plots
improved visibly after Poisson scaling was applied to raw data. For this study, we
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Figure 7.3: MCR results for data obtained using negative mode TOF-SIMS imaging
of the surface of P. trichocarpa leaves at 1 m step size. (a-b) Score (left) and loading
(right) plots corresponding to factor 1. (c-d) Score and loading plots corresponding to factor
2. (e-f) Score and loading plots corresponding to factor 3. (g-h) Score and loading plots
corresponding to factor 4. (i-j) Score and loading plots corresponding to factor 5.
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Table 7.3: Results of MCR analysis performed on the preprocessed data obtained from TOF-
SIMS analysis of P. trichocarpa leaf surface.

Factor Fit (%X) Cumulative Fit (% X)

1 28.99 28.99
2 26.68 55.67
3 24.12 79.78
4 9.62 89.40
5 5.98 4.14

selected five factors for the MCR model. This selection was based on an estimate of the
number of chemical species present in the dataset and also on the number of PCs that
explained the majority of the variance in the data, as shown previously.

The score and loading plots obtained after applying MCR are shown in Figure 7.3.
Details related to the percentage of contribution by each factor in the 5-factor MCR
model are provided in Table 7.3. The loading plots of the MCR analysis, unlike those
of PCA, were interpreted as normal spectra by applying non-negativity constraints.
Because these spectral responses show only positively correlated species, interpretation
is made easier.

The score plot for factor 1 (Figure 7.3(a)) does not provide much insight into the crystal
formation patterns or the determination of which pure components are responsible for
the pattern. The corresponding loading plot (Figure 7.3(b)) shows high contributions
from C31-Alk, m/z 436, C30-Alk, m/z 422 and C30-Alc, m/z 438. These contributions
may contribute solely to the background chemical composition of each leaf's surface.
Score plots for factors 2 and 4 (Figure 7.3(c,g)) mainly show the distinct patterns of
crystal formation. Their respective loading plots (Figure 7.3(d,h)) show an increased
contribution from C23-Alc, m/z 340, in loadings for factor 2 and C29-Alc, m/z 424 in
factor 4. Figure C.4 in Appendix C clearly represents the two crystal patterns observed
in a 2-color image overlay of score plots for factor 2 (pixels in red) and factor 4 (pixels
in green). The loading plots corresponding to these factors have also been overlaid to
identify the distinct chemical contribution. The score plot for factor 3 (Figure 7.3(e))
highlights the curved region at the upper right corner parallel to the lateral leaf vein;
this curve can be attributed to the strong presence of C25-Alc (m/z 368) in the loadings
plot (Figure 7.3(f)). These results from MCR analysis confirm the previously described
results of PCA.

Cluster analysis

Clustering was performed on the same variables as those for PCA and MCR. The results
for the cluster analysis are shown in Figure 7.4. First, HCA was applied to the 19
variables, in order to group them. The dendrogram and heat map representing the HCA
results, constructed using the Wards linkage method, are shown in Figure 7.4(a). The
dendrogram reveals the relationship between the ions of interest, based on the spectral
differences/similarities amongst them. Each row in the heat map corresponds to an
individual ion of interest, and each column corresponds to a spatial coordinate position
(x, y) on the leaf's surface. The color of each cell in the heat map represents the Z-score
which measures the distance, in standard deviations, between that cell and the mean of
all cells in that column. As seen in the figure, the dendrogram consists of four major
clusters. The first cluster is represented by a single ion forming the characteristic curved
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Figure 7.4: Cluster analysis on TOF-SIMS imaging data. (a) Results for HCA showing
three main cluster groups as seen in the dendrogram. Each row in the heat map represents a
selected mass peak of interest and each column represents the deviation of the spectral informa-
tion at each coordinate position (x, y). The heat map is color-coded based on the Z-score, where
red represents a high positive deviation from the mean and blue represents a high negative devi-
ation from the mean. White represents no deviation from the mean value. (b) Results for DCA
using k-means algorithm performed on data obtained using TOF-SIMS imaging of the surface of
P. trichocarpa leaves. (I) Clustering with k=3. (II) Clustering with k=4. (III) Clustering with
k=5. (IV) Clustering with k=6. (c) Results for spatially-aware k-means clustering with pixel
neighborhood radius r=3. (I) Clustering with k=2. (II) Clustering with k=3. (III) Clustering
with k=4. (IV) Clustering with k=5.

pattern on each leafs surface (C25-Alc, m/z 368). The second cluster mainly consists
of ions that belong to the Alc and Alk class, mainly dominated by those that exhibit a
distinct crystal formation pattern. However, one can see that the ion intensity maps of
m/z 452 and m/z 436 do not display any crystal formation pattern. Similarly, the third
cluster also consists of ions that belong to the Alc and Alk class, but is dominated by
ions that do not display crystal patterns. However, ion intensity maps of m/z 408 and
m/z 401 show crystal formation patterns. One explanation for this inconsistent grouping
of ions could be the distance measure used for HCA. It possibly performs grouping based
on the intensities at individual pixels independently, and does not consider their spatial
context. The last cluster in the dendrogram is formed of non-crystal forming ions, mainly
comprising of WEs.

Results for DCA are shown in Figure 7.4(b) as a palette of pseudo-colored images (I-
IV) representing the partitioning into 3, 4, 5 and 6 clusters. The three-class clustering
(Figure 7.4(b.I)) broadly distinguishes the background structures of the leaf's surface
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without offering much information about the localization of the crystal. The four-class
clustering (Figure 7.4(b.II)) distinguishes some of the crystal-forming regions, shown in
red; the curved region on the leaf surface in the upper right corner, shown in turquoise;
and the leaf background, shown in blue and green regions. The five-class clustering
(Figure 7.4(b.III)) shows the crystal-forming regions more precisely in red, the leaf
background mainly in blue, with irregular regions of green and turquoise, and the upper
right curved region of the leaf in pink. The six-class clustering (Figure 7.4(b.IV)) shows
the location of crystal-forming regions in red, the region of the leaf’s vein as well as some
regions of each leaf’s background in gold, the curved region in the upper right corner in
pink, and the background of each leaf’s surface in green, blue and turquoise.

Since HCA as well as DCA using k-means treat intensities from pixels independently,
we also applied spatially-aware k-means clustering. Results for spatially-aware k-means
clustering using pixel neighborhood radius r=3 are shown in Figure 7.4(c). The cluster-
ing results are in the form of a palette of pseudo-colored images (I-IV) representing the
spatially-aware partitioning into 2, 3, 4 and 5 clusters. As can be seen, the five-class
clustering (Figure 7.4(c.IV)) broadly distinguishes localization of the crystal-forming re-
gions, the region of the leaf vein, the background structures as well as the characteristic
curved structure in the upper right corner of the leaf surface.

The results from DCA and spatially-aware clustering analysis also point to the localiza-
tion of crystals with distinct chemical specificity.

As observed from MVA and clustering results, the chemical composition of the crystals
differs clearly from the chemical composition of other areas. The crystals with smaller
distances are formed mostly by C23-Alc and those with larger distances by C29-Alc, a
finding that is fully congruent with previous findings on the uniform compositions of
crystals in EWs [231]. The uniformity is likely related to molecular self-assembly during
crystallization. The chemical composition of other EWs is much more diverse. The
presence of a mixture of hydrocarbons (C30, C31) and aliphatic alcohols (C30, C31),
and the virtual absence of WEs, are characteristic for the score and loading plot for MCR
factor 1 in Figure 7.3(a,b). In contrast, the score plot for MCR factor 5 in Figure 7.3(i,j)
shows the presence of alcohols (C21-C23) and WEs. This may further help in answering
important biological questions and reveal unprecedented insights about the composition
of the wax layer, how this layer is repaired after mechanical damage or insect feeding
and which transport mechanisms are involved in deploying wax constituents to specific
regions on the leaf surface.





Chapter 8

Conclusion

In this thesis, we have presented different computational approaches that can aid in the
analysis and interpretation of MSI data in several ways. The three main contributions
illustrated are mass recalibration, unsupervised exploration of MSI data and application
of preprocessing and chemometric methods to analyze MSI data. In this chapter, we
provide a summarized overview of the methods reported in this thesis and discuss the
potential future directions for continuation of this work.

In Chapter 4, we presented a computational method to reduce mass shifts in MSI data.
High mass accuracy is essential when performing mass spectrometry, to achieve com-
pound identification with high confidence. However, mass accuracy could be severely
compromised due to various factors, making recalibration important. A measured mass
spectrum can be traditionally recalibrated by using an internal mass standard (typi-
cally known as the lock-mass) or by recalibrating it against a reference spectrum using
computational methods like the one reported by Böcker and Mäkinen [6]. However,
while working with MSI data, it is highly likely that the lock-mass peak is not present
in all the spectra that have been acquired in a single experiment, making recalibration
difficult for those spectra where this peak is absent. Secondly, for a MSI dataset there
is no single reference mass spectrum against which all the spectra can be recalibrated.
Our recalibration method exploits similarities amongst peaklist pairs and considers the
spatial dimension of MSI data, to reduce the mass error, in an iterative manner. The last
iteration generates a consensus (reference) spectrum against which all the peaklists are
recalibrated. Since there are multiple peaklists in a single MSI dataset, it is important
that all the peaklists are ordered in an efficient manner to minimize the growing mass
error in the consensus spectrum. For ordering the peaklists within our method, we also
presented three approaches namely: minimum spanning tree (MST), topological greedy
(TG) and crystal growth (CG).

We evaluated our method against multiple datasets acquired using the MSI of intact D.
melanogaster fly. These datasets had considerable mass shifts with variations in different
regions of the fly body, mainly caused due to the sample topology. On applying our
method to the preprocessed spectra from these datasets, we found that mass error in
the data was strongly reduced, with CG ordering performing slightly better than MST
and TG ordering. We also found that standard deviation of the mass error decreased
significantly post-recalibration on using both CG and MST ordering. When the running
times were compared, we observed that MST ordering took the longest for all the datasets
whereas TG ordering was the fastest. Looking at the recalibration results and running
times for the datasets used, we would suggest to use CG ordering, since it shows the
best trade-off between quality of mass-shift correction and running-time performance.
The main advantage of our approach is that, it is not dependent on the presence of a
lock-mass peak nor does it require any reference peak list. This said, we would like to
point out that our method can correct the statistical error present in the data. However,
it cannot guess where the actual peak should be present in the mass spectrum. To get
the correct position of the peaks, the user would have to provide standard reference
masses to compare the mass spectra against it.

We also tested the impact of applying our recalibration method to raw mass spectra.
However, doing this did not provide accurate recalibration results since the datasets

77
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selected for this study had numerous noisy peaks and weak analyte signals. Our tests
confirmed that performing data preprocessing and peak-picking on raw mass spectra
prior to applying recalibration steps yields best results for such data. We assume that
data preprocessing steps would not be necessary in the case of high-resolution imaging
datasets. To achieve best recalibration results, it is also important to select appropriate
mass thresholds used at various steps in the recalibration method. The selection of
these thresholds mainly depends on the quality of the acquired data in terms of mass
resolution and accuracy. From the design of our recalibration method and from our
experience with real data, we would argue that our method is rather robust against
slight variations of preprocessing parameters. This is mainly due to outlier exclusion,
which is performed by the method. It is also possible that the peaks combined in the
consensus spectrum are not the same molecules but unresolved isobaric species; however,
by the design of our method, which can detect and exclude outliers, it is unlikely that
this will result in bad recalibration.

Although the method presented here has demonstrated its effectiveness, we believe that
it can be further improved, for instance, by incorporating automated selection of data-
dependent parameters to perform recalibration. This would minimize the current user-
input requirements. Another possible approach could be inspired from the method
proposed by McCombie et al. [116], that can objectively identify spatial correlations
of mass spectra in a dataset to define regions. Mass-shift correction could be then
performed by ordering spectra in these regions individually. It would be really interesting
to examine and compare the performance of this approach with the existing CG ordering
approach. It is highly likely that this approach may enhance mass-shift correction for
datasets with varying mass error in different spatial regions of the imaged sample.

When larger MSI datasets are used for recalibration, we expect the total running time
of our method to increase more than exponentially with the dataset size. A possible
approach to decrease this could be by allowing users to select a narrower mass range of
interest to perform recalibration.

Based on the implementation of our recalibration method, we also presented a Java-
based tool called MSICorrect, in Chapter 5. The various functionalities in this tool
include: visualizing distribution of different compounds in the form of ion intensity maps,
visualizing the mean mass spectrum and all the mass spectra individually, mass shift
correction, viewing the amount of correction performed by different ordering approaches
as well as export of the recalibrated mass spectra.

In Chapter 6, we introduced our unsupervised pattern extraction and image ranking
method. Since, MSI offers the unique advantage of obtaining the spatial and chemical
information of many compounds simultaneously within in a single experiment, it can
be extremely useful for untargeted analysis. However, spatial information in MSI data
is still an under-utilized resource in the computational analysis of these data. An ideal
approach would be the one that provides a list of mass values that exhibit a visibly
significant ion distribution pattern from thousands of mass values measured, similar to
what a human eye is able to perceive for a hand-full of images. However, this is not
so easy to achieve computationally, since ion distribution patterns can be extremely
diverse and their biological relevance cannot be defined, without expert judgement. In
this chapter we presented our simplistic approach to extract ion species of possible
importance from MSI data by ranking them based on their spatial pattern abundance.
With this presented method, we took our first step in the direction towards automated
and unsupervised characterization of biologically relevant patterns in MSI data. We
demonstrated how our method could help to obtain a quick overview of a MSI dataset,



79

by providing a ranked list of m/z values for a dataset, based on their spatial pattern
abundance. From this list, the m/z values with a higher rank may act as candidates for
further exploration. Our approach uses morphological transformations to extract the
spatial pattern-related information present in an ion map and based on this provides
the map a numerical score known as the Image Content (IC) score. Then it ranks all the
ion intensity maps present in the dataset based on the IC score, allotting ion map with
the highest IC score as rank=1. We also presented an extension to this approach, by
grouping mass values that exhibit similar spatial distribution patterns. Our approach
performs this by first calculating pair-wise spatial similarity between ion intensity maps
using the Structural Similarity (SSIM) index to create a similarity matrix. Using this
matrix as input, hierarchical clustering is performed to generate the groups.

We evaluated our image ranking approach on different levels. First we used a subset
of 40 ion intensity maps, manually selected from a mouse urinary bladder MSI dataset.
Our method was able to order the ion intensity maps, giving higher ranks to the ones
with high spatial pattern abundance and lowest ranks to those with no spatial pattern
on the imaged region. On performing spatial similarity-based grouping, we found that
about 85% of the ion intensity maps were grouped correctly. Further, we used a full
MSI dataset comprising of 300 ion intensity maps to evaluate our approach. We found
that, even for this dataset, our approach was able to rank the mass values based on their
spatial pattern abundance. We demonstrated this by highlighting the top 10 and top 50
ranked mass values in the mean mass spectrum of the dataset. We found that about 80%
of the top 10 ranked mass values displayed visible spatial patterns and constituted of
significant signals present in the mean mass spectrum. Spatial similarity-based grouping
performed on the top 10 ranked mass values also provided desired groups based on the
patterns visible in the ion maps. Our grouping approach was clearly able to distinguish
between ion maps with less pattern and those with abundant spatial pattern, since these
maps were placed in separate groups. For grouping the top 50 ranked mass values, about
74% of ion intensity maps were grouped correctly based on their visible spatial pattern.
We showed that the IC score generation was very efficient in terms of running time,
however this was not the case when performing spatial similarity-based grouping. In
this case, the running time increased almost exponentially with increase in the number
of input ion maps. We observed that a large fraction of the total running time for spatial
similarity-based grouping stems from calculating pair-wise similarity indices between the
ion maps. With the current approach, in order to decrease the running time for grouping
the masses, one could select the top few ranked ion maps and perform grouping using
these as input.

We also noticed that when the distribution of an ion species is highly localized, compris-
ing only a few pixels of the overall imaged section (e.g. within a tissue sample where a
drug has been injected in a specific region), our approach provides it a lower rank. This
is mainly because the rank is provided based on the IC score which is the area fraction
of the extracted pattern over the total imaged area. The IC score introduced in this
chapter still holds immense scope for improvements, to make it conceptually sound in
order to accommodate varying spatial patterns present in ion intensity maps. We hy-
pothesize that using finer edge detection approaches and weighing local features within
an ion intensity map can help improve the IC score. We need to remember that the
proposed approach is just a first step towards automated pattern extraction and there
is clearly much work to be done. There can be many possible directions to enhance our
approach. For instance, in this setting we assume that our approach could highly benefit
by the use of texture-based features for pattern classification and extraction [232] from
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an ion map. Another important aspect to consider for future evaluation would be to
ensure that the method scales well with extremely high dimensional MSI datasets and
allows for much larger data to be read into memory at a given point.

Towards the future, we believe that this approach could also be used for MSI com-
bined with tandem MS (MS/MS) studies. Acquiring MS2 information for all major
peaks acquired in MSI can be extremely time-consuming. Looking at the m/z lists and
spatial similarity-based groups generated by our approach, one can be selective for the
identification of compounds.

Finally, in Chapter 7 we demonstrated the ability of precise data analysis method selec-
tion to uncover the underlying chemistry of a biological MSI dataset. To mitigate the
difficulties in handling elaborate MSI data and to quantitatively as well as qualitatively
interpret them, many computational approaches have been developed. Preprocessing
methods mainly help to reduce experimental variance within a dataset and help to clean
the data of any noise, making it ready for multivariate analysis that helps in identifying
significant features present in the data. In this chapter we presented the application of
a protocol that combined bioinformatics and chemometric tools to analyze TOF-SIMS
imaging data acquired from the leaf surface of Populus trichocarpa.

Based on our analysis, we were able to correlate the crystals observed in the ion intensity
maps of the imaged leaf surface to the spheroidal grains seen on the scanning electron
microscopy(SEM) image (Figure C.1(b)) obtained independently. While applying MVA
approaches to this dataset we noticed that for better visualization and classification
of regions with distinct chemical composition, the application of DCA and spatially-
aware k-means clustering proved to be particularly useful. This study used tools that
were able to provide insights into the chemical composition of areas showing distinct
segregation/co-localization on the leaf surface. We would like to highlight that, the
protocol presented in this chapter could be easily expanded to other MSI datasets as
well.

Given a MSI dataset, acquired with an aim to perform untargeted analysis, we can
apply the methods presented in this thesis one after the other to find significant masses
of interest, that can help us discover more about the sample. Our first approach will
take care of any mass shifts present in the data. Later to get an overview of what
could be biologically significant in the dataset and the masses that exhibit similar spatial
distribution, our pattern extraction and image ranking approach can be applied. Finally,
the multivariate analysis workflow can be applied to extract significant chemical and
correlation information from the dataset.

Nonetheless, the future looks bright for MSI. It is definitely a powerful tool that re-
searchers can add to their analytical toolkit. The continuous increase in spatial and
spectral resolution has further enhanced this technique along with increasing the need
for robust computational analysis approaches. We hope that the methods presented in
this thesis are significant steps in the right direction and can easily be a part of bigger
analysis pipelines to provide insights into the complex metabolic processes at the spatial
level.
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Appendix A

Supplementary information for
Chapter 4

A.1 Experimental details

Insect material
Drosophila melanogaster (Meigen, 1830) flies (Diptera, Drosophilidae) were obtained
from a colony (strain Canton S) maintained in the Max Planck Institute for Chemical
Ecology, Jena, Germany. All flies (males and females) used for MSI experiments were 6-
day-old virgins. Each fly was bred separately in an Eppendorf tube for 4 days on a normal
diet and for the final 2 days on sugar solution only. Insect samples were immobilized
by freezing at 18◦C before they were prepared. Sample preparation consisted of slowly
warming flies (sealed in plastic Eppendorf tubes) up to room temperature, then fixing
them on a special MALDI target.

Chemicals used
2,5-Dihydroxybenzoic acid (DHB) for MALDI-MS with purity above 98% was purchased
from Sigma-Aldrich (Germany). Lithium 2,5-dihydroxybenzoate (LiDHB) matrix was
synthesized as described by Cvačka et al. [229]. HPLC grade solvents (acetone, chlo-
roform, and dichloromethane) and high-purity MS grade solvent (methanol) were also
supplied by Sigma-Aldrich. Analytic grade poly(ethylene glycol) oligomers (PEG with
average masses of 200, 300, 600, and 1000 Da) for calibration of the mass spectrometer
were purchased from Sigma-Aldrich.

Sample preparation
Samples of D. melanogaster flies were fixed on dedicated aluminum MALDI plates [2]
by epoxy glue (Hardman, www.royaladhesives.com, Belleville, NJ, USA). The target,
with flies on it, was then placed into a desiccator with phosphorus pentoxide (Sicapent)
at ambient temperature and pressure for 6 hours. Later, the flies were completely
dried and prepared to be subjected to imaging experiments. LiDHB matrix solutions
were prepared in acetone:dichloromethane (9:1, v/v) at a concentration of 30 mg/mL.
The matrix was sprayed on the samples by a commercial airbrush (Harder&Steenbeck,
www.airbrushuniverse.com, Norderstedt, Germany) with a 0.15 mm diameter nozzle
from a distance of 160 mm. For one sample, 2 mL of LiDHB matrix solution was used
to form approximately 100 layers. The waiting time between two consecutive sprays was
4 seconds.
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A.2 Dataset 1 - m/z 327.15 ([M+K]+)

Figure A.1: Demonstration of mass shift and its correction using data obtained
during LDI-MSI of six-day-old virgin male D. melanogaster fly in lateral position
(a) 2-D ion intensity map of cVA m/z 349.40 ([M+K]+), signal intensity in voxel view with
rainbow-color scale, in a mass window size of ± 0.4 Da. (b) 2-D pseudo color plot of the
observed mass shift with PlusMinus 1 color scale (red represents a positive mass shift and blue
represents a negative mass shift, the pixels in black signify no mass shift, whereas the pixels
in white correspond to no signal from that specific pixel in the selected mass range). Mass
shift correction by the recalibration method (c) using MST ordering, (d) using TG ordering,
(e) using CG ordering. (f) Pseudo density plot of the mass shift observed in preprocessed data
(gray) and its correction (MST ordering - yellow, TG ordering - green, CG - violet). (g - i) Mass
error distribution histograms of the preprocessed data before and after recalibration using MST,
TG and CG ordering respectively (Observed mass error - gray, correction using MST ordering -
yellow, correction using TG ordering - green, correction using CG ordering - violet).

Figure A.1 shows the performance of the recalibration method for the distribution of
cVA, in a six-day-old virgin male D. melanogaster fly. Figure A.1(a) shows a 2-D ion
intensity map representing the distribution of cVA at m/z 349.40 [(M+K)+], which is
localized with the highest signal intensities mainly in the abdomen region, and shows the
abundance distribution of the specific ion. The observed mass shift without recalibration
for m/z 349.40 in a mass window of ± 0.4 Da is shown in Figure A.1(b). The red pixels
in the central part of the abdomen, correspond to the maximum observed mass shift
of about 0.25 Da (represented by few pixels). The rest of the abdomen region shows a
positive mass shift of about 0.1 - 0.2 Da. A part of the lower region of the abdomen,
the short stub leg and few pixels in the wing region of the fly show a negative mass
shift indicated as blue pixels of about 0.35 Da. In general, the strongest signals of cVA
on intact virgin male fruit fly are observed in the genital area [184]. The compound
could be spread from this region by diffusion in cuticular lipids layer to the abdominal
tip and middle abdominal region [2]. This is evident from Figure A.1(a). In addition,
the male fly can spread the cVA to the whole body using its legs. Due to this, a weak
signal of cVA is observed also on the wings. The black pixels in the last abdominal
tergites represent no mass shift. The effect of applying the recalibration method on the
distribution and magnitude of the observed mass shift is shown in the form of 2-D pseudo
color plots of the observed and corrected mass shift in Figures A.1(c-e). Figure A.1(c)
represents the 2-D pseudo color plot of the mass shift correction using the MST approach
of ordering the peaklists in the recalibration method. After recalibration, the positive
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mass shift in the central abdominal region is strongly reduced and most of the pixels are
now black, representing almost no mass shift. Figure A.1(d) represents the 2-D pseudo
color plot obtained after recalibration, using the TG ordering of peaklists. Similar to the
recalibration performed using MST ordering, the 2-D pseudo color plot obtained using
TG ordering greatly reduces the positive mass shift in the central abdomen region.
However, a slight positive mass shift of about 0.2 Da is still observed at the tip of
the abdomen. This is also observed for the correction performed using CG ordering, as
shown in Figure A.1(e). There is a significant difference observed in the 2-D pseudo color
plots generated before and after recalibration and the range of mass error distribution is
seen to be reduced. This is evident from the pseudo-density plot shown in Figure A.1(f),
which compares the performance of the three peaklist ordering approaches. The gray line
represents the initial observed mass error distribution for the preprocessed data, yellow
line represents the recalibration performed using MST ordering, green line represents
the recalibration performed using TG ordering and violet line represents recalibration
using CG ordering. Figures A.1(g-i) represent the mass error distribution histogram for
the preprocessed data before and after recalibration, using MST, TG and CG ordering,
respectively. The histograms show that, prior to recalibration, many of the mass peaks
are shifted by about 0.25 Da in the positive direction and by about 0.35 Da in the
negative direction, relative to the theoretical mass. In contrast, post-recalibration it is
observed that the mass error distribution histograms for MST, TG and CG ordering,
are nearly similar.



100 A. Supplementary information for Chapter 4

A.3 Dataset 2 - m/z 193.15 [(M+K)+] and m/z 327.15 ([M+K]+)

Figure A.2: Demonstration of mass shift and its correction using data obtained
during MALDI-MSI of one D. melanogaster virgin female fly in dorsal position (a)
2-D ion intensity map of DHB, the matrix ion, at m/z 193.15 ([M+K]+), signal intensity in
voxel view with rainbow-color scale, in a mass window size of ± 0.3 Da. (b) 2-D pseudo color
plot of the observed mass shift with PlusMinus 1 color scale (red represents a positive mass shift
and blue represents a negative mass shift, the pixels in black signify no mass shift, whereas the
pixels in white correspond to no signal from that specific pixel in the selected mass range). Mass
shift correction by the recalibration method (c) using MST ordering, (d) using TG ordering,
(e) using CG ordering. (f) Pseudo density plot of the mass shift observed in preprocessed data
(gray) and its correction (MST ordering - yellow, TG ordering - green, CG - violet). (g - i) Mass
error distribution histograms of the preprocessed data before and after recalibration using MST,
TG and CG ordering respectively (Observed mass error - gray, correction using MST ordering -
yellow, correction using TG ordering - green, correction using CG ordering - violet).

Figure A.2(a) represents the distribution of the matrix ion on an embedded female virgin
fruit fly covered with LiDHB matrix. As can be seen, the potassium adduct of DHB
matrix ion is evenly distributed all over the fly body with comparable intensity signals
on all the regions of the fly. Figure A.2(b) shows a high positive mass shift in the
abdomen region of the fly, a maximum of 0.3 Da and a negative mass shift of about
0.1 Da, on the edges of both the wings. The small islands of mostly black and some
red and blue pixels, in Figure A.2(b), outside the fly body, represent areas of deposited
matrix and epoxy glue, which may have been unevenly applied on the MALDI target
plate. The white pixels represent no signal from the specific position in the selected mass
window. These white pixels are visible in the pseudo color plots (see Figures A.2(b - e)),
because, the raw imaging dataset had multiple low intensity regions outside the fly body,
which got eliminated when we applied the data preprocessing steps. After applying our
recalibration method, we observed that the high positive mass shift is strongly reduced
using all the three ordering approaches. However, we can still observe a negative mass
shift of about 0.1 Da around the edge of both the wings. This can be seen in Figure
A.2(c) and A.2(d). All the three ordering approaches perform comparable recalibration
for the mass shift observed for matrix ion distribution.
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Figure A.3: Demonstration of mass shift and its correction using data obtained
during MALDI-MSI of one D. melanogaster virgin female fly in dorsal position
(a) 2-D ion intensity map of tricosadiene m/z 327.15 ([M+Li]+), signal intensity in voxel view
with rainbow-color scale, in a mass window size of ± 0.3 Da. (b) 2-D pseudo color plot of the
observed mass shift with PlusMinus 1 color scale (red represents a positive mass shift and blue
represents a negative mass shift, the pixels in black signify no mass shift, whereas the pixels
in white correspond to no signal from that specific pixel in the selected mass range). Mass
shift correction by the recalibration method (c) using MST ordering, (d) using TG ordering,
(e) using CG ordering. (f) Pseudo density plot of the mass shift observed in preprocessed data
(gray) and its correction (MST ordering - yellow, TG ordering - green, CG - violet). (g - i) Mass
error distribution histograms of the preprocessed data before and after recalibration using MST,
TG and CG ordering respectively (Observed mass error - gray, correction using MST ordering -
yellow, correction using TG ordering - green, correction using CG ordering - violet).

Figure A.3 shows the distribution of tricosadiene at m/z 327.15 [(M+Li)+] and recali-
bration of the observed mass shift. Figure A.3(b) shows a positive mass shift of about
0.15 Da in the abdominal region and some parts of the base of the wing. A negative
mass shift of about 0.1 Da is observed at the edge of the lower wing. The visible sig-
nals outside the body of the fly in Figure A.3(a) probably originate from epoxy glue
or rather hardener, because of poor polymerization in this specific experiment. Most
of these signals are not visible in Figures A.3(b) - A.3(e), since these 2-D pseudo color
plots are generated after applying preprocessing steps to the raw imaging dataset. After
peak picking, the low intensity signals outside the fly body are automatically removed.
The only residue of these signals originating from epoxy glue can be observed in the
area around the edge of the cell imprinted into metal MALDI plate (see Figures A.3(b)
- A.3(e)). All the three ordering approaches by our recalibration method were able to
strongly reduce the mass shift, with MST ordering performing slightly better than TG
and CG ordering.
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A.4 Dataset 3 - m/z 327.15 ([M+K]+) and m/z 193.15 ([M+K]+)

Figure A.4: Demonstration of mass shift and its correction using data obtained dur-
ing MALDI-MSI of six-day-old virgin two pairs of (female/male) D. melanogaster
flies imaged in lateral position (a) 2-D ion intensity map of DHB, the matrix ion, at m/z
193.15 ([M+K]+), signal intensity in voxel view with rainbow-color scale, in a mass window size
of ± 0.3 Da. (b) 2-D pseudo color plot of the observed mass shift with PlusMinus 1 color scale
(red represents a positive mass shift and blue represents a negative mass shift, the pixels in
black signify no mass shift, whereas the pixels in white correspond to no signal from that specific
pixel in the selected mass range). Mass shift correction by the recalibration method (c) using
MST ordering, (d) using TG ordering, (e) using CG ordering. (f) Pseudo density plot of the
mass shift observed in preprocessed data (gray) and its correction (MST ordering - yellow, TG
ordering - green, CG - violet). (g - i) Mass error distribution histograms of the preprocessed
data before and after recalibration using MST, TG and CG ordering respectively (Observed
mass error - gray, correction using MST ordering - yellow, correction using TG ordering - green,
correction using CG ordering - violet).
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Figure A.5: Demonstration of mass shift and its correction using data obtained dur-
ing MALDI-MSI of six-day-old virgin two pairs of (female/male) D. melanogaster
flies in lateral position (a) 2-D ion intensity map of triacylglycerol m/z 815.80 ([M+K]+),
signal intensity in voxel view with rainbow-color scale, in a mass window size of ± 0.3 Da. (b)
2-D pseudo color plot of the observed mass shift with PlusMinus 1 color scale (red represents a
positive mass shift and blue represents a negative mass shift, the pixels in black signify no mass
shift, whereas the pixels in white correspond to no signal from that specific pixel in the selected
mass range). Mass shift correction by the recalibration method (c) using MST ordering, (d)
using TG ordering, (e) using CG ordering. (f) Pseudo density plot of the mass shift observed
in preprocessed data (gray) and its correction (MST ordering - yellow, TG ordering - green,
CG - violet). (g - i) Mass error distribution histograms of the preprocessed data before and
after recalibration using MST, TG and CG ordering respectively (Observed mass error - gray,
correction using MST ordering - yellow, correction using TG ordering - green, correction using
CG ordering - violet).
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Figure B.1: Optical image of the mouse urinary bladder tissue used for MSI.
The labeled optical image represents different regions of the measured mouse urinary blad-
der tissue section. This optical image is available for download along with the high-resolution
MSI dataset (dataset identifier: PXD001283) deposited to the ProteomeXchange Consortium
(http://proteomecentral.proteomexchange.org) via the PRIDE repository (http://www.
ebi.ac.uk/pride) [199]
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Figure B.2: Ion intensity maps corresponding to the 40 selected mass values from
the tissue section of the mouse urinary bladder The ion maps shown from 1 to 40 are
ranked based on their IC scores, where rank=1 represents the highest IC score and rank=40
represents the lowest IC score.
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Figure B.3: Heat map of the calculated similarity matrix for dataset 1. Each cell in
the heat map represents the amount of structural similarity between a pair of ion intensity maps
corresponding to two mass values. This is calculated using the structural similarity (SSIM) index
which lies between 0 (least similar) and 1 (identical). The colors in the heat map represent the
amount of similarity: The lighter the color, the more similar the two images are.

Table B.1: Spatial similarity-based grouping of the ion intensity maps corresponding to the 40
selected mass values from dataset 1.

m/z IC score m/z IC score m/z IC score m/z IC score m/z IC score

Group 1 Group 2 Group 3 Group 4 Group 5

580.1081 3.2794 743.5482 2.5883 820.5247 7.4702 741.5307 10.291 601.0311 4.2578
716.1216 2.8534 756.5509 1.5488 798.5480 6.6988 682.4558 7.7830 558.9414 3.4955
852.1402 1.9211 734.5707 0.8027 798.5410 6.0941 742.5414 7.0716 737.0536 3.4223
988.1624 1.8631 878.4414 0.6187 534.2957 5.2318 770.5580 4.0821 793.0201 2.8505

616.1767 0.3201 770.5023 4.9876 773.5414 3.8726 638.9920 2.3798
783.0284 0.3142 826.5722 3.8542 713.4518 3.4983 929.0414 2.3287
686.2983 0.2055 562.3270 3.5564 770.5653 3.2258
818.2695 0.1712 796.5414 3.0396 772.5253 3.1409
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Figure B.4: Dendrogram representing the result of hierarchical clustering performed
for the top 10 masses in dataset 2. Each nested group formed within the dendrogram
contains ion maps that exhibit similar spatial distribution on the imaged tissue section. The top
10 masses have been selected based on their IC scores.
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Table B.2: List of mass values corresponding to dataset 2 ranked in descending order of their
IC scores.

Rank m/z value IC score Rank m/z value IC score Rank m/z value IC score

1 231 48.3282

91 246.333 8.4772

2 230.917 47.8954

92 236.917 8.4262

3 231.083 40.4928

93 238.833 8.3661

4 230.833 34.8319

94 242.25 8.3242

5 232.083 31.9722

95 248.083 8.3216

6 229.917 31.2511

96 233.917 8.2555

7 230 30.8491

97 234.167 8.2252 

8 231.167 28.7408

98 226.333 8.1883

9 228.75 28.7115

99 246.667 8.1636

10 230.75 28.4428

100 245.25 8.1328

11 232.833 27.9242

101 235.167 8.1302

12 229.833 27.4424

102 227.917 8.0797

13 229.667 26.0017

103 246.417 8.0797

14 231.833 25.4084

104 240.417 8.0196

15 230.083 24.7494

105 244.667 7.9156

16 230.25 22.6309

106 249.25 7.8798

17 240 22.0618

107 232.667 7.8373

18 230.583 20.8312

108 238.083 7.8328

19 232.167 20.4686

109 228.25 7.7884

20 239.917 18.6668

110 248.167 7.6848

21 232.75 18.5229

111 249.833 7.6419

22 246 17.7613

112 226.833 7.4864

23 231.75 16.6236

113 244.917 7.4485

24 245.917 16.5166

114 230.5 7.3697

25 229.75 16.0282

115 238.167 7.1531

26 244.083 15.8267

116 247.167 7.1460

27 246.083 15.4536

117 230.333 7.1107

28 244.167 14.4451

118 238 7.0758

29 225.083 13.8926

119 230.167 7.0470

30 226.167 13.7967

120 229.083 6.9703

31 228.667 13.6997

76 225.25 9.2478

121 233 6.9395

32 226.083 13.6300

77 227.167 9.2326

122 244.417 6.9006

33 244 13.5568

78 242 9.1806

123 234.917 6.8728

34 243.083 13.3245

79 235 9.1518

124 231.667 6.7597

35 229.583 13.2473

80 247.083 9.1215

125 227.333 6.7506

36 231.333 12.5903

81 245 9.0392

126 236.083 6.6466

37 243 12.4736

82 248.667 8.9392

127 247.333 6.4239

38 225.167 12.4150

83 237.167 8.8645

128 241.917 6.4224

39 243.167 12.2519

84 226.917 8.8301

129 233.083 6.3860

40 225 12.1530

85 248.833 8.7584

130 225.917 6.3724

41 239.833 12.1126

86 227.25 8.6484

131 245.333 6.3512

42 246.833 12.1040

87 246.5 8.6413

132 234.25 6.3456

43 246.917 12.0171

88 244.333 8.6276

133 242.833 6.3310

44 249.917 11.8050

89 243.917 8.5751

134 247.917 6.3178

45 228.083 11.6692

90 248 8.5448

135 237.25 6.2901

46 242.083 11.6672

47 249 11.6121

48 244.25 11.3859

49 249.083 11.2824

50 237.083 11.1480

51 237 11.0844

52 242.167 11.0768

53 244.75 11.0122

54 228 10.9945

55 247 10.9673

56 226.25 10.9289

57 248.917 10.8955

58 246.75 10.7289

59 242.917 10.7254

60 232.25 10.3628

61 234 10.3603

62 245.833 10.2719

63 228.167 10.1542

64 226 10.0128

65 249.167 10.0042

66 246.25 9.8790

67 229 9.8376

68 243.25 9.8184

69 230.667 9.8017

70 245.083 9.6669

71 238.917 9.5962

72 234.083 9.4770

73 245.167 9.3922

74 235.083 9.3806

75 228.917 9.3053

136 225.333 6.2057

137 241.083 6.1446

138 240.167 6.1118

139 240.083 6.1022

140 239.75 5.9805

141 231.25 5.8901

142 236.167 5.8881

143 235.25 5.8674

144 243.333 5.8169

145 232.333 5.7911

146 232.917 5.7528

147 236 5.7164

148 226.417 5.7149

149 242.333 5.7018

150 233.833 5.6937

151 238.75 5.6669

152 240.75 5.6331

153 226.75 5.5821

154 245.75 5.5775

155 241 5.5371

156 248.25 5.5068

157 241.167 5.4735

158 244.583 5.4402

159 238.25 5.3765

160 241.417 5.2755

161 244.5 5.2256

162 229.5 5.1786

163 228.833 5.0741

164 228.333 5.0104

165 239.167 4.9796

166 228.583 4.9579

167 236.833 4.9529

168 231.417 4.9428

169 234.833 4.9397

170 236.25 4.9115

171 233.417 4.8488

172 240.5 4.8312

173 248.75 4.8251

174 227.833 4.7887

175 249.333 4.7862

176 248.583 4.7559

177 243.833 4.7554

178 247.417 4.7362

179 240.25 4.6978

180 230.417 4.6282

181 237.917 4.6206

182 233.167 4.5913

183 239.083 4.5494

184 229.417 4.5312

185 227.417 4.4999

186 235.917 4.4762

187 229.167 4.4716

188 231.917 4.4373

189 247.25 4.4352

190 247.833 4.4221

191 232 4.3913

192 234.333 4.3691

193 226.5 4.3176

194 249.75 4.2060

195 239.25 4.0439

196 226.667 3.9813

197 240.667 3.9404

198 237.333 3.9293

199 241.25 3.9217

200 235.333 3.9091

201 240.917 3.8636

202 244.833 3.7980

203 242.417 3.7712

204 225.833 3.7318

205 225.417 3.6833

206 233.75 3.6763

207 248.333 3.6702

208 228.417 3.6182

209 241.833 3.5833

210 242.75 3.5455

211 239.667 3.5323

212 238.667 3.5136

213 238.333 3.5116

214 246.583 3.5096

215 245.417 3.5086

216 232.583 3.3940

217 232.417 3.3874

218 239.5 3.3712

219 226.583 3.3667

220 236.333 3.3243

221 245.667 3.2834

222 239 3.2829

223 240.583 3.2551

224 233.5 3.2480

225 243.417 3.2470

Rank  value IC score

226 228.5 3.2283

227 231.583 3.1859

228 237.833 3.1814

229 235.833 3.1637

230 249.5 3.1576

231 246.167 3.1324

232 227.75 3.1288

233 247.75 3.0854

234 234.75 2.9324

235 236.75 2.9046

236 227.5 2.8910

237 249.667 2.8733

238 243.75 2.8117

239 245.583 2.7920

240 239.583 2.7890

241 229.25 2.7880

242 227.083 2.7829

243 231.5 2.7425

244 233.25 2.7334

245 233.667 2.7284

246 241.5 2.6996

247 240.333 2.5991

248 248.417 2.5653

249 248.5 2.5592

250 234.417 2.5335

251 237.417 2.5208

252 227 2.5057

253 249.583 2.4512

254 238.417 2.4193

255 247.5 2.4153

256 235.417 2.3941

257 239.333 2.3784

258 233.583 2.3699

259 232.5 2.3693

260 242.5 2.3552

261 241.75 2.3406

262 238.583 2.2830

263 235.75 2.2487

264 225.75 2.2300

265 242.667 2.1775

266 227.667 2.1229

267 227.583 2.1199

268 236.667 2.0754

269 237.75 2.0497

270 234.667 2.0310

271 247.667 2.0275

272 236.417 1.9775

273 238.5 1.9194

274 243.667 1.9088

275 225.5 1.8937

276 240.833 1.8770

277 242.583 1.8669

278 243.5 1.8325

279 235.667 1.7714

280 247.583 1.7235

281 241.333 1.6831

282 229.333 1.6467

283 234.5 1.6255

284 241.583 1.5634

285 241.667 1.5422

286 235.5 1.5154

287 233.333 1.5129

288 245.5 1.4685

289 235.583 1.3765

290 234.583 1.3725

291 236.583 1.3478

292 237.5 1.3442

293 243.583 1.3407

294 225.667 1.3326

295 236.5 1.3321

296 249.417 1.2942

297 237.667 1.1998

298 239.417 1.1604

299 225.583 1.1033

300 237.583 0.9907

m/z
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Figure B.5: Dendrogram representing the result of hierarchical clustering performed
for the top 50 masses in dataset 2. Each nested group formed within the dendrogram
contains ion maps that exhibit similar spatial distribution on the imaged tissue section. The top
50 masses have been selected based on their IC scores.
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Chapter 7

B.1 Experimental details

Plant material and growth conditions
Populus trichocarpa Torr. & Gray (clone 600-25) was cultivated in a growth chamber
at 23◦C day and 18◦C night with 50% relative humidity, light intensity of 30% (Osram
De Luxe 36W Natura) and a diurnal cycle of 12 h light and 12 h dark. Cuttings were
kept at 12◦C, and after 8 weeks when they reached 15-20 cm in length, plants were
transferred to 2 L pots. Standard substrate (Klasmann-Deilmann GmbH, Postfach D-
49744 Geeste, Germany, www.klasmann-deilmann.com) was used as soil, and beginning
4 weeks after transfer, plants were fertilized with 1% of 10:15:10 N:P:K supplement
(Ferty, PLANTA Düngemittel GmbH, Regenstauf D-93128, Germany, www.plantafert.
com) every second week. Plants were grown under controlled condition throughout
the cultivation and not treated with any pesticides to prevent the potential chemical
modification of the leafs surface. Plants used for all experiments were 4-5 months old.

Blotting of leaf cuticle
EWs were isolated using the cryo-adhesive method [233] with water as a transfer medium.
P. trichocarpa leaves were rinsed briefly with distilled water to remove any contaminants.
Leaf tissues were cut into rectangle-shaped pieces with dimensions slightly larger than
the solid substrate support (a metallic MALDI plate for MALDI-TOF MS, and a p-type
(100) orientation silicon wafer for TOF-SIMS). Each leaf cutting was placed onto the
cleaned substrate holding 4 to 5 evenly distributed droplets (double distilled water 3 µl
each). Afterwards, a glass slide was placed on top of the substrate/leaf stack and gently
pressed, creating a sandwich. The leaf was homogeneously moistened with a very thin
water film. Tweezers were used to dip the whole leaf in liquid nitrogen for 30 s. Water
droplets served as a medium to transfer the wax layer from the leaf to the substrate, and
the second glass slide enabled slight force to be put on the tissue without direct contact
and allowed the EWs to be isolated, without disturbing the other cuticle layers. Metal
plate or silicon wafer was detached from the plant tissue and was kept in a desiccator
prior to analysis. This protocol results in a very flat EW transfer layer on conductive
substrates, representing an ideal sample for TOF-SIMS imaging, to achieve best mass
and lateral resolution.
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Figure C.1: Representation of the cuticle layers on the leaf surface (a) Cross-section
of cuticle layers and upper epidermis (EW epicuticular waxes, IW- intracuticular waxes, CP
cuticle proper, CL cuticle layer, P pectinaceous layer and middle lamella, CW cell wall, EC
epidermal cell) (b) SEM micrograph of EWs from the surface of adaxial leaves of P. trichocarpa
were isolated using cryo-adhesive tape embedding method.
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Figure C.2: Plot representing percentage of variance captured by each principal
component Based on this plot we selected an optimal number of six principal components for
the PCA of TOF-SIMS imaging data
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Figure C.3: Representation of distance measured among spatially localized crystals
An example of distance measured (in pixels) among different spatially localized crystals observed
on pseudo-colored 2-D ion intensity maps of the leaf surface at (a) m/z 340.32 and (b) m/z
424.24. The pixels size is 1 µm.
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