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Abstract

This dissertation analyzes a normative change in state perception and political action
towards the Internet. This change is currently reflected in certain measures aimed at the
exercise of control and state sovereignty in and over cyberspace. These include phenomena
such as the total surveillance of data streams and the extensive collection of connection
data by secret services, the control (political censorship) and manipulation of information
(information war) as well as the arms spiral around offensive cyber capabilities to disrupt
and destroy information infrastructures. States face a loss of control that they want to
compensate for. The phenomenon of the perceived loss of control and the establishment of
a norm of control (filter and monitoring technology) is equally evident in various
democratic and non-democratic states, as various studies show.

This militarized perception of the Internet is remarkable in so far as Western
politicians used to perceive the same Internet technology in the 1980s and 1990s in a
completely different way. Back then the lack of state control was seen as desirable. Instead
of controlling and monitoring all aspects of the Internet, a "hands-off" and laissez-faire
idea dominated political behavior at the time: the possibilities of democratization through
information technologies, the liberalization of authoritarian societies through technology
and the free availability of global knowledge. The idea of national control over
communications technology was considered innovation-inhibiting, undemocratic and even
technically impossible. The topic of this work is the interaction between state power and
sovereignty (e.g. political control through information sovereignty) and digital
technologies. The research question is: Which process led to the establishment of norms of
control and rule (surveillance, censorship, cyber-war) with regard to the medium Internet?
Furthermore, the question arises: What are the implications of this change in standards for
the fundamental functioning of the Internet? The aim is to examine in detail the thesis of
the militarization of cyberspace empirically on the basis of a longitudinal case study using
the example of Internet development in the USA since the 1960s. An interdisciplinary and
multi-theoretical approach is chosen from constructivist norms research and the Social

Construction of Technology approach.



List of Abbreviations

ACLU

ALOHANET

ARDA
ARPA
ARPANET
AT&T
BBN
BND
BSD
C3I
CDA
CERN
CERT
CNA
CNCI
CND
CNE
CNO
DARPA
DDoS
DHS
DNS
DoD
Dol
DPI
EFF
EPIC
EW

FBI
FBI-DITU
FCC
FISA
FISAAA
FISC
FTP

FY
GCHQ
GII
GWOT
HTML
HTTP
HTTPS
HUMINT
IAB

IC
ICANN
ICT
IETF
IMP
INWG
10

American Civil Liberties Union

Aloha Network

Advanced Research and Development Activity
Advanced Research Projects Agency

Advanced Research Projects Agency Network
American Telephone and Telegraph Company
Bolt, Beranek and Newman
Bundesnachrichtendienst

Berkeley Software Distribution

Command, Control, Communications and Intelligence
Communications Decency Act of 1996

Conseil Européen pour la Recherche Nucléaire
Computer Emergency Response Team
Computer Network Attack

Comprehensive National Cybersecurity Initiative
Computer Network Defense

Computer Network Exploitation

Computer Network Operation

Defense Advanced Research Projects Agency (same as ARPA)

Distributed Denial of Service (attack)
Department of Homeland Security
Domain Name System

Department of Defense

Department of Justice

Deep Packet Inspection

Electronic Frontier Foundation

Electronic Privacy Information Center
Electronic Warfare

Federal Bureau of Investigation

FBI Data Intercept Technology Unit
Federal Communications Commission
Foreign Intelligence Surveillance Act
Foreign Intelligence Surveillance Act Amendment Act 2008
Foreign Intelligence Surveillance Court
File Transfer Protocol

Fiscal Year

Government Communications Headquarter
Global Information Infrastructure

Global War on Terror

Hypertext Markup Language

Hyper Text Transfer Protocol

Hyper Text Transfer Protocol Secure
Human Intelligence

Internet Activities Board

Intelligence Community

Internet Corporation for Assigned Names and Numbers
Information and Communication Technologies
Internet Engineering Task Force

Interface Message Processor

International Network Working Group
Information Operation

11



IP

PO
IPTO
IRPTA
IRTF

ISP

IW

IXP
JFCC-NW
JSOC
JTF-CND
JTF-CNO
LAN
MILDEC
MILNET
MIT
NCP
NCR

NII

NIST
NSA
NSF
NSENET
NSL
NSPD
NWG
OPSEC
PFF
PSYOP
R&D
RFC
RMA
ROC
SAGE
SATNET
SIGINT
SRI

SSL
STRATCOM
TAO
TCP
TCP/IP
TIA
UAV
UCLA
URL
VPN
WELL
WWWwW

List of Abbreviations

Internet Protocol

Initial Public Offering

Information Processing Techniques Office
Intelligence Reform and Terrorism Prevention Act 2004
Internet Research Task Force

Internet Service Provider

Information Warfare

Internet Exchange Point

Joint Functional Component Command for Network Warfare
Joint Special Operations Command

Joint Task Force Computer Network Defense
Joint Task Force Computer Network Operations
Local Area Network

Military Deception

Military Network

Massachusetts Institute of Technology
Network Control Protocol

National Research Council

National Information Infrastructure

National Institute of Technology

National Security Agency

National Science Foundation

National Science Foundation Network
National Security Letters

National Security Presidential Directive
Network Working Group

Operations Security

Progress and Freedom Foundation
Psychological Operation

Research & Development

Request for Comments

Revolution in Military Affairs

Remote Operations Center

Semi-Automatic Ground Environment
Satellite Communication Network

Signals Intelligence

Stanford Research Institute

Secure Socket Layer

Strategic Command

Tailored Access Operation

Transmission Control Protocol

Transmission Control Protocol/Internet Protocol
Total Information Awareness Program
Unmanned Aerial Vehicles

University of California, Los Angeles
Uniform Resource Locator

Virtual Private Network

the The Whole Earth 'Lectronic Link

World Wide Web

12



List of Tables and Graphics

Figure 1. ACF Policy Beliefs

Figure 2. Policy paradigms embedding ideas in policy

Figure 3. Meaning network

Figure 4. Paradigms change

Figure 5. Diffusion of Norms

Figure 6. Technical Artifact

Figure 7. Social Construction of Technology

Figure 8. Phase Model of Technology

Figure 9. Relationship of Paradigms and Artifacts

Figure 10. Technical Adjustment Process

Figure 11. Technical & Political Reconstitution

Figure 12. Causal Mechanism

Figure 13. Causal chain

Figure 14. ARPANET Host-Computer and IMP Subnetwork

Figure 15. Different Network Topologies outlined by Baran

Figure 16. Engineer Paradigm influencing ARPANET Design

Figure 17. Norms shaping TCP/IP

Figure 18. NASDAQ Index 1994-2004

Figure 19. Google NGram Analysis

Figure 20. Cyber-utopianism framing the Internet as Cyberspace

in the early 1990s

Figure 21. Time Magazine Information Superhighway

Figure 22. Cyber-liberal Utopianism framing the Internet

Figure 23. Cyber-liberal Utopianism framing the Internet during the early 1990s

Figure 24. Measured Computer Security Incidents in US Systems

Figure 25. Cyber-Realism during the 1990s

Figure 26. Map of Internet Data flows

Figure 27. Cyber-realist paradigm reconstituting the Internet via NSA program

Figure 28. Federal Cyber-Security Spending and Incidents

Figure 29. DoD Spending on Cyber-Security

Figure 30. Dominant Paradigms shaping the Internet technology &
critical junctures of hegemonic change

Figure 31. Cyber-Realism becoming dominant meaning for Internet

Figure 32. Empirical findings for Norm Diffusion

Figure 33. Diffusion of ICT in the USA between 1975-2015

Figure 34. Percentage of Internet Users of the World Population

Figure 35. Longitudinal Internet Diffusion per Region in percent

Figure 36. Internet Devices per Region

Table 1. Paradigm Holders and Carrier Sources
Table 2. Causal Mechanism of the Social Construction of the Internet
Table 3. Causal Mechanism of Cyber-Utopianism
Table 4. Causal Mechanism of Cyber-Utopianism &
the Clinton/Gore Administration
Table 5. Causal Mechanism of early Information War
Table 6. Causal Mechanism of Cyber-Realism during the 2000s
Table 7. Internet Society Survey 2011
Table 8. Causal Mechanism of the Hybrid Presidency
Table 9. List of Internet Milestones and Security Incidents
Table 10. Pew Research Surveys - % Saying each is a major threat to the US
Table 11. Gallup Poll - Percentage of people who see an issue as a critical threat

13

50
52
56
78
79
88
91
95
99
106
108
117
118
134
135
141
154
202
204

210
230
242
262
270
293
325
331
364
366

401
402
407
449
451
451
452

121
171
220

263
307
351
390
399
454
458



List of Tables and Graphics

to the US 459
Table 12. Internet Society Survey 2011 complete 460
Table 13. 2016 Presidential Candidates' Opinion on Cyber-Realist Ideas 464
Table 14. Intelligence Community Directors 466

14



1. Introduction

I am disturbed by how states abuse laws on Internet access. I am concerned that
surveillance programmes are becoming too aggressive. I understand that national security
and criminal activity may justify some exceptional and narrowly-tailored use of
surveillance. But that is all the more reason to safeguard human rights and fundamental
freedoms."
Ban Ki-moon
Let me start with a thought experiment. Just imagine that in the 1970s, Russian agents had
been able to photocopy large portions of the file-cabinets from the US Office of Personnel
Management (OPM). This data would have included sensitive information such as
fingerprints, social security IDs, postal addresses and national security clearance of the
majority of staffers within the political bureaucracy. Imagine further, that Russian spies
had been able to photocopy the campaign files (funding, strategy etc.) and personal
communication of a democratic party during an election, using this material to blackmail

one of the candidates.

Imagine further, that like the Stasi in the former German Democratic Republic,
domestic and foreign intelligence agencies strive to monitor every communication channel
in their own country and in other countries as well. Imagine that intelligence agencies
would demand capabilities to send covert agents or saboteurs to critical infrastructures like
dams, electricity plants or water supplies. These saboteurs would plant remote-controlled
bombs, waiting to be activated on demand, destroying or disrupting the operation of the
facility.

Finally, imagine that the KGB and every other intelligence agency in the world had
placed surveillance bugs everywhere: on every person, in every home, car, office and
government building in every country on earth and that these could be switched on from
afar. Imagine that intelligence agencies worldwide would lobby their governments to
receive capacities to switch on these surveillance bugs on demand.

These events sound like a Tom Clancy novel but all of them are based on real
empirical events that happened, not in the Cold War, but in the last few years. These events
did not happen in the physical world, but in the digita/ domain. For example, in 2014 the
OPM was hacked and sensitive information of US Government officials had been stolen
over the Internet (Office of Personnel Management, 2015). In 2016, Russian hackers stole
sensitive information from the Democratic National Committee during the US Election
(Harris, 2016). The planting of surveillance bugs everywhere refers to smartphones or

smart home appliances connected to the Internet. Most states equip their intelligence
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1. Introduction

agencies with special Trojan software and legal competences to "cyber-attack"! these
devices with malware, to turn on the microphone, extract private data or to save every
keystroke on the device. This practice is not limited to national territory but also includes
the jurisdiction of other states because these bugs can be sent electronically.

The wiretapping of the entire communications infrastructure refers to the Snowden
leaks of 2013, when it was uncovered that US Intelligence agencies where copying large
portions of Internet communication to intercept communication of both citizens and
international users. Whereas the Stasi monitored only audio phone calls and relied on
informants (Foschepoth, 2013), Internet communication contains all types of audio-visual
or behavioral data. If one would print all this data on A4 paper, it would require an
estimate of 42 billion file-cabinets to store it. The Stasi had around 48000 file cabinets in
its entire archive (Stasi versus NSA, 2017).

Why do I present these examples? Because they are examples of how states begin to
control the Internet and digital technologies, which this thesis is about. They offer a
glimpse of how states behave in cyberspace. When one picks up a random newspaper,
chances are that one discovers headlines such as "we’re on the verge of cyber-war"
(Giamoia, 2016), "how America can beat Russia in Cyber War" (Singer, 2017) or
intelligence agency X "wants to start cyber-counterattacks" (DPA, 2017). Now, more than
ever, the Internet is understood in terms of war: "cyber-attacks", "arms race in
cyberspace", "cyber-deterrence" and more have become buzzwords in public discourses.
We are taking it for granted that "cyber-soldiers" from Russia or the National Security
Agency (NSA) hack into the digital infrastructures, threatening to shut down power-grids
or worse.?

The premise of this thesis is that we witness an ongoing militarization and
securitization of the Internet (Deibert, 2003). This means that the Internet is more and
more understood as a domain of national security and that surveillance, espionage,
sabotage and hacking have become the preferred tools of statecraft. More and more states
perceive the Internet as a national security problem and try to deal with this threat with
military and intelligence capabilities (Shafqat & Masood, 2016). 1 argue that the

militarization of cyberspace with practices of Internet surveillance, cyber-attacks and

! Defined as "deliberate actions to alter, disrupt, deceive, degrade, or destroy computer systems or networks
or the information and/or programs resident in or transiting these systems or networks" (Singer & Friedman,
2014, p. 68).

2 Observe that the "cyber"-prefix is used in all kinds of way in current discourses, which often is problematic
because it subsumes highly diverse issues under one umbrella. I agree with Thomas Rid who argues that the
use of "the cyber" as a noun should be avoided and often indicates a superficial understanding of topic (Rid,
2013, p. ix). The author apologizes in advance for the extensive use of the cyber prefix throughout the thesis.
I will use hyphens like cyber-security, cyber-attacks unless I refer to quotations.
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1. Introduction

digital espionage have become so normalized in the last few years, that we do not fully
understand their meaning and overall societal impact. That is why I have presented current
events with the Cold War metaphor to reveal how extraordinary they are. We have become
so accustomed to this militarization that there is little public debate about questions of
whether it should be considered a norm that states hack each other’s elections with cyber-
attacks or whether it should be considered normal that democratic and authoritarian
regimes likewise hack the Internet infrastructure to monitor global communications both
domestic and abroad. Should we consider it a norm that democratic and authoritarian states
develop specialized malware to hack into smartphones to turn them into surveillance
devices? All these questions should be asked yet there is very little public debate about
this.

All of this indicates that states controlling the Internet has become normalized. The
militarization of the Internet has become a norm, a standard of state behavior. Some even
argue that "the struggle to control cyberspace is defining American national security in the
twenty first century" (Harris, 2014, p. Prologue).? The norm states that it is the appropriate
right of a state to control cyberspace itself, or information stored or send therein, globally
as well as domestically. Control derives from the French word "contreroller" and means in
its etymological sense "to check, to verify, to register, to regulate or to exert authority"
(Etymonline, 2016). States try to exercise authority over the Internet with the means of
digital surveillance, espionage and cyber-warfare* capabilities. These measures follow a
security logic and are often legitimized with threats from cyber and terrorist attacks. For
example, the former German minister for the interior, Hans Peter Friedrich argued that "a
loss of control monitoring communication of criminals must be compensated by new
technological and legal [Internet surveillance] means" (KGP, 2013).> Another example is
the Internet surveillance program by British intelligence agencies leaked by Edward
Snowden which, by no accident, is called "mastering the Internet" (Goertz & Obermaier,
2013). These two examples are indicators of the norm of control I will analyze in this
thesis.

Why is this relevant? Because the norm of controlling cyberspace stands in conflict
with many norms of democratic societies. The ongoing trend of the militarization of
cyberspace is the reason why former UN General Secretary Ban Ki-moon warns in the

entry quote about these practices and their impact on human rights. Internet surveillance

3 Since some ebooks only have dynamic page numbers that depend on the font size, I can only refer to the
chapter of the book as a source.

4 "Actions by a nation-state to penetrate another nation’s computers or networks for the purposes of causing
damage or disruption" (Clarke & Knake, 2010, p. 6). Intelligence collection is another purpose of cyber-war.
> Square brackets always mean inclusions by the author.
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1. Introduction

can have severe consequences for human rights, the rule of law and the functioning of
democracies. In December 2014, the UN General assembly reinforced these concerns with

a resolution (68/167) "The right to privacy in the digital age." The UN is:

"deeply concerned at the negative impact that surveillance and/or interception of
communications, including extraterritorial surveillance and/or interception of
communications, as well as the collection of personal data, in particular when
carried out on a mass scale, may have on the exercise and enjoyment of human
rights [...]" (United Nations General Assembly, 2014a).

For example, controlling content on the Internet via filter software or "truth
ministries" checking for "fake news" contests the norm that censorship should not take
place in democracies. Suspicionless or preemptive mass surveillance of citizens’ Internet
data streams contests the norm that such intrusive surveillance measures should be based
on a probable cause. That is why several constitutional courts and the European Court of
Justice argued that the mass retention of Internet meta-data "exceeds the limits of what is
strictly necessary and cannot be considered to be justified within a democratic society"
(DW, 2016). Surveillance is potentially harmful for democracies because it can undermine
the trust in government and limit citizens’ freedom of association and expression, as some
social psychological studies show (Turner, 2016). More so, clandestine cyber-war
activities blur the dichotomy of war and peace and domestic and foreign. They thus limit
the democratic control of the military and intelligence agencies. Controlling the Internet in
terms of censorship, by manipulating information stored therein, or disrupting the
information space in other country, for example during elections, invites for abuse. While
most liberal democracies still have checks and balances in place, authoritarian regimes
engage in the same practices without much restraint and oversight. That both democratic
and authoritarian states adopt very similar measures to control cyberspace is very peculiar

and one of the puzzles addressed in this thesis.

1.1 Puzzle & Research Question
The trend that more and more states begin to control the Internet and the information
therein is a somewhat puzzling development for three reasons.

First, it is peculiar that both liberal-democratic and authoritarian regimes more and
more adopt the same perspective on cyberspace and begin to control the Internet with very
similar techniques and practices. The behavior of both liberal-democracies and

authoritarian regimes in cyberspace is in fact very similar, as Betz and Stevens argue:
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"What is rarely acknowledged in Western security discourse is that recent moves
by democratic governments into these regulatory spaces have much in common
with the practices of other states whose control regimes are often the subject of
Western opprobrium and condemnation" (Betz & Stevens, 2012, p. 67).

For example, most Internet surveillance activities in Western countries are legitimized with
the war on terror. Cyber-war activities are legitimized with external threats like Russia and
the perceived loss of control. Authoritarian regimes likewise use terrorism as a pretense to
exercise more control over the Internet. However, once enabled these activities tend to
"mission-creep" to areas besides fighting terrorism, for example tracking minorities
(Muslims) or the political opposition.

Likewise, cyber-war and surveillance feature prominently in most recent national
security strategies of democratic and nondemocratic states alike and are in fact very similar
in their goals, means and even terminology (Shafqat & Masood, 2016). For example, with
its Investigatory Powers Bill, the United Kingdom introduced one of the most far reaching
Internet surveillance laws in a democracy. The bill has a close resemblance to the legal
regimes in China and Russia and thus was struck down by the European Court of Justice as
being in violation of democratic norms (Woollacott, 2016).

Although we mostly hear of Russian or Chinese hacking in the US or Europe,
Western intelligence agencies are similarly active abroad as many of the Snowden leaks of
2013 indicate (Intercept, 2014). Intelligence agencies from liberal and authoritarian
regimes even struggle with similar problems and lobby their government for more
capacities, for example allowing them to break encryption. Currently, we witness a
worldwide initiative, led by Germany, France, the United Kingdom and the USA for
"exceptional access" into cryptographic messengers. Encrypted smartphone apps
circumvent Internet surveillance and thus intelligence agencies lobby for capacities to
circumvent encryption, for example by using malware, i.e. cyber-attacks (Schulze, 2016b).
Meanwhile Russia (Szoldra, 2016) and China (Gierow, 2016) adopted very similar
measures by regulating the use of encryption by their citizens. While western governments
want to break encryption to hunt terrorists, Russia and China use the very same techniques
to crackdown on dissidents. The goals might differ, but the means are the same.

The same can be seen with censorship, which is a traditional tool of authoritarian
rule, but is currently actively demanded in many Western states, for example to deal with
pornography, propaganda or what is nowadays called "fake news" (Schulze, 2016a). I
argue that all these phenomena are a indicators that state control over the Internet has

become a new, so-called "dark" norm. Dark norms contest traditional liberal democratic
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norms which most Western democracies (still) adhere to (Heller, Kahl, & Pisoiu, 2012). It
is very puzzling that both liberal democracies and authoritarian regimes show a very
similar behavior in cyberspace. We might expect information controls, censorship and
cyberspace control in authoritarian regimes, because it has been an integral part of these
regimes for ages. Controlling information and information spaces is a means of power to
stabilize a regime. The fact that many democratic countries nowadays demand similar
capabilities is curious. Democracies normally adhere to fundamental norms such as
freedom of speech, privacy rights and laws like the 4th amendment that guarantees
protection from unnecessary state surveillance of private lives and communications. Thus,
one would expect a certain democratic constraint. Suspicionless surveillance violates core
rule of law principles such as the need for a probable cause before surveillance is initiated.
These norms are contested by Internet mass surveillance and censorship practices which
target everyone without suspicion. The question is, why do both democratic and
authoritarian states adopt similar measures regarding the Internet?

There is a second puzzling aspect that becomes only apparent if one considers the
behavior of democratic states in cyberspace before the war on terror. During the 1980s and
1990s, liberal democracies had a very different position regarding state control of
information technologies. Former US Secretary of State George P. Shultz argued in 1985
that controlling information technologies is both democratically and economically
inappropriate. He argued that information and communication technologies (ICT) bring
economic advantages and important technical developments such as micro processing. If
authoritarian states restrict or control these technologies, they would fall behind
economically. If they allowed ICT to spread in their country, they might lose the
information monopoly and censorship capacities which they require to maintain order. ICT
would create a "dictator’s dilemma": either authoritarian states allow ICT and lose control
over their population and catch up economically. Or they continue blocking and censoring
information and maintain power, but loose economically. The idea that states could or
should control the new ICT and information was perceived as bad for innovation,
undemocratic and even impossible (Kedzie & Aragon, 2002). In other words, during the
1980s and 1990s the aforementioned democratic constraint regarding surveillance and ICT
control actually existed and was promoted by key politicians. Former President Bill
Clinton said in 2000: "Trying to control the Internet is like trying to nail Jell-O to the wall"
(Allen-Ebrahimian, 2016).

This indicates a completely different perception of the Internet and other information

technologies. In the past, the Internet was not militarized. It was not seen predominantly as
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a national security threat. During the 1990s, the Internet was primarily seen as a tool for
liberalization and democratization and not as a method for warfare and surveillance. Back
in the day, democratic regimes actively argued that democracies should not control these
technologies and argued for democratic constraint, whereas nowadays they want to control
cyberspace like their authoritarian counterparts. Why do democratic states adopt norms
that are the complete opposite of what they preached in the past?

The third puzzle includes the combination of the militarization and the technical
features of the Internet itself. Militaries worldwide try to position themselves as dominant
actors within cyberspace, aiming to gain more and more control over the technical and
social infrastructure. At the same time, they are ill-suited to do so because of technical
features of the Internet. The Internet is managed by private entities and is operating on a
global scale beyond the jurisdiction of one single state. Internet governance studies
diagnose a creative chaos of different actors with different responsibilities, indicated by the
dominant research question in this field: "who controls the Internet?" (Goldsmith & Wu,
2008; Eriksson & Giacomello, 2009). That is because the Internet was designed not to be
in possession of one entity alone. The Internet protocols actively prevent control of one

single entity, as later chapters will show (see chap. 4.1.3.1 Artifact: Internet Protocols and

Norms). Additionally, the Internet knows no borders and no separation between the
domestic and the international, which alters traditional notions of territorial defense, the
prime duty of militaries. Therefore, the Internet cannot be defended in the same way as a
country, by building fortifications around critical infrastructure. Thus, the military is
neither in a logical position to defend cyberspace, nor do most militaries have the technical
capacities to do so (at least until a few years ago). In contrast, private companies and
Internet service providers (ISP) are technically better suited to provide essential cyber-
security. For example, both German and US forces struggle with recruiting, because cyber-
security jobs in the private sector are more lucrative (Wiegold, 2016). Some argued that
the militaries’ relationship to the Internet is that of a colonial force, coming in from the
outside, claiming to be in charge of security (Barlow, 1996). It is puzzling that an entity
that is in no logical position to control the technology tries do so because this process costs
a lot of money and resources could be spend on a more civic cyber-security.

It is puzzling that within the last 30 years our meaning and perception of the Internet
has made a 180 degree turn. Whereas during the 1990s, the Internet was seen as a positive
force of democratization, a global library that would benefit education and would usher in
economic growth, new innovations, new forms of governance and would ultimately bring

mankind closer together, current discourses describe the complete opposite. Discourses on
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cyber-war and surveillance often have the character of doomsday scenarios or operate with
dystopian predictions (Lawson, 2011). In other words: whereas the Internet was once
described as a digital, cyber-utopia, we now only see it in terms of war, cyber-war. This
change of perception and state behavior, from cyber-utopia to cyber-war, is what this
thesis is about.

The (preliminary) guiding questions of this dissertation are: How can we explain this
change? How could the norm of Internet control become dominant in Western
democracies? 1 argue that the utopian perspective of the 1990s and the current dystopian or
war perspective to the Internet resemble two competing world views or paradigms, which
guide state-behavior towards the Internet. Thus, the change from cyber-utopia to cyber-war
is understood as a paradigm and norm-change in cyberspace. This paradigm change alters
what the Internet means for states and what appropriate state behavior towards this
technology is. I argue that Internet control practices such as mass surveillance and cyber-
war in both democratic and authoritarian states are part of the same mind set, which is
promoted by a particular understanding of the Internet. Mary McEvoy Manjikian called the
military narrative towards the Internet "cyber-realism", and the utopian/democratic
narrative "cyber-utopianism" (McEvoy Manjikian, 2010). I will use her terminology but
advance her argument. I argue that these two paradigms propose and advocate different
norms: cyber-realism advocates for Internet control of states in terms of more surveillance
and cyber-war capabilities whereas cyber-utopianism argues that states ought not control
cyberspace and that governance of this technology should lie in the hands of decentralized
civil-networks, not states.

Taking into account these theoretical insights, the research question is reformulated:
Which process leads to the development of Internet control as the dominant norm for states

in dealing with Internet?

1.2 Literature Review
Having outlined the research question, the task is to determine what research has to say
about the militarization of the Internet and the dominance of Internet control norms.
Political science and International Relations (IR) are late-comer to Internet studies
(Margetts, 2013). Until the mid 2000s, researching the technology ranked not high.
Wellman describes three generations of Internet studies (Wellman, 2004). The first was
driven by utopian ideas of an information or network society (Castells, 1999) bringing a
new form enlightenment. This was mostly dominated by sociologists, futurologists, media-

studies (focusing on use) and computer science (focusing on protocol design and
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development), as well as early Internet advocates themselves. Since the end of the
millennium, policy-makers, academics and economists have began to see the relevance of
this new technology and asked for systematic study, ushering in the second generation of
Internet studies (Wellman, 2004). Here, the first questions about Internet governance came
up, which since then has been one major approach to study the Internet within political
science (Hofmann, 2005). The general theme of research was the impact of ICT upon
society. Since 2004, we have been able witness the third generation, which is asking for
general theories. In the recent Oxford Handbook of Internet Studies, Dutton argues that the
key issues of Internet studies can be summarized with the question: Who shapes the
Internet, why and with what implications for whom (Dutton, 2013a)?

As one of the first works, Lawrence Lessig’s influential book Code: And other Laws
of Cyberspace theorized the interrelationship of law, policy and technology and is seen by
many as a catalyst for political science, turning its attention towards the Internet (Lessig,
2000). For political scientists, the first issues were questions about the relationship
between the Internet and democracy (Margetts, 2013), but systematic approaches were
lacking. In 2006, Eriksson and Giacomello published a provoking article: "The Information
Revolution, Security, and International Relations: (IR)relevant Theory?", pointing to the
fact that IR theory did not have much to say about the Internet (Eriksson & Giacomello,
2006). This changed, however, with the hacking incident in Estonia 2007 (see appendix.
Table 9. List of Internet Milestones and Security Incidents). Events like the 2011 Arab

Spring or the Wikileaks cable-gate triggered an increased interest in Internet-related
phenomena. Studies include the use of social media by social movements (Etling et al.,
2010; Hofheinz, 2011), or in presidential campaigns (Harfoush, 2009; Lilleker & Vedel,
2013) and politics in general. Around the same, time a fourth-generation of Internet studies
was developing. These studies aimed to demystify early utopianism and focused on how
authoritarian and democratic regimes use the Internet to control their citizens (Deibert et
al., 2008; Morozov, 2011) or focused on the negative aspects of digitalization and
globalization in general (Keen, 2014).

Since the revelation of Edward Snowden in 2013, there has been an increased
interest in power-politics and surveillance studies (Murakami Wood, 2015) and more and
more dissertations are produced on this issue. It can be argued that within political science,
there are three theory-inspired branches of studying the Internet: Internet governance, IR-
realism and constructivism. Governance, inspired by neo-liberal institutionalism, focuses
on Internet governance international bodies such as the EU or UNO (Betz & Kiibler, 2013;

Mueller, 2010). These works often focus on the question: "Who controls the Internet?"
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(Hofmann, 2005; Goldsmith & Wu, 2008; Eriksson & Giacomello, 2009) and illuminate
different answers. There are studies on Internet governance within the European Union
(Radu, 2015; Kremer & Miiller, 2014) global bodies such as ICANN (Mueller, 2010) or
the different standard consortiums like the World Wide Web Consortium (W3C), the
Internet Engineering Task Force (IETF), the Regional Internet Registries (RIRs), the
International Telecommunication Union (DeNardis, 2009; Denardis, 2013). Other topics
include questions of good or effective governance (Khazaeli & Stockemer, 2013), Internet
security (Mueller, Schmidt, & Kuerbis, 2013; Schmidt, 2014), the comparison of different
national approaches (Giacomello, 2005) and questions of legal ownership (Mueller, 2005).
The problem with this body of research is that it is not that much focused on change and
thus not that much suited for this project. Additionally, the security perspective on Internet
governance only came up recently (Wolff, 2016).

Besides the who question, there is also the question: "how to control cyberspace?" It
is often tackled by interdisciplinary research inspired by computer science (Deibert &
Crete-Nishihata, 2012). Especially noteworthy here are the American Berkman Center and
Canadian Citizen Lab. This branch of research focuses on the modality of Internet controls,
for example via technical censorship (Rundle & Birdling, 2008; Deibert et al., 2008;
Zittrain & Palfrey, 2008; Zuckerman, 2010b) or legal control of corporations and Internet
intermediaries (Roberts & Palfrey, 2010; Zuckerman, 2010b; Goldsmith & Wu, 2008).
Researchers from the Citizen Lab and from the OpenNet Initiative pioneered the work on
researching Internet and information controls® and they identified the historical evolution
of these controls which are a product of the militarization of cyberspace (Deibert et al.,
2010). Historically, controlling the Internet or information thereon via censorship could
first be witnessed in authoritarian regimes. The great Firewall in China or Middle-Eastern
countries where religious, political or sexual contents are blocked from the Internet, are
examples. The second generation of Internet control included laws that regulate
appropriate information production, diffusion and consumption on the Internet. An
example are slander-laws that erase (take-down) indecent material from the web and
making website hosts responsible for user-generated content so that they have to face legal
consequences if the state wishes so. These controls are present in democratic and
authoritarian regimes, although they take different forms (copyright for example). The

third generation of information controls is more recent and more offensive. New

6 "Actions conducted in and through cyberspace that seek to deny, disrupt, manipulate, and shape
information and communications for strategic and political ends. Information controls include an array of
technologies, regulatory measures, laws, policies, and tactics. These can include media regulation, licensing
regimes, content removal, libel and slander laws, and content filtering" (Deibert & Crete-Nishihata, 2012, p.
343).
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techniques aim not just at denying certain information or Internet access (like censorship)
but try to contest it, to produce counter-information (propaganda) as well as to disrupt
online activities with cyber-attacks (Deibert et al., 2010). Disrupting the website of the
political adversary during an election or spreading "fake news" are the latest iteration of
this.

A second approach to study the Internet within political science is IR-realism. Realist
scholars tend to focus on questions of state-sovereignty in cyberspace (Betz, 2012; Betz &
Stevens, 2012) or the modalities of power (Nye, 2010; Nye, 2011). There is also a body of
literature dealing with national security issues, often indicated by adding the "cyber"
prefix: cyber-security (Nissenbaum, 2005; Geers, 2011), cyber-terrorism (Lewis, 2002)
and related concepts such as cyber-deterrence (Libicki, 2009). The evolution of this body
of literature will be traced in a following chapter in order to keep this section rather short

(see chap. 4.4 Information Warfare and the Origin of Cyber-Realism).

Within realism, there is the mostly military-inspired discourse on cyber-warfare to
which this thesis also contributes. Dunn-Cavelty (Dunn Cavelty, 2010) describes two
general sets of literature bodies: one military and one academic. I would also add a legal
body of literature which focuses on the compatibility of cyberspace with international law.
Military scholars (Arquilla & Ronfeldt, 1993; Molander, Riddle, & Wilson, 1996;
Pfaltzgraff & Shultz, 1997; Papp & Alberts, 2000) theorized cyber-war in terms of a
fundamental revolution in military affairs (RMA), speculating about its game-changing
nature. They argued that cyberspace is ultimately a new phenomenon that cannot be
grasped by traditional concepts of war and peace and therefore negates many established
truths (like the offense-defense balance, the concept of retaliation and deterrence). There is
also a critical generation of academic literature that questions whether cyber-war is indeed
war (Rid, 2013; Healey & Grindal, 2013; Valeriano & Maness, 2015; Kaplan, 2016).

A third political science approach to the Internet is driven by constructivism. IR-
constructivism is dominated by the securitization framework (Buzan, Waever, & Wilde,
1997), which analyzes how the Internet and related phenomena such as hacktivism, crime
and war are rhetorically constructed as national security threats (Deibert, 2003). There
already is a substantial body of literature analyzing the social framing of cyberspace. These
studies focus on language aspects, such as doomsday narratives (Lawson, 2011; Dunn
Cavelty, 2013b), metaphors (Lawson, 2011; Hansen & Nissenbaum, 2009) and the general
mechanisms of threat policy and framing (Dunn Cavelty, 2007; Dunn Cavelty & Jaeger,
2015; Morozov, 2009). These are studied in different countries like Sweden (Eriksson,
2001), the USA (Bendrath, 2003) and Germany (Schulze, 2012) and after cyber-security

25



1. Introduction

events such as the NSA-scandal’ (Schulze, 2015). Probably there are other country studies
the author is unaware of. There are also first attempts of theory building, for example by
using Ulrich Becks "risk society framework" to explain Internet threats (Aradau, 2010;
Barnard-Wills & Ashenden, 2012) or Bruno Latour’s Actor Network Theory (Dunn
Cavelty, 2015).

Surprisingly, another branch of constructivism has little to say about cyber-war and
the Internet: norm-research. Although many practitioners and scholars agree that there are
norms in cyberspace and that actors, for example conflict parties should be guided by legal
principles (Grove, Goodman, & Lukasik, 2010) such as the law of armed conflict (Schmitt,
2013) or due-diligence duties (Bendiek, 2016), detailed norm-research studies are lacking.
Recent critical norm research has discovered the existence of dark norms within the war on
terror that contest traditional liberal norms, for example in terms of the reemergence of
torture, but digital surveillance and cyber-war have not been systematically studied yet
(Heller & Kahl, 2013). There is a gap in the literature this thesis tries to fill.

Within norm research, there are two exceptions however, which are important
foundations for this thesis. First, Miles Townes was among the first who combined the

constructivist framework of norm-diffusion (see chap. 2.1 Norms and Theories of

Normative Change) with the global spread of the Internet. Townes argues that "the Internet

embodies prescriptive decisions about how networking technology ought to work, and
what privileges and responsibilities parties to the technology ought to have; these decisions
have important political consequences" (Townes, 2012, p. 44). He correctly argues that
academic norms, and not military ones shaped the design and global diffusion of the
Internet. He does not really specify what these norms are in detail and where they come
from. With high detail, he shows the global diffusion of networking technologies and
exemplifies the working of the norm-life cycle until the early 1990s, but not further.
Furthermore, he does not analyze the consequences of these norms and only focuses on the
academic epistemic community. Policy or military norms are neglected. Nevertheless, his
paper is highly insightful and was a major source of inspiration for this thesis.

Another source of inspiration was the exemplary work of Mary McEvoy Manjikian,
who observed in her study three distinct narratives, or the "origin stories" of cyberspace: a
utopian, a liberal and a realist reading of the technology. She focused on a narrative
perspective, on creation stories "to describe cyberspace—its essence, its utility, and its
relation to issues of state power" (McEvoy Manjikian, 2010, p. 382). She analyzes how

these origin stories frame cyberspace and infers from them implications for IR theory in

7 National Security Agency.
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terms of power, territory and citizenship (McEvoy Manjikian, 2010). Her argument is that
the utopian narrative became replaced by Realpolitik, which is another version of the
militarization thesis that also underlies my argument.

Her focus is not so much on norms though. I will build on her assessment and initial
typology of cyber-utopianism, cyber-liberalism and cyber-realism and complement these
narratives with a paradigm perspective. This means that it is not just about the discursive
narrative, but also about the norms, practices and policies embedded in political paradigms
that shape the perception of the Internet and guide state behavior. Additionally, Manjikian
argues that the creators of the technology adhered to the liberal narrative. While this seems
to be partly the case, I would argue that the construction perspective represents a fourth
origin story of the Internet. Because this thesis has a focus on the construction of the
artifact called the Internet, the norms and visions of the designers have to be recognized.
They established the first reading, the first narrative of this technology.

In sum, I will analyze the developmental path of four paradigms (cyber-realism,
cyber-liberalism, cyber-utopianism, and the engineering perspective) and argue that the
norm change in cyber-space towards more control can be understood as a paradigm change
from cyber-utopianism to cyber-realism. This allows me to bridge the gap between the
different theoretical camps outlined so far. Let me now briefly introduce the goals of the

study.

1.3 Contributions of the Study

Besides addressing the aforementioned research gaps, the aim is to provide a minimally
sufficient explanation of the dominance of the cyber-realist norm of control (Beach &
Pedersen, 2012, p. 63). To do this, this thesis develops a norm-research approach that
provides an alternative to the discursive dominance of securitization studies in explaining
the Internet. Most constructivist studies remain in the discourse analysis tradition, focusing
on speech acts alone. What is seldom analyzed is the material impact of those speech-acts,
as Dunn-Cavelty criticizes (Dunn Cavelty, 2015). This thesis acknowledges the

securitization of cyber-space thesis, which can be broadly defined as a:

"[...] process whereby more issues, problems, behaviors, and phenomena get
defined in "security" terms and subjected to the "protectionist reflex" (Beck 1998).
If an issue is successfully securitized it is possible to legitimize extraordinary
means to solve the perceived problem(s), with the corollary that the issue becomes
an inappropriate topic for critical debate or resistance (Buzan et al. 1998)" (Bennett
& Parsons, 2013).
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However, this thesis goes beyond the discursive securitization because we need to look at
the material and ideational causes and effects of cyber-phenomena. This thesis builds on
securitization assumptions and norm-research but addresses some of their shortcomings.

First, it argues that we also need to study the material impact of securitization of
cyberspace in terms of legal, normative and technological change. I argue that normative
and technological change are related processes that do not just have discursive, but also
material impacts. For example, we can witness in China that the desire to control the
Internet leads to a reengineering of the Chinese part of the Internet to allow better
censorship (Lindsay, Cheung, & Reveron, 2015). The desire for state-control leads to re-
engineering practices that affect the global functioning of the Internet. State-produced
malware like Stuxnet, so-called "cyber-weapons" (that would shut down a nation’s Internet
in case of war), as well as efforts to break or weaken encryption standards are real material
effects of the norm of control (Moore & Rid, 2016; Schulze, 2017).

Internet control also has security implications. Intelligence officials for example
argue that weakening Internet encryption in the name of national security makes countries
more vulnerable in cyberspace. Internet control can harm cyber-security (Hayden, 2016a).
The more states develop tools to break into each other’s systems, the more insecure the
entire Internet infrastructure gets, representing a classical security dilemma. This thesis
will include frameworks from Science and Technology Studies (STS) to theorize
normative and technological implications. Technological change also often is a norm-
change, which is widely ignored by IR-constructivism (Herrera, 2003, p. 567). By
including the literature on technological change, we can expand IR-constructivist
frameworks which is important for the next argument.

Second, I argue that we should modify norm research to make it useful for Internet
and technology studies. In a later chapter I offer a detailed critique of dominant theories of

normative change so that I will keep this section rather short (see chap. 2.1.3 Critique of

Diffusion Models). My general argument is that it is not enough to focus on singular
ideational factors like ideas (Risse-Kappen, 1994; Checkel, 1997; Legro, 2000) or
individual norms (Goertz & Diehl, 1992; Klotz, 1995; Katzenstein, Jepperson, & Wendt,
1996; Florini, 1996; Checkel, 1999) but that one must combine these under one umbrella.
It makes sense to analyze the interaction of multiple norms and ideas. Thus, another aim of
this thesis is to provide further explanations for norm change. I do this with the paradigm
approach.

My third argument is that we should adopt a longitudinal perspective. Most

securitization or Internet studies adopt a snap-shot nature. Due to pragmatic reasons, most
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studies focus on single events or single discourses to analyze the impact of the
securitization of the Internet. The empirical trend of the militarization of cyberspace
(Deibert, 2003) has not been studied in detail and more importantly not over a long period
of time. Only Thomas Rid’s excellent history of cybernetics provides valuable longitudinal
insights (Rid, 2016). However, theoretical explanations of why this process is happening
and what causal consequences it might have are lacking. This is an advantage of norm-
change literature, which often focuses on longer timeframes.

The few longitudinal studies that exist are histories of the Internet itself. These
historic books often focus on technical aspects and do not include the political or the
military dimension (Hafner & Lyon, 1998; Abbate, 2000). They also are rather descriptive
and do not tend to theorize, maybe with the exception of Burman (Burman, 2003) and
(Townes, 2012). In contrast, studies arguing from a more military perspective (Healey &
Grindal, 2013; Kaplan, 2016) do not illuminate the civil or political dimension. I would
argue that we need a holistic perspective to analyze a norm change in cyberspace.

A longitudinal study allows us to incorporate a constructivist norm framework for
the study of the Internet and thus can act as an alternative or supplement explanation to
securitization. This thesis argues that the phenomenon of militarization of the Internet can
be conceptualized as a normative change (Finnemore & Sikkink, 1998) or a norm diffusion
(Gilardi, 2013). Because the Internet developed within our life-time, it is a perfect case to
analyze the genesis, diffusion and regression of norms (McKeown, 2009). A longitudinal
or process-tracing study allow us not just to analyze the diffusion of one norm (cyber-
realism), but also the regression of others (cyber-utopianism). The empirical trend of the
militarization of cyberspace (Deibert, 2003) has not been studied in detail, and more
importantly over a long periods of time. Only Thomas Rid’s excellent history of
cybernetics provides valuable longitudinal insights (Rid, 2016). But being more a historical
book, theoretical explanations why this process is happening and what causal
consequences it might have are lacking. This is peculiar because the emergence of the
Internet (from the late 1960s to the mid 1980s) and the mainstream diffusion of it (since
1992) represents an interesting case. With the Internet, humankind has the unique
opportunity to observe an emergent structure that, in the memory of most, is merely around
25 years old. We can observe the formation of meaning and norms that are produced by
different actors who engage with the technology from the start or ex-nihilo. In that sense it
represents a tabula rasa to study state behavior which had to be developed from sratch. It is
a new technology which opened a completely new discourse and meaning space that was

quite uncontested in its early days. As such it is a perfect situation to study the emergence
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and diffusion of new norms that surround a technology. The question that remains however
is, what type of case should we select to study the militarization and the norm change in

cyberspace?

1.4 Case Selection: The United States
Normative change is typically studied with a methodology called causal-process-tracing, a
within-case technique, which is explained in higher detail in a later chapter (see chap. 3.

Methodology & Research Design). Process-tracing typically asks questions like how did

an outcome (like a the norm of Internet control) come into being? As a case study
technique, causal process tracing requires a case selection, an instance where the assumed
normative change from utopian to cyber-realist norms happened.

Only one case is selected to trace the process of norm change. Ideally, the case must
show a strong positive effect on the outcome variable, in my case is the change or variance
in norms: cyber-utopian norms becoming replaced by cyber-realist norms. Since cyber-
realist norms aim to establish control over the Internet it is necessary to select a case where
this outcome is present. Internet control itself can be divided in different practices such as
surveillance of data streams, active censorship of content, active repression and
persecution of dissidents, active propaganda and information war and psychological
operations (Deibert & Crete-Nishihata, 2012). Research from the Citizen Lab in Canada
shows that historically, authoritarian regimes were the first to adopt Internet control and
surveillance measures and that democratic countries began to follow this trend after 9/11
(Deibert et al., 2010). This thesis will put forward the argument that cyber-war capabilities
are another instance of control.

If authoritarian regimes are front-runners of surveillance and Internet control, then it
would make sense to pick for example China, Russia or theocratic regimes like Saudi
Arabia or Iran (Deibert et al., 2010). Some of these states are also known to heavily invest
in offensive cyber-war capabilities (Lindsay et al., 2015; Geers, 2015). But China and
Russia present a difficulty which is a reduced accessibility of data, the main criterion for
case selection in the process-tracing approach. It means that as much data as possible must
be available and readable (Blatter & Haverland, 2012, p. 82). This concerns both language
barriers and classification, since cyber-warfare activities are often carried out by
intelligence agencies and shrouded in secrecy. Therefore, data-access is limited (Kaplan,
2016, p. chap. 15). To draw a comprehensive storyline and to analyze the sequences in
detail, diverse forms of evidence must be considered in order to create a detailed picture of

the process. Thus, China and Russia are not feasible for this study.
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Besides the accessibility problem in China and Russia, there is a theoretical issue
with authoritarian regimes in general. It could be argued that authoritarian regimes did not
witness a norm change from liberal and often democratic cyber-utopian norms to cyber-
realist ones. The transition from more liberal conceptions of cyberspace towards a more
realist perspective did not happen to the same degree. There was not much of a norm
change because in authoritarian regimes, Internet or media control in general already is the
norm, not the exception. Therefore, it becomes interesting or puzzling if a liberal
democracy adopts the very same measures. The case could be made that the ongoing
militarization of the Internet is another indicator for the current "crisis of liberal
democracy" or the "right-wing authoritarian turn" we currently can witness in states like
Poland, Hungary, the USA and more.

A report from Reporters Without Borders concludes that the United States and
United Kingdom are on their way to become authoritarian in cyberspace because of the

extended Internet mass surveillance revealed by Edward Snowden:

"The mass surveillance methods employed in these three countries [India, UK,
USA], many of them exposed by NSA whistleblower Edward Snowden, are all the
more intolerable because they will be used and indeed are already being used by
authoritarian countries such as Iran, China, Turkmenistan, Saudi Arabia and
Bahrain to justify their own violations of freedom of information" (Reporters
without Borders, 2014, p. 4).

Other human rights organizations come to similar conclusions. According to Freedom
House, between 2012 and 2015, the Internet freedom in the US declined from 12 to 19
points (0 being the best) on their index (Freedom House, 2016). They attribute this to
increased Internet control practices. The assessment that the United States (US) is currently
on a dangerous path, or on a transition, towards an Internet control regime installed in the
name of terrorist prevention is not just shared by advocacy groups. As a reaction to the
Snowden disclosures in 2013, the United Nations Special Rapporteur on the promotion and

protection of human rights argued that:

"Mass surveillance of digital content and communications data presents a serious
challenge to an established norm of international law. In the view of the Special
Rapporteur, the very existence of mass surveillance programmes constitutes a
potentially disproportionate interference with the right to privacy. Shortly put, it is
incompatible with existing concepts of privacy for States to collect all
communications or metadata all the time indiscriminately" (United Nations General
Assembly, 2014b, p. 7).
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Here, the assumed norm change becomes visible: Internet control practices such as
mass surveillance of data streams contests core norms of international law. In his report,
the UN rapporteur explicitly names the United States and the United Kingdom as the main
sources for concern because the majority of Internet traffic is routed through these
countries. This means that traffic can be potentially intercepted and/or altered by
intelligence agencies in these countries (United Nations General Assembly, 2014b, p. 6).
The report even calls some of these surveillance and cyber-war initiatives attempts to take
"secret control (or "ownership") over servers in key locations on the "backbone" of the
Internet (United Nations General Assembly, 2014b, p. 8). The report then advises that
these states review their Internet control practices to make them compatible with
international law.

These statements indicate that there is indeed a norm-change going on with the
emergence of Internet control norms in the United Kingdom and the United States. More
so, this change represents a norm-regression of liberal norms such as privacy. Therefore,
the USA is going to be selected the case of interest for analyzing normative change in
cyberspace. Why chose the US instead of the UK?

The primary reason for the US is a practical one: the Internet was invented in the
United States and it is the country which saw the first widespread diffusion of this
technology before any other country (see diffusion statistics in the appendix, Quantifying
the Internet and the Digital Revolution). It was also the country which adopted first

Internet policies. This makes it a frontrunner and an example for many other countries and
implies that Internet norms potentially developed there first and then diffused to other
countries. The US was also the first country to theorize about cyber-war. Furthermore,
American academia played a major role in creating this technology. There is a vast body of
literature on the origins of the Internet which means there is a lot of data to be generated.
Most of the initial inventors of the technology (who are still alive), are American and live
in the United States which makes it possible to conduct first hand interviews to determine
the goal oriented construction dimension. To sum up, the process of normative change

regarding cyberspace is analyzed within the case of the United States.

1.5 Structure and Logic of the Argument
Now, let me explain the structural logic of the thesis. Explaining outcome process tracing
studies require a broad array of theoretical elements that explain how an outcome was

created (see chap. 3. Methodology & Research Design). "Theories are used here in a much

more pragmatic fashion that is, as heuristic instruments that have analytical utility in
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providing the best possible explanation of a given phenomenon" (Beach & Pedersen, 2012,
p. 13).
I start by synthesizing the dominant explanations and approaches for explaining

normative change (see chap. 2. Explaining Normative Change). The purpose is not to

identify variables, but to have a broad, and eclectic framework to explain different parts in
the causal process at different points in time. This analysis will show that the focus of

traditional norm-research is to narrow (see chap. 2.1 Norms and Theories of Normative

Change), and that we need further theories to grasp the complexity of norm-change over
longer periods of time.

That is why I will adopt the wider perspective of policy paradigms which includes
norms, ideas but also frames and policies. I argue that this expanded framework can
account for more things in the causal mechanism. Particularly, I will fuse the concept of

advocacy coalitions and that of policy-paradigms (see chap. 2.2 Paradigms and Norm-

Change). This will be combined with recent development in norm-research, i.e. a critical or
discursive perspective that argues that norms are not singular entities, but represent some

kind of semantic network or norm-clusters (see chap. 2.2.3 Degrees of Change).

This expanded notion of norms and paradigms allows to bridge the gap between norms and
technology. I fuse norm-research and Science and Technology Studies together to explain
the technological and thus structural aspects of the study, i.e. social construction of
technical artifacts such as the Internet, the normative implications technology can have and
additional mechanisms of diffusion. There is a lot of conceptual overlap between STS and
norm-research and to bridge the gap between the two fields is an important aim of the
study. Particularly, the element of timing is important: different stages of technological
diffusion have different implications for norm diffusion with technology.

This timing aspect is particularly important for the methodology of process-tracing,

which will be introduced afterwards (see chap. 3. Methodology & Research Design). Here,

I will outline my understanding of causality as well as the overall research design of the
study.

The empirical case study in chapter 4 has a distinct temporal and methodological
logic to accommodate the requirements of causal process tracing in a longitudinal fashion.
The empirical part is structured according to the unfolding of the process and less
"according to variables and theories" (Blatter & Haverland, 2012, p. 142) as in other case
study types. Generally, the study adopts a historical perspective from the past to the
present. Since I am dealing with the evolution of four different paradigms (engineering

paradigm, cyber-realism, cyber-utopianism/liberalism), the challenge was how to structure

33



1. Introduction

the logic of the thesis. The focus on the four sub processes of paradigm and norm evolution
requires to analyze the same timeframe, a period like the construction of technology from
four different angles. Structurally, there would be two ways of doing this.

One way would have been to discuss the combined, linear unfolding of each
paradigm in a distinct timeframe (or element of the causal chain). Main chapters would
represent a decade or so and sub-chapters the four individual paradigms. Since I also want
to focus on different aspects of each paradigm (i.e. paradigmatic components such as ideas,
norms, problem definitions and blind spots, as well as on distinct outcomes of each, such
as policies, or technical artifacts), this linear-sequence structure would have become too
complicated and unfriendly to read. Another downside was that the thesis operates with
different actors that matter at different points in time and that accommodate different
central or peripheral positions in the policy process. For the causal mechanism to make
sense, a shift of the units of analysis is required (as well as the analysis of different types of
data), which ultimately would have become very confusing with a linear, combined
structure.

Instead, I chose to structure the thesis in a parallel-sequence: each paradigm is
analyzed separately from the other, from past to present. This means, the same decade is
covered from the perspective of the different paradigms. This temporal logic is the basis of
the four major subsections (4.1 - 4.4). Each subsection discusses the evolution of one
Internet paradigm in a longitudinal timeline. This means that each paradigm has an
individual starting point, which will be explained at the beginning of each chapter.

Chapter 4.1 discusses the social construction of the technical artifact Internet and the
norms and motivations of the designers (what I call the engineering paradigm) from the
late 1960s until the mass market diffusion of the World Wide Web in 1993. Since all other
paradigms react to the Internet, this is a logical starting point. Chapter 4.2. traces the
evolution of ideas from the early users of the Internet and the formation of the cyber-
utopian paradigm from the 1960s until the present day, with a particular focus on the late
1980s and early 1990s (where much of the Internet usage modalities or norms evolved).
The purpose of the chapter is to trace the evolution of the first cyber-utopian Internet
norms, the idea that the state ought not to have control over cyberspace. Cyber-utopianism
was the first widely shared meaning and frame of reference for understanding the Internet
and thus this chapter represents the first part of the norm change in the thesis’s title.

The "hands-off" norm got politically institutionalized in the early 1990s. This will be
discussed in chapter 4.3, which shifts the perspective from the Internet’s users to policy-

makers and analyzes how the Clinton administration reacted to the Internet. The focus is
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more on political ideas and policy-making, establishing the "hands-off norm" of cyber-
liberalism, a distinct political-technological perspective that argues for the primacy of the
private and civil actors in controlling the Internet. This represents the logical starting point
for a norm-change from utopian to realist norms, which will be introduced in the next
chapter.

Chapter 4.4. shifts the analytical focus to military and intelligence advocacy groups
and their perception of digital technologies or what is called cyber-realism. This chapter
represents the center-piece of the argument and thus has the highest level of detail since it
includes the evolution of the concept of cyber-war, with its norm of Internet control. It
focuses on ideas (military doctrines), policies, as well as the construction of counter-
artifacts to the Internet, i.e. the creation of offensive cyber-war capabilities and mass
surveillance technology. The aim is to trace the origin of the norm of controlling the
Internet because of national security concerns. The outcome of this process is the cyber-
realist norm that the state (the military and intelligence community) claims the right to
monitor and control all information traversing and the very functioning of the global
Internet, even beyond their national jurisdiction. This "norm of control"”, will be analyzed
and criticized in high-detail.

The final empirical chapter of this thesis (see chap. 4.5 From Cyber-Utopia to Cyber-

War: The Obama Presidency (2008-2013)) does not talk about one paradigm, but two. It is

the culmination of the militarization and norm-change thesis, where cyber-realism replaces
utopianism. Therefore, the interaction of these paradigms within the Obama administration
will be discussed.

This parallel-sequence structure creates a challenge and a potential downside the
reader must be aware of. The parallel-sequencing makes the cross-paradigm interactions
harder to follow. Initially, the plan of the study was to conduct a discourse analysis at
different junctures, indicating the discursive struggle and framing of the paradigms. Due to
place constraints, this was left out and the evolution and interaction of paradigms is
discussed in a narrative fashion. I follow the example of Nina Tannenwald and Jeffrey
Legro, who have opted for the same approach in their longitudinal studies of tracing the
nuclear taboo (Tannenwald, 1999) or change of dominant ideas and epistemes in US
foreign policy (Legro, 2000). Structurally and logically, this thesis was highly inspired by
their work.

Another issue with parallel-sequencing is that sometimes chapters include a concept
that is introduced in higher detail in the following chapter, because it belongs to another

paradigm. This creates a hermeneutic dilemma: to understand a concept during linear-
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reading at a point in time t1, one requires the in-depth knowledge that is provided in the
chapter which is read later at t2. To reconcile this hermeneutic dilemma, I used two tools:
First, when a concept occurs that is discussed in high detail later, I provide a limited
definition or description in a footnote that makes sense for the moment of reading. Second,
I used a core-technique developed by Internet-engineers who struggled with the same
problem of physical text, the Hyperlink. When a new concept is introduced, a link to the
chapter where it is discussed in high detail is provided (like this, see chap. 4.1.4 Artifact:
The World Wide Web (1989-present)). These links will be clickable in the digital copy of
the thesis.

After having introduced about what this thesis will talk about, it is now worth
mentioning what cannot be discussed due time and space constraints. For example, several
scholars note that attempts to regulate and control the Internet also come from the
economic sector. From a certain economic perspective, it makes sense to impose
restrictions on the Internet, and thus controlling its content, for example in terms of
copyright infringement and file-sharing (Zuckerman, 2010b, p. 79). These initiatives are
driven by Internet intermediaries and a vast array of companies. It would be worthwhile to
analyze how these companies perceive the Internet and the norm change, but since there
are so many different business models, perspectives and stakeholders, it would further
complicate the thesis.

Other economic aspects are Big Data, social media and the commodification of data
generated by Internet users when using online-services such as Google or Facebook. There
is a synergy between the business-model of collecting user-data and selling advertisement
on a large scale and the surveillance interest of states. Both surveillance and the
commodification of data are driven by the same idea to generate as much information
about a user as possible, since the very same data could be useful for profiling and law-
enforcement (Morozov, 2011, pp. 147-152). Deibert argues "’Big Brother’ and ’Big Data’
share so many of the same needs, the political economy of cybersecurity must be singled
out as a major driver of resurgent authoritarianism in cyberspace" (Deibert, 2015, p. 74).
This powerful dynamic and interplay of private company surveillance and the intelligence
community (IC) is an interesting, yet complex and relatively new field of study. It could be
argued that this aspect could either represent an entirely new paradigm, or a fusion of the
military-inspired cyber-realism and cyber-liberalism with a neo-liberal flavor (Mayer-
Schonberger & Cukier, 2014). However, since this is primarily a work of political science
and I have no background in economics and digital humanities, I will exclude this topic

from the thesis and refer to other excellent studies (Lyon, 2014). Other important
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arguments are the space and time constraints of this thesis. Instead of introducing this
aspect only superficially, I will exclude it entirely.

Another issue that is left out is the question of digital activism and hacktivism that
emerged out of cyber-utopian thinking in the mid 2000s, mostly because it is such a
complex and diverse field of actors. Norm entrepreneurs and advocates such as Wikileaks,
arguing for total transparency and the free flow of information or hacker groups like
Anonymous and others are not part of the thesis. It could be argued that although
Wikileaks and hacktivism saw a peak of public recognition between 2007 and 2011, these
groups are relatively marginalized nowadays. Additionally, the topic is relatively well-
studied (Jordan & Taylor, 2004; Nissenbaum, 2004; Benkler, 2011; Assange et al., 2013;
Wong & Brown, 2013) which means there is no immediate need to replicate these
findings.

Now let us turn to theories explaining normative change in cyberspace.
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One of the core assumptions of this thesis is that ideational factors such as ideas, beliefs
and norms have an impact on policy and technology. Ideas shape our perception of the
world, which in turn influences how we act. What we think about technology is influenced
by our ideas and when ideas change, so do policies. In turn, ideas shape technical artifacts
such as the Internet. If we want to analyze the shift from more liberal conceptions of the
Internet towards more authoritative control and a military logic, we need to examine the
role which ideas play in this transformation and how these ideas shape standards of
behavior. This chapter conceptualizes the interplay of sets of ideas and norms, called
political paradigms and technology. The aim of this chapter is to evaluate the relationship
between norms, ideas and policy change in International Relations. This is the first step,
followed by a theoretical discussion about the conditions of normative change and which
role agents play therein.

Ideas, norms and politics are intertwined, they drive political change. Think for
example how the idea of Keynesian economic practice became replaced by monetarist and
more neo-liberal stances of capitalism in 1980’s Britain (Hall, 1993) or how Mikhail
Gorbachev’s "new thinking" led to the transformation of the Soviet Union, leading to its
collapse in 1991 (Risse-Kappen, 1994). It was during the 1990s that ideas, norms and
identity became key variables in explaining policy change, promoting the so-called
"constructivist turn" in the discipline of International Relations. This led to an intensive
"third debate" (Lapid, 1989) within the discipline of IR and resulted in a theoretical
opening, which allowed sociological approaches and reflectivist thinking to gain traction in
IR. Reflectivist approaches argue that knowledgeable practices or ideational factors
constitute subjects and objects alike (Goldstein & Keohane, 1993a, p. 3). Max Weber
already argued at the beginning of the 20th century that if one wants to understand social
action, one must analyze not just the objective conditions, but the subjective interpretations
of those conditions by actors. Weber argued that an action can only be social to the extent
that meaning is attached to mere behavior (Weber, 1968, p. 12). Meanings, in turn, arise
with human interaction and are used to make sense of the "ongoing streams of happenings"
(Scott, 2008, p. 57). Even though there are several branches of reflectivist thinking (from
moderate pragmatism to post-structuralism and radical constructivism) the underlying core
assumption of these approaches is that the social reality is not objectively given or "out
there", but rather only conceivable through our interpretation and language (Adler, 2013, p.
113). In this view, the process of knowledge construction is based on collective meanings

that are, via discourse, attached to material objects such as the Internet. Reflexivity in this
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regard means that "knowledge of the world, when imposed on material reality, becomes
knowledge for the world — the power to change the world in accordance with collective
understandings" (Adler, 2013, p. 113). The focus of analysis shifts from material factors
that prescribe preferences towards ideational factors and the process of meaning creation
that guides action. Therefore, ideational factors like ideas, world views (Goldstein &
Keohane, 1993b), paradigms (Hall, 1993), norms (Katzenstein et al., 1996), identity
(Wendt, 1994), habits (Hopf, 2010) and practice (Adler & Pouliot, 2011) become
important factors for social action.

What is still missing is a systematic reflection of all the ideational factors and their
connections. Scholars tend to focus on singular ideational factors like ideas (Risse-Kappen,
1994; Checkel, 1997; Legro, 2000) or individual norms (Goertz & Diehl, 1992; Klotz,
1995; Katzenstein et al., 1996; Florini, 1996; Checkel, 1999), but fail to analyze the
connection between them. The important gap in research is to address the fact that norms
and ideas in fact do not float freely (Risse-Kappen, 1994, p. 197) but are embedded in a
normative-ideational context. Norms do not exist in isolation. We therefore need to ask,
what is the connection between ideas and norms? How are they interrelated? How do sets
of ideas and norms correspond in bigger frameworks (such as world views, paradigms or

ideology)?

2.1 Norms and Theories of Normative Change

How can we explain that changes in state behavior lead to totally oppositional policies and
positions towards an issue over time? How can we analyze policies that become practices
and ultimately unquestioned standards of behavior? To this end, constructivist scholars
developed several frameworks to analyze what they call normative change — the
replacement or evolution of one set of behavioral guidelines and practices with another. In
this logic, policies change because their underlying normative guidelines and ideas change.
Before we come to that, we need to define norms.

Within constructivism, norms are generally defined as a "standard of appropriate
behavior for an actor with a given identity" (Finnemore & Sikkink, 1998, p. 891). Norms
are instructional units that influence behavior that tell actors, either explicitly or implicitly,
what a culturally appropriate action in any given situation or for a certain type of identity is
(Florini, 1996, p. 363f.). They both constitute actors (as a civil-power for example) and
regulate their behavior. According to Searle, regulative rules constrain "antecedently
existing activities" and constitutive rules "create the very possibilities of certain activities"

(Searle, 1995, p. 27). "Constitutive rules define the set of practices that make up any
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particular consciously organized social activity — that is to say, they specify what counts as
that activity" (Ruggie, 1998, p. 22). Constitutive rules operate according to the principle:
"X counts as Y in context C (an American Dollar bill counts as legal currency in the US)"
(Scott, 2008, p. 28). The concept of civil powers helps to illustrate this idea (Maull, 2000;
Berger, 1996). If a state considers its identity to be a civil power, it "agrees" to behave in a
manner compatible with this identity (i.e. not waging war, relying on civil means of
conflict-resolution, strong notions of multilateralism etc.). Norms attached to the identity
of civil powers are for example the taboo of waging offensive war out of self-interest or
possessing certain types of weaponry (like chemical or nuclear weapons). The norms
connected to civil power restrain state behavior by defining what is appropriate for that
civil-power identity and what is not. Identity-based norms are obeyed because they are
seen as legitimate and not necessarily because they are enforced by a community of actors
(although this is important as well)

"Unlike rationality, which is about the efficient means for gaining a predeter-mined
goal, norms are concerned with the desirability of the means and goals themselves"
(Goertz & Diehl, 1992, p. 636). In other words, norms influence the goal and preference
construction of actors as well as the means to achieve them (Florini, 1996, p. 366). They
delimit the what, but also the how — the range of tools and actions that can be done and
should or should not be done. Action that is likely to produce suffering is then to be
avoided. It would be too short-sighted to focus on rational-interests alone. Even national
interest or hard national security concepts can be understood with a constructivist
framework (Weldes, 1996).

All these elements require a social element like social pressure, sanctions and stigma.
Norms are relevant only in normative systems of practice. Norms must be adhered to in
repeated practice, otherwise they would just be normative guidelines without any
consequences (like empty words). Repeated, reciprocal interaction creates reciprocal
expectations and constitute what Emile Durkheim called social facts that exist exogenously
from any actor and reside within a social group or can become embedded into institutions.
For example, if a civil power identity coherently acts according to a set of prescribed
norms (like multilateralism, civil conflict resolution), this creates expectations over time
within the social group that future behavior of that actor will look similar to current
behavior. Every action by an actor is evaluated by the rest of the social community
whether it adheres to the abstract list of appropriate action (or the normative framework of
the community). The result of this reciprocal process is that only a specific range of action

counts as norm-following for a given actor and a whole range of other actions become
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inappropriate (for example engaging in offensive warfare). Over time, groups will develop
some type of catalogue of actions that are deemed inappropriate. Only then norms become
"organizing principles or standardized procedures that resonate across many states and
global actors, having gained support in multiple forums" (Wiener, 2009, p. 183f.). This
process can be called normalization. Not just norm-following defines the right course of
appropriate action, but also norm-breaking. Norm-breaking behavior often creates social
sanctions by other actors, which might change behavior in the first place (Goertz & Diehl,
1992, p. 638). Over time, this repeated interplay between action, expectation, actual
behavior and sanctions creates standards of behavior and can in fact lead to the
institutionalization of social rules, such as in international law.

Norms are only valid for an actor with a specified identity. They not only determine
how to act, but also who should act. Most international norms are state-centric whereas in
micro-contexts, norms can be directed at individuals as well. For example, a customer in a
restaurant (an identity in a given context) is expected by the social context to behave in a
certain way (order food, eat quietly). Here, it becomes obvious that different disciplines of
the social sciences have different perspectives on norms. Whereas ethnography and

sociology focus mostly on micro-level norms, IR focuses often on macro-level norms.

2.1.1 Norm Diffusion and Norm Entrepreneurs
Now that we have defined norms, it is necessary to analyze how they change. The
mainstream focus of constructivist theories dealing with normative change is on norm
diffusion (Klotz, 1995; Finnemore & Sikkink, 1998; Checkel, 1999; Farrell, 2001;
Acharya, 2004; Wiener, 2007; Kelley, 2008; Ganguly, 2010; Hyde, 2011; Gilardi, 2013).
Norm diffusion is defined as the transmission of one norm from one context into another.
The transition of global environmental standards such as a prohibition of whaling, onto
local policies (Epstein, 2008) would be an example. This diffusion can happen via different
mechanisms like coercion, dynamics of state-competition, social learning, emulation and
strategic implementation by norm entrepreneurs like persuasion (Payne, 2001) and framing
(Snow & Benford, 1992). The aim of diffusion research is to show the link or the
mechanism that indicates that one norm was influenced by another one. Since I am
interested in normative change, diffusion research offers many useful insights for the study
of norms in general.

One of the most influential frameworks for studying norms is by Finnemore and
Sikkink, who analyzed the evolution of norms and constructed a norm life-cycle consisting

of three stages: first norm emergence, where new rules of appropriate behavior are put on
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the radar by norm entrepreneurs with the help of transnational advocacy networks and
other organizational platforms that act as norm entrepreneurs (Finnemore & Sikkink,
1998). Norm entrepreneurs are public promoters of norms who engage in advocacy.
During the second stage, norm entrepreneurs try to socialize other actors to follow the
norms until a tipping point, a critical mass of norm-followers is reached. This tipping point
triggers a self-reinforcing feedback loop, a so-called norm-cascade, through which the
norm automatically diffuses globally. During this second stage, a norm is adopted by more
and more actors and thereby creates peer pressure for others to follow. The norm diffusion
process resembles an "S-curve" of technological development where the rate of adoption
increases towards a ceiling (many countries adopt the norm), and then flattens (Gilardi,
2013, p. 453). If enough actors adopt a norm, the third stage, internalization, kicks in,
where a new norm becomes normalized and taken for granted in a target society (or
globally, since the model works on both levels). Whereas in the first two stages, norms
leave an extensive discursive trail, there is a systematic lack of discourse in the third stage
because the norm is not contested anymore (Wiener, 2007). Internalized norms are taken
for granted standards of behavior and as such, part of common sense. There is extensive
research focusing on the tipping point, where a norm is about to become globally accepted.
Issues of norm emergence and internalization are discussed less often, which is no
accident. During the tipping point, it can be assumed that the public discourse surrounding
a norm is at its peak, which means it leaves a highly visible discursive trail (Finnemore &
Sikkink, 1998, p. 892). The situation is more difficult during the emergence stage, and
even more so, during the internalization stage, where a norm is taken for granted and thus
not talked about anymore. This and other elements caused a lively debate within IR
constructivism. The next chapters introduce some critique on the norm-diffusion model

that I will address in this thesis.

2.1.2 Critique of Deontological Norms

Although norm research has many advantages, there are some shortcomings that need to be
discussed. In their evaluation of the status quo of the norm literature in 2001, Finnemore
and Sikkink write that there is a bias towards "nice or progressive norms" in IR
(Finnemore & Sikkink, 2001, p. 403). Within constructivism most studies focus on
progressive norms such as protecting the environment, promoting democracy, human
rights, the Responsibility to Protect, weapon taboos and so forth. What is interesting is that
these norms clearly have a moral dimension. These norms are often centered in the

international arena while neglecting domestic spaces. They often are cosmopolitan and
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have a Western-liberal bias (McKeown, 2009, p. 9). But there is more to be criticized. My
argument is that this bias stems from how norms are conceptualized within IR, which
predominantly focuses on the dimension of oughtness, while neglecting the role of
repeated practice and the process of internalization.

The dominant way to analyze norms in IR is to focus on their normative or moral
components. "Norms reflect patterned behavior of a particular kind: a prescribed pattern of
behavior which gives rise to normative expectations as to what ought to be done" (Hurrell
& McDonald, 2013, p. 69). The oughtness of norms indicates "how an actor should
behave", therefore making a statement about legitimate behavioral claims (Florini, 1996, p.
364). It defines the right course of action from a moral position: "When many people
engage in the same behavior, that behavior comes to be associated with a sense of
oughtness" (Horne, 2001, p. 6). Finnemore and Sikkink call these prescriptive norms,
because they prescribe behavior and the quality of oughtness differentiates them from
other types of rules (Finnemore & Sikkink, 1998, p. 891). Key here is the normative or
deontological dimension of social rules which must be followed or else sanctions will be
the consequence (Goertz & Diehl, 1992, p. 638f). Deontology is the study of moral
obligation. In that sense norms, are understood as "good" or moral practice. The underlying
premise of diffusion research is that the rightness and wrongness of social action can be
determined by actors, and that they can be socialized into norm-followers. In their
influential article, Finnemore and Sikkink clearly recognize the deontological focus by

quoting James Fearon:

"Good people do (or do not do) X in situations A, B, C ... " [Because] "we typically
do not consider a rule of conduct to be a social norm unless a shared moral
assessment is attached to its observance or non-observance" (Finnemore & Sikkink,
1998, p. 892).

Originating from moral philosophy, deontological ethics deals with the evaluation of
behavior based on the intrinsic motivation or sense of duty and obligation of actors.
Whether an action is morally desirable or appropriate depends not on the consequences (as
in Utilitarianism), but on the intrinsic character of an action (which can be determined by
the Kantian categorical imperative or the golden rule). The right thing to do must be
internalized by the actors themselves. It can be argued that norm-research and
constructivism are inspired by the deontological heritage of the enlightenment period,
which explains the bias.

In this view, global norm diffusion is a development into a better, more civilized

world and resembles the idea of enlightenment (and of IR idealism). Kant for example
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argues that humans must be educated (socialized) in order to be able to recognize what
morally good behavior entails (acting according to the categorical imperative). In his book
"Perpetual Peace" (1976 [1795]) he argues that if all humans were educated enough, they
would follow the same normative principles, creating a reasonable and enlightened
cosmopolitan society, which would ultimately result in peace. Deontological ethics as well
as norm research tend to see normative principles as universal. Because all humans are
reasonable beings, they all can discover the same universal truths and act accordingly. The
process of norm diffusion similarly assumes a teleological norm adaptation (McKeown,
2009, p. 7) on a cosmopolitan scale (a critical mass of state actors internalized the norm
and follow their normative imperatives). There is no room for cultural variation and local
norms (Mackie, 1977) and the local dynamics and domestic processes of norms are black-
boxed (McKeown, 2009, p. 8).

Critical norm-researchers now argue that this focus on progressivism covers a darker
and hidden aspect of norms, which is their underlying power dimension (Engelkamp,
Glaab, & Renner, 2012). Local norms are suppressed and delegitimized by global and
cosmopolitan norms, which are framed as universal. By trying to educate or socialize local
actors to follow international norms, power is exercised. Interestingly, the artificial
distinction between norm-givers (or entrepreneurs) and norm-takers (those who do not
have internalized the norm) resembles the idea of a classroom where the teacher (norm
entrepreneur) educates the children, which are seen as a tabula rasa (Bucher, 2014). In
world politics, cosmopolitan norms are constantly normalized and universalized, which
reproduces their hegemonic status, as critical theories, postcolonial and feminist studies
have uncovered (Deitelhoff & Zimmermann, 2013; Engelkamp, Glaab, & Renner, 2013;
Krook & True, 2012; Epstein, 2014; Epstein, 2008). At the same time, local norms are
overruled and excluded by international norms, which implies a hidden, undertheorized
power component. Therefore, the task is to uncover power dynamics of norms and to shift
the focus beyond the deontological perspective. This includes a critique of classical norm-

diffusion models, which will be explained in the next chapter.

2.1.3 Critique of Diffusion Models

Generally, Finnemore’s and Sikkink’s framework outlines the most relevant elements of
normative change (Finnemore & Sikkink, 1998). But in recent years, the framework has
been criticized. The following paragraphs outline theoretical weaknesses of the concept.

The purpose is to build upon this critique and to develop a more detailed research program.
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First, the deontological aspect of the norm concept must be questioned. Krook and
True argue that most constructivist research falsely assumes that a norm’s content, its
essence, is static (Krook & True, 2012, p. 104). Often, diffusion studies assume that static
norms become transplanted in a different context without alteration. The view that norm-
givers and norm-takers have the same perspective (meaning) of the norm has been
questioned by Archarya (Acharya, 2004). The same norm might mean different things for
global and local actors because these are observed from different contexts or viewing
angles. Krook and True point to the constant reevaluation and discourse about norms and
their legitimacy (Krook & True, 2012, p. 104). Their normative content is not fixed but in
constant flux, as post-structuralist scholars would argue. Local contexts matter and global
norms become transformed through local adaption. This is one of the core insights of IR
constructivism which is forgotten by mainstream constructivism — all perception is
influenced by the position from which it happens. Therefore, local contexts matter because
they shape the to-be-adapted norm.

Second, norm research in general tends to focus on norms in singular (Bucher, 2014).
Most papers are about one norm, such as sovereignty (Barkin, 1998), the nuclear weapon
taboo (Tannenwald, 1999), the anti-whaling norm (Epstein, 2008), or the recent debate
about whether the responsibility to protect actually is @ norm (Frohlich, 2011). However,
many studies have problems identifying what the norm actually is, which is due to their
constant contestation (Wiener, 2007). This indicates that there is not one internal norm-
essence that is accepted by all actors. When looking closer, it often becomes apparent that
there are different sub-norms at work, or what Bucher calls norm-networks — meaning
normative ideas and practices that are related to each other (Bucher, 2014). Different
normative ideas are in contrast to each other and struggle to become dominant. Focusing
on norm-networks or clusters, of norms that relate to or even reinforce one another is a
fruitful endeavor that will be used in this thesis.

The third shortcoming in IR scholarship revolves around the question where norms
come from in the first place (Krook & True, 2012, p. 108). Finnemore & Sikkink’s highly
influential work on norm dynamics merely touches the issue by pointing to norm-
entrepreneurs (Finnemore & Sikkink, 1998). By pointing to norm-entrepreneurs, the
question is simply shifted because then we must ask where the norm-entrepreneurs get
their norms from. Most studies focus on the process of diffusion through norm cascades
and internalization (for an overview of diffusion studies see Gilardi 2013). The origin of
norms, often on the domestic level, is under-theorized. Therefore, it is important to

conceptualize these early factors that influence the development of norms and the first
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stage of norm emergence. My argument is that in order to understand the development of
norm-networks, we must take a close look at the core ideas that these norm entrepreneurs
hold. Research from other disciplines of political science can be helpful here, for example
the work around ideas (Jachtenfuchs, 1995), policy paradigms (Hall, 1993) or advocacy
coalitions (Sabatier, 2007). Ideas and norms are clearly related. Not just single ideas are
relevant but coherent sets of interrelated ideas which provide the basis for any social
action. This is also in line with post-structuralist theorizing about networks of meaning.

The next main section will do this theorizing (see chap. 2.2 Paradigms and Norm-Change).

Fourth, Finnemore and Sikkink (2001) are aware of this and argue that slavery or the
unequal status of women have been the unquestioned norm in many societies of the past.
Xenophobia, extreme nationalism, slavery and misogyny were once normal in certain
societies and are examples of normative systems in the sense that they regulate behavior of
agents by referring to social standards (Finnemore & Sikkink, 2001, p. 404). Within the
context of slavery, it is not appropriate for the slave-identity to rise up against their masters
(it is not expected). These norms often exercise power over the behavior of actors but they
have no deontological or normative dimension from our point of perception. But within
these cultures they were valid. In deontological ethics, slavery as well as mysogyny are
definitely morally bad. In some normative systems, certain subject categories are
systematically discriminated while other subjects benefit from this discrimination and try
to stabilize the status quo. This hidden power dimension of these normative standards is
forgotten when focusing only on "nice norms". Therefore, it is important to shed light on
this darker dimension of norms. Post-modernism can help us here.

Fifth, Finnemore and Sikkink’s diffusion concept is strongly actor-centered, at least
during the first stages of diffusion. While this focus is plausible during active contestation
phases and the struggle for normative legitimacy, during norm emergence and
internalization we must consider structural aspects such as the normative context in which
norms become embedded or from which they originate. Norms are social facts and they
can become embedded in institutions and other cultural artifacts. This thesis will argue that
technology also is a kind of actor, an actant as Latour would call it, that can promote
norms (Latour, 2005b). In fact, the diffusion of a technology like the Internet also can act
as a medium for norm-diffusion. My argument is that norms can be transported via
technology, which is a promising venue for norm-research that has been overlooked. At the
same time, a technological perspective might be fruitful to explain many other

shortcomings discussed so far: the early emergence process of norms with the construction
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of a technical artifact, the diffusion of this very artifact and its possible decay as well as the
concept of paradigms and the hidden power dynamic of norms.

The sixth and final issue is the measurement of the tipping-point initiating the norm-
cascade, which is mostly used as a heuristic device but seldom measured. I would argue
that science and technology studies, where the original s-curve model originated from, can
shed a light on tipping-point dynamics which are embedded in concepts such as path-
dependency and technological diffusion.

After listing all those shortcomings one might get the idea that the norm diffusion
model is to be dismissed because it is faulty. I would not go that far. The general logic of
the diffusion model is still valid and it offers all conceptual elements that are worthy
considering, although some might be expanded. Finnemore and Sikkink’s diffusion model

is the basis for the framework I will develop in the next chapter.

2.2 Paradigms and Norm-Change
One of the important premises of this work is that human agents act according to ideational
frameworks, which serve as a roadmap to action. Ideas guide policy decisions, but they
also guide designs of technical systems such as the Internet. One of the most influential
concepts for analyzing the change of ideas, practices, norms and even technology is
Thomas Kuhn’s concept of paradigm change (Kuhn, 1970). This concept is especially
insightful because it combines several necessary conditions for (normative) change and
operates on a meso-level (Legro, 2000) between single ideas and broad world-views
(Goldstein & Keohane, 1993a), which makes it easier to study than ideologies for example.
Paradigms are "the entire constellation of beliefs, values, techniques and so on
shared by the members of a given community" (Kuhn, 1970, p. 175). They define what the
world is for actors and are "a way of seeing the world" (Kuhn, 1970, p. 175) by prescribing
ontological and epistemological assumptions like "what sorts of entities the universe does
contain [or not]." (Kuhn, 1970, p. 7). This corresponds with the constructivist notion that
the world is not directly accessible but mediated by our knowledge and the point of
observation (Adler, 2013, p. 115). Thus, the same thing can be interpreted completely
differently by competing paradigms. They also define the foci for research. Science is a
practice of problem-solving and paradigms define legitimate problems, methods (practices)
including techniques and technologies for doing so. With this practice, paradigms
automatically create blind spots — they ignore or do not recognize things that are not in
alignment with the assumptions of the paradigm. By adding the concept of cognitive

dissonance, paradigms lead to the effect that paradigm-contradicting evidence is ignored.
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Paradigms clearly include norms, for example standards of appropriate behavior in terms
of problem-solving (for example using the scientific method and not biblical
hermeneutics). Rules derive from paradigms, as Kuhn says (Kuhn, 1970, p. 43) and these
often are taken for granted (called normal science). As such, paradigms not just have an
ideational component, but also a social one — actors who follow a paradigm have a
commitment to rules and standards of scientific practice (Kuhn, 1970, p. 11). They are

constitutive for science, because:

"Paradigms provide scientists not only with a map but also with some of the
directions essential for map-making. In learning a paradigm the scientist acquires
theory, methods, and standards together, usually in an extricable mixture.
Therefore, when paradigms change, there are usually shifts in the criteria
determining the legitimacy both of problems and proposed solutions" (Kuhn, 1970,
p- 109).
Generations of scientists are educated and socialized with a distinct paradigm. Paradigms
are carried by textbooks, journal articles and also by material culture with the "the
construction of elaborate equipment, the development of an esoteric vocabulary and skills"
(Kuhn, 1970, p. 164) and costly research institutes. This creates a professionalization
among practitioners. Paradigms are stronger if they are shared by scientific authorities,
which often are not questioned by younger scientists. All these factors make paradigms,
once established, difficult to change. More so, the paradigm is given to the next generation
of paradigm holders through institutionalized educational channels, such as university
study programs or career tracks.

Kuhn developed the paradigm concept with science in mind, which definitely is a
unique cultural context. But the concept has also been adopted for other disciplines. The
difference to the political sphere is that in the latter the notion of power is intertwined with
the change of paradigms and that formal institutions of the polity (i.e. like elections in the
political system) have an influence on the evolution of paradigm. In contrast to scientific
paradigms, social ones need not be based on any criteria of truth and normally there are no

mechanisms in place to check truthfulness. The consequence of this missing safeguard is

that the process of paradigm change works differently (see chap. 2.2.4 Explaining

Change). In science, old paradigms become abandoned because their problem-solving
capability diminishes and they become incommensurable with newer paradigms. In the
social world, paradigms can coexist with each other, even though they might be

incommensurable toward each other (Meyers, 1990). Because of the missing safeguard,
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there is no way of saying which paradigm is "better" or more truthful. Instead, social
dynamics determine the stability and legitimacy of paradigms.

Peter Hall (Hall, 1993) was one of the first who translated Kuhn’s argument into
political science in order to grasp complex sets of political ideas and norms. Hall argues
that policies are the product of a system of descriptive ideas and normative standards. He
calls these systems policy paradigms, which specify "not only the goals and instruments of
policies, but also the very nature of problems that are meant to be addressed" (Hall, 1993,
p. 279). Thus, policy paradigms are an interrelated set or cluster of ideas, standards of
appropriate behavior and policies. Policy paradigms determine social behavior in the field
of politics by defining standards of appropriate problem-solving, which is a clear
connection to norm research. The "definition of a problem is always a political act"
(Mintrom & Norman, 2009, p. 652) because it defines how actors relate to an issue. It
influences if and how individuals pay attention to issues and obviously affects solution
strategies. It makes a difference if something is defined as a "banking crisis" or "debt
crisis" because it shifts responsibilities. Hall conceptualizes three elements of problem
solving: first, the overarching goals that guide policy in a field, second the techniques or
policy instruments used to achieve the goals and finally, the concrete settings or
adjustments of the policy instruments in a given field (Hall, 1993, p. 278). A goal could be
to increase social equality, a policy-instrument could be taxes and the settings the level of
the tax. In sum, the paradigm acts as a cognitive filter that determines the goal of action
and the appropriate means and ends.

Paul Sabatier builds on the same intellectual sources with his advocacy coalition
framework (ACF). It is useful because it provides causal arguments about how the policy
process and paradigm competition work and is not just focused on ideational elements
internal to paradigms (as Hall for example). Both Hall’s and Sabatier’s frameworks are
mostly concerned with inner-state dynamics and thus are useful for theorizing norm
emergence on a domestic level. Policy belief systems or paradigms have three elements
that build upon each other.

The deep core includes general normative, epistemological and ontological
assumptions. It tells actors what the world is, how knowledge can be gathered. It represents
the broad roadmap for action. Known dichotomies such as liberal versus conservative,
right vs. left or security vs. liberty/privacy operate on this level. Examples are
anthropological arguments such as the evil nature of man or even technological beliefs
such as "guns don’t kill, people do", which will be further elaborated on in a following

chapter (see chap. 2.3.1 Theorizing Technology: Traditional Approaches). These deep core
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beliefs are socialized and hard to change. Building on top of these are policy core beliefs,
which are the application of deep core beliefs in a policy (sub)-system. Policy core beliefs
often "include projections of an image how policy or a policy subsystem "ought to be"
(Sabatier, 2007, pp. 194-196). In other words, they include norms that shape the design of
certain policy instruments. Norms shape policy problem definitions and goals, as well as
the appropriate means-end relation to reach those (Jepperson, Wendt, & Katzenstein,
1996).

Secondary beliefs include applications of deeper beliefs, such as budgetary
allocations or public participation guidelines in specific policy fields. They often include
rational elements and are easier to change than the other two categories. Generally,
alterations of secondary beliefs result from learning, new experience and new information.
Deeper beliefs are harder to change and require external or internal perturbation such as

shocks, which will be discussed in a later chapter (see chap. 2.2.4 Explaining Change).

Figure 1. ACF Policy Beliefs, Source: (Sabatier, 1998, p. 112)

Table 3 Revised structure of belief systems of policy élites™ (1966)

Deep core Policy core Secondary aspects
Defining Fundamental normative and Fundamental policy positions Instrumental decisions and
characteristics ontological axioms. concerning the basic strategies for information searches necessary to
achieving core values within the implement policy core.
subsystem.
Scope Across all policy subsystems. Subsystem-wide. Usually only part of subsystem.
Susceptibility  Very difficult; akin to a religious Difficult, but can occur if Moderately easy; this is the topic
to change conversion. experience reveals serious of most administrative and even
anomalies. legislative policy-making.
lllustrative 1 The nature of man: Fundamental normative precepts: 1 Seriousness of specific aspects
components (i) Inherently evil v. socially 1 Orientation on basic value priorities. of the problem in specific locales.
redeemable. 2 ldentification of groups or other 2 Importance of various causal
(ii) Part of nature v.dominion entities whose welfare is of linkages in different locales and
over nature. greatest concern. over time.
(iii) Narrow egoists v. 3 Most decisions concerning
contractarians. Precepts with a substantial empirical administrative rules, budgetary
2 Relative priority of various component: allocations, disposition of
ultimate values: freedom, cases, statutory interpretation,
security, power, knowledge, 3 Overall seriousness of the problem. and even statutory revision.
health, love, beauty, etc. 4  Basic causes of the problem. 4 Information regarding performance
3 Basic criteria of distributive 5  Proper distribution of authority of specific programs or institutions.
justice: whose welfare counts? between government and market.
Relative weights of self, primary 6  Proper distribution of authority
groups, all people, future among levels of government.

The ACF assumes that a variety of policy actors (not just politicians but also
journalists, military, scientists and civil actors) try to "translate components of their belief
system into actual policy before opponents do the same" (Sabatier, 2007, p. 197). Different
actors form advocacy groups around shared beliefs, which are in direct competition to
promote their particular belief systems. The more (influential) actors adhere to a belief
system, the better its chances to dominate. They create organizations and strategies to

influence not just the political process but social discourse in general. The framework is
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intentionally open to include a wide variety of actors in different structural positions.

Advocacy coalitions are defined as:

"People from a variety of positions (e.g. elected and agency officials, interest group
leaders, researcher) who share a particular belief system — that is a set of basic
values, causal assumptions, and problem perceptions— and who show a nontrivial
degree of coordinated activity over time" (Sabatier, 1998, p. 139).

In this thesis, I use the term policy-entrepreneur or advocate instead of the term norm-
entrepreneur that is often used in IR because it includes advocacy for ideas, norms and
policies as well.® The key is that actors desire "to significantly change current ways of
doing things in their area of interest" (Mintrom & Norman, 2009, p. 650), which means
changing the status quo and changing the current orthodoxy or policy paradigm. Advocates
try to translate their paradigm not just into the public discourse but also into the political
process, also called politicization, which means that an issue becomes an issue of politics
(Buzan et al. 1997, 23). I use this wider concept because it goes beyond traditional norm
research. It opens the norm and policy diffusion process to all kinds of policy participants
(McKeown, 2009, pp. 8-9) like interest groups, political parties, journalists, business,
military, scientists and epistemic communities, individuals and many more (Sabatier, 2007,
p. 192). What unites them is the advocacy for a certain paradigm and its norms (which is
the glue that holds coalitions together). To increase their strength, policy entrepreneurs
tend to seek allies who hold similar policy core beliefs, because strength in numbers allows
for better expertise and more efficient influence. Within a policy subfield, a variety of
competing advocacy coalitions can be expected to try to promote their paradigm as the
dominant one.

Modern versions of the ACF include elements of the so-called political opportunity
structure research, which argues that actors have different resources and access to the
political process. For example, the openness of a political (sub)-system matters. A policy
subsystem "is composed of participants who regularly seek to influence policy within the
subsystem" (Sabatier, 2007, p. 192). Subsystems are a result of functional differentiation
and specialization of policy actors. The ACF differentiates nascent and mature policy
subsystems. Mature subsystems include participants "who regard themselves as a
semiautonomous community who share an expertise in a policy domain and who have
sought to influence in that domain for an extended period" (Sabatier, 2007, p. 192).

Foreign or national security policy can be assumed to be a mature subsystem which

8 An alternative term could be "epistemic community", but since I want to include not just networks of actors
with specialized knowledge, I use the term policy advocate or entrepreneur (Haas, 1992).
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includes a broad range of already established actors like think tanks, military officials and
diplomats. It can be assumed that it has a high degree of density and that it is hard for
outsiders to get inside, which is easier in nascent subsystems. These "are nascent because
of the instability of the broader political system and the lack of trained personnel"
(Sabatier, 2007, p. 192). Nascent subsystems often do not have established routines and
standards of appropriate behavior, which means they can be a fertile ground to study the
emergence of new norms and paradigms. Internet policy, a theme of this thesis, is a
particularly young subfield and thus a perfect case for studying norm emergence and
paradigm change (Hosl, 2016). In general, it can be said that actors with greater proximity
to the decision-making process have higher chances to embed their belief systems into
policy.

If this statement is true, it allows to extract the normative components of policy bills
as well as the underlying policy paradigm through the analysis of discourse surrounding
their introduction. The ACF will be used in the empirical section as a blueprint to analyze
Internet-related paradigms and policies that derive from these. The following figure

summarizes the findings of this chapter and the central elements of a paradigm:

Figure 2. Policy paradigms embedding ideas in policy (own diagram)
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Paradigms consist of deeply embedded ideational components such as ideas, beliefs and
fundamental norms.® This ideational background guides the behavior of the carriers of this
paradigm, called advocacy coalitions. These coalitions become policy-entrepreneurs by
trying to translate their ideas into the political process, called politicization. To do so, they

need to adapt their ideational components to the social reality by defining what counts as a

® From now on, different paradigms will be represented by different colors. One paradigm will be orange,
another blue. This will be consistent throughout the thesis.
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problem (and what not). This is a selection process and includes blind spots because not all
problems are seen as such and not all are being resolved. The problem definition process
sets goals to be achieved, as well as instruments such as policies and strategies/doctrines to
achieve the goals. Advocacy coalitions try to shape the policy process and public discourse
by creating policies and technologies, which reflect the paradigmatic elements.

This chapter argued that norms and policy often are interconnected and exist within
one broader framework of paradigms, which can be measured empirically with the help of
the advocacy coalition framework. Norms derive from ideas, which both are embedded in
policy paradigms consisting of different elements (deep core, core beliefs, secondary
aspects). Policy paradigms are the carrier medium for norms that influence the goal
construction and influence how actual policy bills will be designed. A conservative policy
paradigm will include different interpretations of social reality and different problem
definitions than social democratic or liberal paradigms. Paradigms can be opposite ways of
seeing the world, operating with completely different ground assumptions, for example
about the nature of mankind or the nature of knowledge. To shed more light on these

differences, I will make a short detour to introduce discourse theory.

2.2.1 Discursive Struggles between Paradigms

This chapter introduces some epistemological premises that are the foundation for the
constructivist perspective in this thesis and that also represent the foundation for the logic
of paradigms. I argue that (policy-) paradigms are sets of interrelated ideas (such as
problem definitions, goals), norms (appropriate ways of problem solving and general
behavior) and policies that stand in competition with other paradigms. Paradigms are
transported by advocates and are written down on carrier-mediums in form of texts,
doctrines, policy documents and more. Discourse theory allows us to understand this text
and the competitive dynamic between paradigms. It offers some important insights that are
useful for norm-research, as was already indicated in a previous chapter (see chap. 2.1.2

Critiqgue of Deontological Norms). Furthermore, it provides some theoretical insights

regarding the question of power and how paradigms can become dominant. Finally,
discourse theory and the epistemological premises that are outlined in this chapter provide
a coherent bridge between political science and Science and Technology Studies, which

will play an important role in a following chapter (see chap. 2.3 Technological and

Normative Change).

According to Adler, the primary element of (any) constructivist perspective is a

metaphysical stance about reality, meaning that knowledge of reality is always mediated
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through filters such as the context, socialization and language (Adler, 2013, p. 114). This
means that all observation is made from a non-neutral position and already theory-laden.
This is very much in line with what I said about paradigms. Because language is our main
anchor to the world, the social reality can be conceived as a "text" that can be "read"
(interpreted) by actors. Ludwig Wittgenstein rejected the idea that texts have one fixed
(objective) meaning embedded in them (Jorgensen & Phillips, 2002, p. 96). Whether Harry
Potter is interpreted as an imaginative child’s novel or a representation of black magic and
heresy depends heavily on the social background and cognitive paradigms of the reader.
This means that it is hard, if not impossible, to reach any objective definition.!® Freedom,
ideology, democracy, power and other social concepts will always mean different things to
different actors, depending on their cognitive paradigms, their socialization, history and the
background discourse.

This focus on language and ideational aspects (ideas, norms) leads to the common
critique of constructivism that it allegedly denies the independent existence of the material
or objective world "out there" (Torfing, 1999, p. 45). While constructivists have this
tendency, this argument confuses the being (esse) of an object, which is historically
changing and the entity, which is not (Laclau & Mouffe, 1987, pp. 84-85). This resembles
Aristoteles useful distinction between matter, meaning the material object, and its form.
Matter is materially given. A stone is a stone and, depending on its mineral classification,
its material components stay the same entity, independent of observation. However, the
form or the being (we could also say identity) of the stone changes according to our
interpretations and in dependence of social context (Cohen, 2016). The same stone can
mean an endless array of things for us. It can be a weapon, a symbol for luck or value. In
principle, it can get any conceivable meaning. The important constructivist insight is that
the states of being (form, meaning) do not necessarily follow from the mere existence of
the entity (material object or matter). Or in other words: "matter does not carry the means
of its own representation" (Torfing, 2005, p. 18). Constructivism questions the assertion
that the form/being/meaning shows us the essence of an object (Torfing, 1999, p. 46).
Rather, social forms are what makes matter intelligible. Hence, a piece of land (or even
technology) can be differently represented as a cultural site, a habitat, fertile farm land and
so forth and this construction of the land also constructs different subject positions (land

owners, urban developers etc.) and their paradigms (Torfing, 2005, p. 18). This element of

19T do not follow all the implications of strong interpretivism or post-structuralism and thus adopt a moderate
constructivist position throughout this thesis. Moderate versions of constructivism argue that structures are
important and that not everything is a matter of discourse. A strong post-structuralist program would also be
partly incompatible with the version of process-tracing this thesis uses as a method (Bennett & Checkel,
2014, p. 15).
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construction within the term constructivism means the intelligible construction of social
forms through discourses. What constructivism constructs is neither matter nor the material
object, but the form, the being of the very object.

This construction of meaning (form) happens within discourse, which is basically a
meaning-formation. Discourse can be defined as a "differential ensemble of signifying
sequences in which meaning is constantly negotiated" (Torfing, 1999, p. 85). The premise
is that the meaning of words/concepts does not lie within them, but is externally attached
with a process of signification: establishing a link between signified and signifier.!! This
process is arbitrary and there is no logical bond between the two. Rather, it depends more
or less on historical context, social convention or habitualization. Thus, meaning is never
stable. The same word, during the course of history, can get vastly different meanings,

depending on its context. The central insight for this thesis is that:

"Meaning of individual signs is determined by their relation to other signs: a sign
gains its specific value from being different from other signs. The word 'dog’ is
different from the words 'cat’ and 'mouse’ and 'dig’ and 'dot’. The word 'dog’ is
thus part of a network or structure of other words from which it differs; and it is
precisely from everything that it is not that the word 'dog’ gets its meaning"
(Jorgensen & Phillips, 2002, p. 10).

Discourse theory implies a relational understanding of meaning. One meaning assigned
to an object always stands in relation to other alternative interpretations from competing
idea networks or paradigms (Weber, 2013, p. 46). If these relational arrangements change,
the meaning of a concept changes. The premise of discourse theory is that the meaning
construction via signification is the same for individual words, but also for social concepts
such as norms, ideas, paradigms, but even for technology (which will be explained in a
following chapter 2.3.4 The Social Construction of Technology and its Critique). Thus,
discourse theory provides a useful bridge between the theoretical camps. Take for example

this quote:

"The same process - capitalist production and exchange - can be expressed within a
different ideological framework, by the use of different 'systems of representation’.
There is the discourse of 'the market’, the discourse of 'production’, the discourse

' The concept has origins in linguistics. The smallest element in language is the sign, which is a two-sided
entity. Signs combine a signifier or form like a sound-image (a vocalized word) with a concept or content
(the signified) (De Saussure, 1981, pp. 65-57). The gap between being (form) and entity (matter) can be
traced back to this Saussurean distinction because language is always form, and never substance/essence (De
Saussure, 1981, p. 113). The meaning of words does not lie within them (there is no essence), but is
externally attached with a process of signification: establishing a link between signified and signifier. This
process is arbitrary and there is no logical bond between the two, rather it depends on historical context,
social convention or habitualization.
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of 'the circuits’: each produces a different definition of the system. Each also
locates us differently - as worker, capitalist, wage worker, wage slave, producer,
consumer, etc [...] All these inscriptions have effects which are real. They make a
material difference, since how we act in certain situations depends on what our
definitions of the situation are" (Hall, 1996, p. 39).

The following graphic visualizes the statement from the above quote. It shows how two
competing paradigms (one we can call Marxism in blue, and the other Neo-liberalism in

orange), engage in signification (fixation of meaning) of the same concept called

"capitalism".

Figure 3. Meaning network (own diagram)
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From the neo-liberal point of view, the concept capitalism is linked to a set of signifiers
such as "free market", "innovation" and "wealth" whereas the very same concept
"capitalism" within the Marxist paradigm is differentiated (arrows) against a set of other
signifiers (like "oligopoly", "exploitation of working class" etc.). The difference in linkage
ultimately produces a completely different meaning of capitalism for the actors that adhere
to the paradigm. For one group, it is a positive term, for the other the enemy. Thus,
meaning is relational. What a term means for a paradigm depends on the sum of signifiers
associated with it.

The difference in meaning-relations is the reason why Kuhn argues that old and new
paradigms are incommensurable. They may speak about the same things, but have
different meanings of these things (Kuhn, 1970, p. 184). These signifiers can include both

ideas and norms and thus allow for the conceptualization of paradigms as interrelated

norm- and idea-networks (see chap. 2.1.3 Critique of Diffusion Models). In computer

science these are called semantic networks. I will utilize the term "norm-cluster” or "norm-
network" of similar or supporting norms on one side, being differentiated against opposing
norms on the other side. For example, in a liberal paradigm the "norms of noninterference
to the market" and "norms of private property" stand in close proximity to each other, but

they stand in opposition/difference to competing norms (such as "collective ownership of
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private property"). For this thesis, it means that advocacy coalitions with different
paradigms compete with each other and engage in signification in order to fix meaning (the
form) of social entities (actors, norms, ideas) or material objects (like technology).
Discourses try to stabilize what a certain term or concept (for example digitalization)
means for a society and thus how we should act. This means that they have concrete
material effects.

But there is another reason why discourse theory is useful for this thesis and this has
to do with the competition of two or more paradigms. Another assumption of discourse
theory is that actor coalitions are embedded in a discursive struggle to make their particular
paradigm dominant. Discourse theory argues that at the core of politics are "hegemonic
struggles that aim to establish a political and moral-intellectual leadership [of a paradigm]
through the articulation of meaning and identity" (Torfing, 2005, p. 15). Particular
meanings can become the dominant reference point for social orientation and action and
therefore are not questioned anymore. If the majority adopts one frame of reference, for
example understanding capitalism in terms of free-market and privatization etc., this
preferred reading is temporally fixed. Closure is defined as a "temporary halt in the
fluctuations of meanings" (Rear, 2013, p. 7). Closure means that discourses and the
signifying practices come to a halt and that one meaning-network becomes unquestioned,
common-sense knowledge that requires no further justification. In other words, one
particular meaning becomes taken for granted or internalized, which is pretty similar to the

assumptions of the norm-life cycle presented earlier (see chap. 2.1.1 Norm Diffusion and

Norm Entrepreneurs)

Another way to put this is the concept of hegemony, a term coined by Antonio
Gramsci (Gramsci, 1971) which means that there is a "social consensus achieved without
recourse to violence or coercion, and, like discursive closure, it is achieved through
articulation" (Rear, 2013, p. 7). Hegemony does not mean leadership or authority (as in IR
realism), but in discourse theory, hegemony is "the expansion of a discourse, or set of
discourses, into a dominant horizon of social orientation and action [...]." (Torfing, 1999,
p. 101). The idea is that most participants in discourse adopt the same frame of meaning. In
other words, advocacy coalitions want to expand their particular interpretation of the world
or things (their problem definitions, their solution strategies) as the dominant frame that is
adopted by a wider society. This fixation is an exercise of power, because it means
exclusion of other meanings which become not realized. As such, a discourse is a

reduction of possibilities. Translating this into power theories — a discourse is a macro
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form of agenda setting power (Barnett & Duvall, 2005). One particular set of meanings is
represented as universal pattern of recognition within society (Clegg, 1989, pp. 177-179).

This can be facilitated by hegemonic practices, discursive strategies that aim to
reframe a particular belief set (or paradigm of one advocacy coalition) as universal (a
guiding principle for everyone). These hegemonic statements often claim that there is a
simple essence of things like: "the basic mechanism of society is supply and demand" or
"everything that happens is God’s will", etc.. They work through the backgrounding of the
contingent nature of social reality: any meaning can be different or contingent during all
times. No meaning is forever stable because there always are alternatives. Some sets of
meanings "appear so natural that members of a society fail to see that they are the result of
political hegemonic practices" (Rear, 2013, p. 8). Even terms like "god" change their
meaning. For example, understanding "god" in terms of Christian signifiers is a widely
accepted, taken-for-granted knowledge in Western societies whereas other significations of
god like "Zeus", "Odin" or "Allah" are mostly excluded from public discourse (Hitchens,
2009, p. chap. 18). One single perspective is naturalized and objectified while the others
are marginalized and silenced. Hegemonic statements thus often work with naturalizations:
a process or a structure is depicted as a natural force that cannot be altered by human
agency. These meanings appear as if they are objective. Objectivity is a term for things that
appear as given and unchangeable.

Objectification 1s a process by which meanings "come to confront [the actor] as a
facility outside of himself" (Scott, 2008, p. 125). They have become embedded in
discourse, practice, institutions and therefore seem to be independent of social actors.
Attached meanings can survive without actors of a coalition reinforcing it. The meaning
stands on its own and becomes a social fact in Durkheim’s terms (Hjern, 1984). Hegemony
in this sense is a consensus, not necessarily based on coercion or violence, but rather at the
level of "common sense" where the origin of a particular meaning and its intrinsic
contingency is forgotten. This mean when a debate reaches closure, there is no more
contestation, no more discourse. Philips and Jergensen exemplify this phenomenon
analyzing the social construction of childhood. Western societies perceive the concept of
"childhood" as if it has certain essential characteristics and social norms ("children should
learn", "live in a child-friendly environment" and "should have fun and eat candy" etc.).
This is of course a contingent meaning because in both the agricultural and industrial
revolution, children were treated as small adults who had to work and suffer like their adult
counterparts (Jorgensen & Phillips, 2002, p. 35). That children should not work is a norm
of the 20th century.
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The next chapter introduces a final set of theoretical arguments that can be utilized to

analyze the process of meaning construction of paradigms.

2.2.2 Framing

This chapter introduces a useful heuristic to assess the meaning produced by paradigms
that is a bit more concrete than discourse theory and thus better suited for empirical
analysis. Theoretically, this chapter could have been included with the last one, since it
focuses on the construction of meaning. But since the last chapter was rather long and
technical, I chose to present the framing approach in a separate chapter.

Of course, norm researchers recognize that norm-entrepreneurs or advocates are
"meaning managers" and that they "attempt to convince a critical mass of states (norm
leaders) to embrace new norms" (Finnemore & Sikkink, 1998, p. 895). Advocates want to
convince a political audience to adopt an issue as relevant and to take action. Therefore,
they have to translate an issue into an agenda item to gain support, first from their
advocacy peer group and then later to gain public support for their cause. The overall aim

is to translate a paradigmatic core policy belief (ACF) or a norm into actual policy:

"The process of translation is directly equivalent to the process of problem
definition, whereby objective social, economic, and environmental conditions are
portrayed in ways that increase the likelihood that they will receive the attention
desired of decision makers" (Mintrom & Norman, 2009, p. 657).

As was shown before (see chap. 2.2 Paradigms and Norm-Change), the problem

definition is what connects actors, paradigms, norms and policies with each other.
Therefore, it plays a crucial role in any framing attempt: "How problems get defined — or
what attributes are made salient in policy discussions — can determine what individuals and
groups will pay attention to them" (Mintrom & Norman, 2009, p. 652). A problem
definition is a special type of articulation that fixes meaning. The way something is defined
has fundamental impact on the question how it is solved — if something is defined as a
crisis, it indicates urgency and calls for immediate responses rather than the development
of more sustainable, long term solutions (Conrad, 2004, p. 315). Similarly, if something is
declared as a war (like "war on drugs"), warlike responses are framed as appropriate. There
are plenty different plot devices that can be used to signify certain meanings.

Frame analysis is centered on the idea that language is used for demarcating and
punctuating important aspects of reality by making events and circumstances intelligible

(Poletta & Kai Ho, 2008). Frame analysis is the methodological deconstruction of
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signifying practices and hegemonic articulation and thus a useful subset for discourse

theory (Lindekilde, 2014). The idea is to analyze:

"How ideas, culture and ideology are used, interpreted and spliced together with
certain situations or empirical phenomena in order to construct particular ideative
patterns through which the world is understood, and which can be used to mobilize
support of particular political goals" (Donati, 1992, p. 137).
That is why framing is particularly useful for this analysis, because it helps to understand
the very process of translating a perceived problem into a general issue that aims at
normative change.

Goffman (Goffman, 1974) coined the term frame as "schemata of interpretation that
enable individuals to locate, perceive, identify and label the world out there but in ways
that are intended to mobilize potential adherents and constitutions, to garner bystander
support and to demobilize antagonists" (Benford & Snow, 1988, p. 198). Their function is
to focus attention and define what is "in frame" and "out of frame" and therefore requires
special attention. The visual notion of perspective is relevant to understand the process
because frames represent a new angle of vision or vantage point (Benford & Snow, 2000,
p. 623). They are strategically used by policy entrepreneurs to highlight certain elements
and therefore to underscore a meaning, for example from '"routine grievances or
misfortunes to injustice and the need for action" (Snow 2004 quoted inLindekilde, 2014, p.
7). Frames are "persuasive devices used to fix meanings, organize experience, alert others
that their interests and possibly their identities are at stake, and propose solutions to
ongoing problems" (Barnett & Finnemore, 1999, p. 25), which closely connects them to
the ideational aspects of policy as outlined in the previous chapters.

The core framing tasks are diagnostic-, prognostic- and motivational-framing,
whereas the first two are related to consensus mobilization (creating a shared picture) and
the latter aims at action.

Diagnostic framing refers to problem identification (identifying the cause of misery)
and attribution of blame. The prime example is the so-called injustice frame, where
grievances (bad working conditions for example) are reframed as a systematic failure
caused by someone and not just mere accidents or random events: "since social movements
seek to remedy or alter some problematic situation or issue, it follows that directed action
is contingent on identification of the source(s) of causality, blame and/or culpable agents"
(Benford & Snow, 2000, p. 616). By signifying some event or situation as "unjust”, a
certain normative position is taken which creates an imperative for action. Justice is a

social category, not a natural one and justice must be provided, which aims at agency and
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responsibility. Therefore, the act of framing is an articulation which connects a responsible
cause with an event and thereby creates a certain meaning (that "x is unjust").

This is related to prognostic framing, which "involves the articulation of a proposed
solution, or at least a plan of attack, and the strategies for carrying out the plan" (Benford
& Snow, 2000, p. 616). The proposed solution is directly shaped by the identified problem.
It constrains the range of possible (appropriate) solutions to tackle the problem and thereby
includes a certain path dependency — when something is identified as unjust (compared to
unnatural or inefficient), the solution of the problem will have something to do with the
category of justice. Frames become relevant for social research when their targets
(policymakers) accept a frame’s definition of the problem and the solution (Poletta & Kai
Ho, 2008). When policymakers adopt solutions advocated by advocacy groups it means
that the issue is acknowledged and their vantage point is taken for tackling a problem.

Lastly, motivational framing resembles the call to arms or a rationale for engaging in
collective action like forming an advocacy coalition or supporting a social movement.
Ideally, motivational frames offer some legitimacy and provide reasons for taking action.
Motivational frames are especially relevant for gaining support and forming advocacy
networks to gain strength in numbers. Policy entrepreneurs often operate in networks that
allow the pooling and sharing of resources needed to lobby for new policies. It is of course
not just the appeal of the frame alone that determines whether it will result in actual policy.
Rather, the power structure and the connections to government officials matter (Mintrom
& Norman, 2009, p. 653). The general rule of thumb is, the more support for an issue
exists, the higher the chances for policy change become. Similarly, the ACF argues that
networks help participants to seek allies who hold similar core beliefs (Sabatier, 2007, p.
197) and framing is the mechanism to realize this. The combination of diagnostic,
prognostic and motivational framing can influence both the establishment of core policy
beliefs within actors for the first time, or the activation of those core beliefs that lead to
entrepreneurship or support. Issues can be framed in a way that they activate support
among a target audience that already holds similar core policy beliefs but did not yet
realize it. Therefore, framing is a necessary part in the formation of advocacy groups in the
first place.

Some frames are more powerful than others. A master frame is wide in scope, which
means it has a high degree of inclusivity. According to Watson (Watson, 2011), master
frames operate according to a certain grammar — they lift aspects into a new (legal)
context, into new operational (policy-) fields or subsystems. Watson argues that security is

a master frame, which is based on the framework of securitization (Buzan et al., 1997).
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Security speech acts aim at shifting responsibility for problem-solving in policy fields to
security actors (military, police). In other words, they represent turf-battles or disputes
between (governmental) organizations about responsibilities and resources in policy fields.
This is especially relevant for this project, which wants to analyze policy change regarding
the Internet. The Internet was first framed as a matter of telecommunication and computer
security and then later became a matter of national security, which marks a decisive shift in
the operational field. Master frames often correlate with the hegemony of policy
paradigms. Securitization scholars have repeatedly shown the reference to "security” is a
common feature of political discourse, because redefines what counts as authoritative
knowledge and who is in a position to speak. Dunn-Cavelty develops the notion of threat
frames "whereby particular agents develop specific interpretative schemata about what
counts as threat or risk, how to respond to this threat and who is responsible for it" (Dunn
Cavelty, 2007, p. 30). Security frames in this sense work as marginalization devices which
exclude civil actors from the discourse while promoting security actors. They also create a
logic of exceptionalism and state of emergency (Watson, 2011, p. 289). Frames as
exclusion mechanisms point to the fact that not every speaker has authority to claim
something and that not all societal actors can influence policy changes equally.

This final section discusses the influence of frames and what characteristics they
should have in order to become dominant. Which frame becomes the dominant one is a
question of a frame’s credibility and its salience within the target community. Credibility is
a function of consistency with a paradigm’s ideas and norms. A frame should be congruent
with the ideas of a paradigm and should not include logical contradictions (internal
validity). It also must match reality to some degree (external validity). Benford and Snow
argue that a frame must not necessarily be true, rather must be readable as real (Benford &
Snow, 2000, p. 620). External credibility is also a function of the speaker who must
possess a certain authority to speak on behalf of the issue. This is where status and prestige
matter. Whether a frame is accepted by a target population is function of centrality,
commensurability and narrative fidelity. Centrality indicates a hierarchy of beliefs and
values (as mentioned before with core policy beliefs). The more a frame is in line with core
policy beliefs, the higher the chances that it will be accepted. For that it must be
commensurable, meaning that a frame must be congruent with a person’s horizon and
cultural understanding. If a frame is to abstract, it might not get salience. Hansen and
Nissenbaum for example argue that the discourse on data privacy and data security is a
highly technical issue which is really abstract therefore quite incommensurable which

explains the failure of digital activists to mobilize large numbers of support (Hansen &
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Nissenbaum, 2009). Lastly, narrative fidelity often is important. If frames resonate with
cultural narratives (for example the idea of the American frontier or the American dream),
chances of success increase.

For my analysis, the focus on rhetorical framing is relevant because frames are the
visible end-points of policy paradigms. Because they rely on language and images, frames
can be perceived as the materialized condensate of normative beliefs which underlie every
policy paradigm. The underlying assumption is that there is a direct connection between
the components of a policy paradigm (core policy, principled beliefs, causal beliefs) and
framing (diagnosis, prognosis, motivation). In sum, the main function of discourses and
framing attempts is change. Discourses and frames attempt not only to change the meaning
of a social situation or a technical artifact, they also aim at a change of norms. How change

works and what conditions must be met for change is the topic of the next chapter.

2.2.3 Degrees of Change

Now that it is clear what paradigms are and by what actors they are carried, we need to
analyze the notion of change. How do paradigms change internally, how do new ideas and
norms develop that in turn might influence policies? This chapter also addresses external
change: how can paradigms get replaced by others?

Peter Hall theorized three orders of policy paradigm change. The basic mechanism is
what he calls social learning: the adjustment of "goals or techniques of policy in response
to past experience and new information" (Hall, 1993, pp. 278-279). Actors are in
continuous dialogue with their environment and are exposed to new phenomena. New
problem recognitions might arise that create urgency and a need for adaptation, for
example when a new technology is invented. First order policy change is based on
alteration of the levels or settings of basic policy instruments, whereas the overall goal of a
policy and the instruments themselves stay the same. This resembles the normal mode of
politics where policy instruments (for example the rate of the income tax or the degree of
child benefits) are slightly adjusted in the light of new situations (for example to
compensate inflation). This is also called incremental change and is rather the norm than
the exception (Eckstein, 1988). Second order policy change goes deeper. The hierarchy of
goals stays the same, whereas the policy instruments to achieve these goals are changed.
This depends on the perception of dysfunctionalities or anomalies. Hall shows in his
famous study how Britain adopted a new financial policy of monetary control in 1971,
where the neoliberal paradigm of Thatcherism replaced the social-democratic paradigm of

Keynesianism (Hall, 1993, p. 281). The more severe the impact of an external event is
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perceived, the more likely becomes an overall policy change. Finally, third order change
alters the goals of a policy and with them the instruments and their settings. It happens
mainly within a paradigm. The result could be a new goal and instrument adjustment of a
policy field. Most likely, the underlying problem definitions also change. As a result, the
content of a paradigm changes. But this change does not necessarily lead to one paradigm
replacing another one as dominant. The hegemonic paradigm can stay hegemonic if it
manages to implement the newly reconfigured meaning in the overall discourse, which will

be discussed in the next chapter (see chap. 2.2.4 Explaining Change).

In contrast to the previous degrees of change, an external dimension of policy change
is regime change. Within political science, the most obvious way how policies and their
underlying paradigms change is when a new government comes into office, especially
from another political party. New officials often adhere to alternate deep core policy
beliefs and thus are likely to adopt new legislation. Of course, this is dependent on the type
of political system, which serves as an intervening variable. A change in the dominant
ideas of political actors creates new policies and norms. Change in this regard is not just
social learning (as Peter Hall would argue), but also a matter of power, because policy
belief systems are tied to advocacy groups. These are transporting this belief system and
defend it in political discourse within a policy field. When a new party gains power it has
greater possibilities to communicate its belief system to a wider audience.

Within the Advocacy Coalition Framework there are several intervening variables that
shape policy outcomes. Stable factors like basic attributes or the problem (for example
verification issues for cyber-weapons which are a result of the technology itself), the
distribution of natural resources, fundamental sociocultural values and the the basic
constitutional structure (Sabatier, 1998, p. 102). Norm research also argues that in more
static political systems, or even in autocracies where there is almost no influence from the
civil society, policy change and norm diffusion depends on the social learning of political
decision-makers themselves (top-down diffusion) (Checkel, 1999, p. 90). Similarly, Cortell
and Davies argue that the adoption of a norm is influenced by the organization of decision-
making authority (central vs. decentral), the state-societal relations (close vs. distant)
(Cortell & Davis, 1996, p. 453). More dynamic factors are changes in socioeconomic
conditions (inflation for example), changes in governing coalitions and spill-over from
other policy subsystems (Sabatier, 2007, p. 193). Sabatier argues that stable factors rarely
change in decades and thus are of little importance for policy change in contrast to

dynamic factors, which are a necessary condition for change (Sabatier, 1988, p. 102).
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The most drastic version of change is a revolution or a paradigm change as described
by Kuhn. Paradigm change is a social process that has a revolutionary character — one

dominant paradigm gets replaced by another. Scientific revolutions:

"necessitated the community’s rejection of one time-honored scientific theory in
favor of another incompatible with it. Each produced a consequent shift in the
problems available for scientific scrutiny and in the standards by which the
profession determined what should count as an admissible problem or as a
legitimate problem-solution" (Kuhn, 1970, p. 6).

Scientific revolutions are not just about the change of ideas but also of scientific
practices and norms. Such radical paradigm shifts produce a Gestalt-switch (a major
change in meaning or how things are perceived) and with it a normative change (how we
should act based on this new knowledge). These revolutions lead to the dismantling of old
paradigms and their norms and the reconstruction of a new paradigm from the scratch.

So how do these revolutions work? It starts "with the awareness of anomaly, i.e., with
the recognition that nature has somehow violated the paradigm-induced expectations that
govern normal science" (Kuhn, 1970, p. 52). Anomalies basically are puzzles and
problems that cannot be solved with current instruments or are inconceivable by the
dominant paradigm. Some anomalies are so disruptive for a paradigm that they lead
scientists to question their own practices and methodologies. Over time, core assumptions
of the dominant paradigm become questioned — an anomaly turns into a crisis for the
paradigm. A crisis is not just destructive, but also the necessity for novel theories because
scientists begin to follow new tracks of research besides already established ones. During
these crises we can witness a turn to epistemology and philosophical or metaphysical
inquiry about the nature of things (Kuhn, 1970, pp. 73-88). This implies that there is a
discussion going on about the nature of things and about the nature of that anomaly. Out of
this effort, an alternative set of new problem-solving techniques based on new ideas, new
premises can arise. Scientists normally are aware that "more than one theoretical
construction can always be placed upon a given collection of data" (Kuhn, 1970, p. 73) and
they build a new theoretical construct to deal with the puzzle — an alternative paradigm.

A viable alternative paradigm is a necessary condition for paradigm change. Ideally,
the new paradigm is better in problem-solving than the old one and it must have some
explanatory power to gather followers. In addition, because the new theoretical construct is
often based on completely new premises, it requires a modification of tools, methods and
the practice of science in general, hence it establishes new norms. A paradigm change is

not a cumulative process,
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"rather it is a reconstruction of the field from new fundamentals, a reconstruction
that changes some of the field’s most elementary theoretical generalizations as well
as many of its paradigm methods and applications" (Kuhn, 1970, p. 85).

Because everything is rebuilt, old and new paradigms are often incommensurable with
each other. They cannot talk to each other, because even though they use the same
vocabulary (like force, light etc.) they have different meaning (for example light
understood as a particle or as a wave). This is the reason why (in the natural sciences)
inter-paradigm debates cannot be resolved by proof and truth alone (Kuhn, 1970, p. 184).
This has also to do with the social dimension within science, with the men and women in
power positions who tend to defend their paradigm (Kuhn, 1970, p. 62).
Professionalization and functional differentiation of science restricts the scientist’s vision
and leads to resistance. The paradigm will be modified in an ad hoc manner and try to
counter its crisis. Kuhn quotes Max Planck: "a new scientific truth does not triumph by
convincing its opponents and making them see the light, but rather because its opponents
eventually die, and a new generation grows up that is familiar with it" (Kuhn, 1970, p.
151). This means that scientific revolution takes time, often a generation and that there is
an overlapping period when old and new paradigms coexist in the population of
practitioners. During this time, textbooks are revised and a new generation of scientists
becomes educated with the new paradigm, slowly replacing the advocates of the old
paradigm.

This does not imply that counter-discourses and alternative paradigms have vanished.
They still exist, but their influence is limited. When I speak of paradigm change, I stress
the notion of hegemony-change — paradigms becoming hegemonic while others get
excluded. A hegemonic paradigm has greater chances to influence further norm
development compared to non-hegemonic paradigms. If a new paradigm becomes
hegemonic, the old paradigm is not abandoned (like old scientific paradigms) but simply
loses its social influence (Meyers, 1990). Hall for example argues that the neoliberal
paradigm of Thatcherism replaced the more social democratic Keynesianism in the United
Kingdom in the 1970s, but the latter still co-exists (Hall, 1993). Ultimately, it is a question
of power, also understood in institutional terms. There are privileged positions within a
discourse that make it more probable that a certain meaning is heard by an audience. The
social construction via the fixation of meaning is always a process of exclusion of
alternative meanings. In this view, norm internalization is understood as accepting and

adopting normative instructions of a new paradigm, which means silencing alternative
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paradigms and their norms (Krook & True, 2012, p. 108). In this case, contingency is
forgotten, because some meanings become stable while others are silenced.

This chapter explained the different degrees of change or to what extent change can
happen. The next chapter introduces causal factors that help to explain when and why

change happens.

2.2.4 Explaining Change
So far I have discussed what paradigms are, how they change and what different degrees of
change we can differentiate. The question remains, when do they change? How can the
theory explain normative change? Especially in longitudinal studies, one needs to look at
temporal variables. Pierson argues that most works in political science have a "snap-shot"
perspective on political processes. They analyze how variables work by ripping them out
of their temporal context, assuming that they can magically travel beyond a unique
configuration of time and place (Pierson, 2000, pp. 72-73). However, analyzing policy or
paradigm change requires time, which implies a perspective of a decade or even more
(Sabatier, 1998, p. 98). This chapter introduces several temporal and conditional elements
that are relevant in analyzing norm and technology change.

A common way in IR to analyze change is to rely on a distinction between normal
times like the normal problem-solving policy process described earlier (see chap. 2.2

Paradigms and Norm-Change) and junctures, "where movement along a particular

trajectory is initiated, and the "mechanisms of reproduction" through which movement in a
certain direction is perpetuated over time" (Thelen inRast, 2009, p. 395). Junctures are
sudden changes in ideas, policies or norms. This can have the character of forking-paths.
For example, during a crisis advocates of a paradigm can become disenfranchised with the
paradigm or the supporting social group and therefore fork out, creating their own version
or derivate of the core premises of the previous paradigm. The general argument is that
decisions of the past influence decisions in the future, creating something that is called
path-dependency. In a more narrow sense, path-dependency is based on positive feedback
—an "early movement in a particular direction becomes self enforcing [and] increases the
cost of switching to some previously viable alternative, discouraging exit" (Rast, 2009, p.
395). For example, a politician can be become "locked-in" by making a controversial
decision from which he/she cannot back off. The premise of such arguments is that "early
stages in a sequence can place particular aspects of political systems onto distinct tracks,
which are then reinforced through time" (Pierson, 2000, p. 75). This effect can also be

observed in discourse and language — new events always must be described with an
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established vocabulary which creates a pre-structuration of new events within the cognitive
frames of the old. This can be applied to paradigms as well.

Once a paradigm is shared by many (becomes hegemonic), it becomes the status quo
or a representation of normality. Once something is perceived as normal, it is hard to
change, because abandoning an already working paradigm is often perceived as risky. The
burden of proof that the new is actually "better" than the established lies with the new

paradigm. Baumgartner calls this the power of the status quo:

"If the status quo policy is working reasonably well, and there are more pressing
problems facing the country, it may well not be worth the risk. On the other hand, if
a consensus emerges that the status quo is unacceptable, then suddenly the "risky
scheme" argument may suddenly collapse" (Baumgartner, 2013, p. 252).

The power of the status quo is especially important in the policy-change literature, but has
also been recognized in the field of International Relations. The longer a paradigm goes
unchallenged, the more it tends to solidify, because repeated iteration strengthens
behavioral patterns, thus increasing the cost for change (Kowert & Legro, 1996, p. 470).
The costs for change might simply be too high, ambivalence about the outcomes may
hinder progress or even the fear of social ostracism for challenging group beliefs can be
relevant factors.

How can the power of the status quo be broken? In IR, wars, crisis, economic
depression and revolutions are decisive junctures and thus moments for change. John

Ikenberry argues that:

"The importance of crisis stems from the intransigence of political institutions and
relations. Politicians and administrators are continuously engaged in coping with
socio-economic challenges; responses are channeled through existing institutions.
At particular moments, however, these challenges call into question existing rules
of the game and the repertories of state action" (Ikenberry, Lake, & Mastanduno,
1988, p. 234).
Dramatic events call into question the constitutive rules of the game, the standard
appropriate procedures and practices (Florini, 1996, p. 378). In Kuhn’s words, an anomaly
turns into a crisis of the problem-solving capacity of an established paradigm. The tools,
techniques and modes of explaining and framing reality become incompatible with the
unfolding events. This allows alternative paradigms to question the explanatory power of
the status quo. "Crises are depicted as a type of collective electroshock therapy that jolts

societies out of the extend modes of thought and gives them new ways of dealing with the

world [...]" (Legro, 2000, p. 263). For example, Thomas Berger argues the pre-World War
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2 paradigm of Prussian militarism became contested after the horrors of World War 2 and
led to the norm of anti-militarism in post-war Germany (Berger, 1996). Shocks produce
norms that aim to include the formula "action X should not be repeated" or prevented.
Another example is the taboo to use nuclear weapons (Tannenwald, 1999). Shocks can
help to "reset" cultural systems of meaning by creating large negative externalities. They
change the conditions for social behavior by rendering once socially "accepted" behavior
unacceptable and thus opening a space for new behavioral standards. Crises and sudden
shocks produce incentives to reevaluate standard procedures and thereby create the window
of opportunity (Kingdon, 2010) for new paradigms to replace the old, dysfunctional
paradigm.

Similarly, Legro (Legro, 2000, pp. 263-266) argues that the collapse of an idea-
system 1s shaped by two factors. First, the fit between social expectations and the shock
event (a paradigm’s explanatory power so to speak) and second, whether the subsequent
outcome is socially desirable (or not). What Legro calls expectations resembles the
procedure of problem solving of a paradigm based on deep core beliefs. If a paradigm did
not conceive the cause of a shock because it had a blind spot, there is a clear mismatch
between a paradigm’s expectation and reality. This questions the problem-solving
legitimacy of a paradigm. The new shock-event must have certain characteristics: if the
event produced a favorable or desirable outcome (sometimes called luck), there is no need
for change. If the shock produces negative effects, like a rise in unemployment or human
suffering, chances are that this discredits the paradigm. From social movements research
we know that movements form around perceived grievances like relative deprivation,
alienation or bad life conditions of minorities (Snow et al., 1986, p. 465). A facilitating
condition for this process is the severeness of the perceived problem. Non-existential
problems will be much harder to mobilize, whereas substantial issues that attract/affect
many people are easier to mobilize. What is important is the congruence between the type
of shock (like a natural disaster), the domain where the shock happens and the features of
the paradigm to deal with the event. A prime example is the reversal of Germany’s nuclear
exit strategy. Initially, the grand coalition wanted to continue to use nuclear energy, thus
reversing the nuclear exit initiated by the previous social-democrat/green coalition. The
Fukushima shock called the conservative idea of continuous use of nuclear energy into
question because it initially framed nuclear energy as safe. The successful mobilization and
counter-framing of the Green party forced the grand-coalition to abandon the continuation

plans. This means that there will be events which a paradigm cannot explain and this
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failure can disrupt the dominant meaning horizon. In sum, a crisis of a paradigm is the
reversal of closure.

As a result, a new dominant meaning horizon can be reconstructed and new meaning
generated, often from the very ground. Policy-entrepreneurs/advocacy coalitions engage in
practices of contestation and shaming of prevalent practices in order to break open the
status quo, to challenge the established paradigm (Finnemore & Sikkink, 1998, p. 897). It
is important to note that shocks are not independent from the social world. A shock is not
an objective entity, but socially constructed knowledge. In other words, the framing of the
shock matters. While an earthquake is indeed shocking and horrific in our cultural
understanding, in other contexts it might be perceived differently, for example as God’s
justified wrath that cleanses the earth from sin. There will be an extensive discursive trail
during shocks when competing advocacy coalitions try to frame the event in their terms.
Advocates of an alternative paradigm will seize the window of opportunity to challenge the
status quo and establish their alternative set of meanings and norms as dominant.

Thus, for change to happen, a viable alternative must exist, a competing paradigm
and a suitable advocacy coalition supporting it (Legro, 2000, p. 254). Key is plausibility
and internal consistency of the new paradigm, as well as a strong supporting base
(advocacy coalition) for it. Another factor is prominence. A paradigm and its norms must
be famous enough in order to reach a wider cultural audience (Florini, 1996, p. 374). The
more influential the entrepreneur, the more likely it is that the norm will receive
prominence. If powerful actors, for example the president himself, follow a norm, they
have more possibilities to promote them actively and chances are that less powerful actors
start to emulate the norms. That is why hegemonic paradigms have greater chances to
diffuse their normative assumptions. Furthermore, the new paradigm should fit (match) the
desires of a target population. It must offer visible benefits or at least appear to be better.
Kuhn would say it must be better at problem solving. Coming from agenda-setting theory,
which tries to answer the question of how and when issues are propelled onto the agenda,
Kingdon argues that within policy subsystems there is a "policy primeval soup" of ideas
and from time to time some ideas are selected in the form of proposals to float on top
(Kingdon, 2003, pp. 116-144). In other words, within a political system a set of already
made policies or preliminary policy ideas exist, which are taken out of the drawer when a
new situation arises. Kingdon argues that new ideas need a problem (event) to propel them
to the status of agenda items. They rely on background participants to the political process

(specialists, lobbyists, academics) which have to be brought to the attention of official
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policymakers. Critical junctures allow an opening of a window of opportunity, lift issues
out of the primeval policy soup and bring new problems to the attention of officials.

This explains why some shocks sometimes do not lead to policy change.!? If no new
paradigm is established, sometimes we can witness a rebounce-effect whereby the old
paradigm survives and gets modified (internal change). Lastly, in the social world there is,
at least theoretically, the possibility of rebouncing of core ideas of a paradigm. This
concept could be called a renaissance of thought (which is rather seldom in the scientific
world). Some key ideas of a previous paradigm (for example Franklin D. Roosevelts social
policy "New Deal") might become popular again and can become implemented in present
day politics.

In sum, paradigm change is a function of, 1) the failure of a paradigm, 2) the social
construction of the shock in discourse and 3) the presence of a competing paradigm. Only
if an event’s consequences do not match with a paradigm's expectations, it produces
pressure for collective reflection, especially if the failure is unexpected. Based on social
psychology, Legro argues that unexpected failure is likely to produce paradigmatic
innovation because "people are more sensitive to losing something they expect than
gaining something they did not expect" (Legro, 2000, p. 263). This could be observed
during the financial crisis of 2007/2008 were a crisis (event) that was not (completely)
expected by the dominant paradigm (mismatch between expectation and event) led to the
adoption of new banking regulating laws. Interestingly, the crisis was not severe enough to
seriously call into question the logic of neoliberal capitalism itself. Reversely, unexpected
gain does not draw critical attention because nothing bad happened. If failure is expected
by a paradigm, meaning expectations and the actual event match, paradigm change is

unlikely because defenders of the dominant orthodoxy will reframe the event in their favor.

2.2.5 Norm Regression and Dark Norms

This chapter is meant to address the initial critique of norm-research and to add a final
piece of the theoretical puzzle before the theoretical mechanism for norm and paradigm
change is presented. The question is how do we address norms that prescribe standards of
appropriate behavior, but which are not necessarily morally good or deontological.
Finnemore and Sikkink (Finnemore & Sikkink, 2001, p. 404) argue in their assessment of
constructivism that past discourse on nationalism, xenophobia or slavery constructed and

reified different identities and norms (white master versus black slave) and defined

12 Shocks may be necessary but not sufficient to change. A shock can be a trigger event, for change but a
trigger might not necessarily be a shock. While shocks can "reset" cultural meaning systems, mere trigger
events only lead to the adaption or reconfiguration of existing systems of meaning.
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appropriate behavior for these identities. It was appropriate for the master to possess
humans, to give orders and to punish them if they were disobedient or simply for
masochistic pleasure. Constructivist scholars would argue that both actor categories had
internalized the norms of their respective social class, as well as the class-structure itself. It
was taken for granted. Since the middle-ages, the concept of serfdom had been the norm
and had been legitimized in discourse on the divine rights of kings (dei grazia). It was thus
a norm that many monarchies of that time shared. The question is: how do we deal with
these kinds of norms?

Critical norm scholars formulate this critique and try to theorize so-called "bad" or
"dark norms" (Heller et al., 2012) as well as negative norm dynamics which they call norm
regression or decay (McKeown, 2009; Engelkamp et al., 2012; Deibert & Crete-Nishihata,
2012; Heller et al., 2012; Heller & Kahl, 2013). These are not ontologically different from
"nice" norms, but stand in opposition to and actively contest them. The dark norm of
serfdom contests the notion of individual autonomy, which is a norm in liberal societies. It
can be argued that they have no deontological dimension in the sense of a moral
obligation. Rather, they contest the very moral oughtness of nice norms. The re-emergence
of torture within the Global War on Terror (GWOT) is one prominent example (Liese,
2009; McKeown, 2009; Sanders, 2012; Williams, 2011). Torture norms are legitimized on
the ground that in the name of national security there must be an exception from the norm
that prohibits torture. If more and more states challenge well-established global norms and
engage in contestation practices (Wiener, 2007), a practice effect could kick in that
delegitimizes anti-torture norms globally. In recent years, there has been a lively debate
about how to conceptualize this "reverse norm dynamic, whereby deeply entrenched
norms, particularly those related to civil and political rights, are challenged and
discursively put under pressure" (Heller & Kahl, 2013, p. 415). The general argument is
that there is not just positive norm diffusion, the global spread of human rights, but also a
reverse process of normative regression (Deibert & Crete-Nishihata, 2012, p. 343) or
normative decay.

According to McKeown, the norm-life-cycle must be completed to include the death
of a norm (McKeown, 2009). It begins by questioning the assumption that internalization
is the end point of Finnemore and Sikkink’s norm life-cycle (Finnemore & Sikkink, 1998).
Internalization is no determinism that leads in a single direction (the internalization of a
norm), because contestation is always possible (as discourse theory assumes). As I have
shown, shocks and trigger moments can initiate the re-contestation of hegemonic norms

and practices. During these moments, actors who have not internalized the norms of the
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dominant paradigms (norm-challengers) begin to question the hegemony or normality of a
paradigm. First, this process is likely to happen internally within the context of a
contesting paradigm, but over time this is likely to spill over into public discourse. If this
creates enough public resonance, the dominant norm can lose salience, first domestically
but possibly over time also internationally. McKeown does not go into great detail here,

but I would argue that the conditional factors for norm-change, outlined in a previous

chapter (see chap. 2.2.4 Explaining Change) also work in the opposite direction. They do
not just explain how a norm can become dominant, but also why other norms fail. This
could trigger a reverse, or negative norm-cascade, if enough global actors emulate this
practice. This effect is especially powerful if former proponents of human rights norms
(norm entrepreneurs or leaders) question the very norms they promote or act inconsistently
with them. This will legitimize norm-breaking behavior by other states, creating a
legitimacy crisis of a norm (Reus-Smit, 2007) which can lead to its death.

The discovery of bad or dark norms is crucial for this thesis. As has been shown,
many studies of dark norms focus on torture and the reversal of human rights norms (for
example refugee and asylum norms). One particular norm that is understudied by IR is the
norm of mass surveillance that also is an offspring of the war on terror. The idea of dark
norms and norm-regression is also important because it is compatible with the idea of

norm-clusters. As I have argued before (see chap. 2.2.1 Discursive Struggles between

Paradigms), norms should not be understood in isolation or without context. Instead we
should focus on norm clusters supporting a norm, and opposing norm clusters from other
paradigms. This holistic perspective allows us to have a more complete picture since the
rise of one norm (dominance) at the same time often coincides with the regression,
marginalization or exclusion of another one. Just as one paradigm gets replaced by another
one, norms replace each other. For this purpose the paradigm concept is well suited, since |
focus not only on one advocacy group with one norm, as many studies do, but on multiple
advocacy coalitions and norms (and their supporting ideas) at once.

How this combined process of norm and paradigm change works will be depicted in

the following chapter, which summarizes the theoretical mechanism presented thus far.

2.2.6 Summary of the Theoretical Mechanism
This chapter introduced a wide array of causal factors that are useful to analyze norm
change and to address the aforementioned critiques and shortcomings of norm-research

(see chap. 2.1.3 Critique of Diffusion Models). The purpose of this chapter is to fuse the
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diverse factors together in order to create a theoretical mechanism that can be used for
process-tracing.

I have argued that norm research has some problems explaining norm-emergence.
Emergence often is a domestic process (Checkel, 1998). In my terms, norm emergence
happens within social groups that I have called advocacy coalitions. Norms emerge out of
repeated problem-solving activities of policy advocates. Problem-solving is the core
function of paradigms that includes the recognition and definition of problems as a first
step. The perception or framing of problems matters because paradigms perceive problems
through their unique lens, from a specific ideational vantage point. The metaphor "If you
have a hammer, every problem looks like a nail" fits nicely. Problem recognition depends
on a paradigm's deep-core beliefs like epistemological and ontological ideas about what
the world is about, what nature is and so forth. In a theoretical sense, problem definitions
are also ideas that pre-structure action. This necessarily implies blind spots of
unrecognized ideas.

After problems are recognized (or not, if they represent a blind spot), the process of
defining the problem follows. Problem definitions are ideas that frame the definition of
goals (what to achieve) and the definition of appropriate techniques or instruments (means
to solve the problems). In the policy field, instruments to solve a problem often include
new policies, but new technologies can serve the same function (as will be shown in the
next chapter, see chap. 2.3 Technological and Normative Change). The key insight is that
the modalities of problem solving define a paradigm. Thus, problems are solved by relying
on more or less the same tool kit. For example, a military paradigm will try to solve most
issues by military means. Over time, this repeated problem-solving practice of paradigm
leads to the creation of standards of appropriate problem solving, which translates into
norms. Theoretically, it is hard to determine the order of causation: whether norms
influence the definition of problems, goals and thus policy or whether the repeated practice
of problem-solving leads to new norms. This is not unexpected when adopting a
discoursive perspective. Krook and True recognize that norms are works—in—progress and
that process rather than stability is the default condition (Krook & True, 2012, p. 104).
There is a relationship between norms and ideas and often it is difficult to separate them.
Probably it is a circular process (Jepperson et al., 1996). The modalities of problem
solving, over a longer time frame, become internalized and thus unquestioned standards of
behavior for paradigm advocates. These norms are tightly woven together with the ideas of

a paradigm. Paradigms are idea- and norm-clusters.
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Paradigms also include a social process. The social component is quite important because
paradigms require social actors and advocates. At first, these norms of a paradigm are only
valid or meaningful for the advocates or carriers of the paradigm. Norms and ideas are
transported, carried or reified by actors that become socialized into norm followers. The
socialization of new advocates that follow the paradigm is quite crucial. In science, this
includes the process of university education and degrees. In the social world, this includes
institutions and career-tracks or even party-politics. This implies that paradigms can
become institutionalized in organizations and social institutions like political parties,
bureaucracies, the military, user-groups of technology and any kind of advocacy coalition
aiming for political change (like NGOs or transnational networks). Norm-research calls
these "hub-platforms" or arenas (Keck & Sikkink, 1994). Institutionalization is quite
important to stabilize norms and to objectify them. Institutionalization implies the creation
of carrier texts that transport the ideas of a paradigm. Textbooks in science and political
documents like doctrines or manifestos can serve this function. This is in line with Kowert
and Legro who argue that norm emergence results from the patterned interaction of actors
and their environment, and social processes in groups such as common heritage, language
or network structure which might increase chances for norm diffusion in smaller groups
(Kowert & Legro, 1996, p. 470).

The important insight is that it makes no sense to observe paradigms in isolation.
Paradigms and their advocates are assumed to stand in competition with each other. Kuhn
argued that paradigms are often incommensurable, meaning they perceive the same social
reality in completely different ways, thus identify different problems and adhere to
different ideas and norms. A material object or a social phenomenon like a policy or shock
event means completely different things for the paradigms, because their idea and norm-
network produces different meanings. At the same time, paradigm advocates engage in the
constant process of meaning construction. The assumed goal of this inter-paradigmatic
struggle is the hegemony of meaning: the ideas and norms of one particular paradigm
should become the general meaning horizon for everyone. Paradigm advocates, especially
within the political sphere, try to alter discourse and to produce change. Their aim is to
reach discursive dominance or hegemony. This inter-paradigm dynamic is important for
norm-diffusion both domestically, but also globally.

I assume three different ways how paradigm advocates try to make meaning dominant:
by the construction of paradigm-infused policies, via rhetorical framing and argumentation
in discourses and via technological artifacts (which will be introduced in the next chapter).

These are often interrelated processes. I have described in high detail how the problem-,
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goal- and instrument-definitions infuse policies which, especially in the political sphere,
are accompanied by framing efforts to legitimize policies. I argue that we can expect a
congruence between a paradigms ideas and norms, its policies and the technological
artifacts it engages with.

Whether the construction of social meaning and norm-diffusion are successful depends
on a series of conditional factors such as the credibility, centrality, commensurability,
narrative fidelity and hegemonic nature of frames and discursive articulations. Other
factors are the nature of the policy subsystem in which this struggle takes place, whether it
is pre-structured or not and whether norm-advocates are in a power position or not. |
argued that paradigm advocates are not just transnational human rights networks but can be
found at all level of politics, from presidents to military generals. The closer they are to the
center of power, the higher the chances for successful norm diffusion. Other factors like
timing and windows of opportunity also should be considered. I have argued that once a
paradigm is in a dominant or hegemonic position, the power of the status quo and path-
dependency might further stabilize it. Path-dependency also implies an early-mover
advantage because new issue fields and nascent policy-subsystems are fertile grounds for
new paradigms because there are no structuration or lock-in effects (no standards of
appropriate behavior, so to speak).

If a paradigm reaches discursive hegemony, closure kicks in. This means that the
meaning articulation and contestation stops and a temporary common-sense is achieved.
Most, but probably not all of society perceive issues through the lens of the dominant
paradigm. The general discourse will adopt frames, problem definitions and norms of the
particular paradigm. The language of the overall discourse and that of a paradigm are in
congruence. The ideas of a paradigm become a general frame of reference, naturalized and
objectified, as if they were not contingent anymore. This implies power, because all
alternative meanings and frames of reference become excluded or marginalized. Once
closure kicks in, it is hard to change.

Trigger events are often important conditions to introduce change. I have introduced
different degrees of change, from internal or incremental change where the components of
a paradigm are altered to different degrees to match new social reality. The adjustment of
policy goals and their settings is a rather normal and constant mode of change in politics.
With these degrees of change, the dominant paradigm can maintain its hegemonic position.
Another normal mode of paradigm and norm change happens when a new government
enters office that promotes a competing paradigm. Of course, changes of dominant ideas

and norms happens over longer periods of time with some temporal lag and not just in time
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with the regime change. Due to the narrative description of change the reader might get the
impression that idea, norm or paradigm change happens quickly, immediately after shocks
for example. In empirical reality, ideas and paradigms change slowly and it often takes
decades to realize this (Jacobs, 2014, p. 57).

But from time to time, social phenomena appear that present themselves as an
anomaly for a paradigm. Certain social phenomena irritate it because they do not fit to its
expectations and are incongruent with its ideas and norms. I called these severe events
shocks and they must have certain characteristics to induce paradigm change. The shock
must call into question the core premises and problem-solving modalities of a paradigm.
This is the case whether the problematic event developed out of blind spots (and thus its
advocates could not anticipate it). There must be a mismatch of expectations between a
paradigm and the features of this shock. If these events call into question the core
premises, they can become an existential crisis for a paradigm. If this is the case, we can
expect to see an inner-paradigmatic discourse about how to deal with this new reality,
which might include ontological and epistemological debates.

Another important condition is the existence of an alternative paradigm that can
challenge the dominant one. If the alternative can mobilize support and frame the event
accordingly, it can replace the old one. This would be an instance of paradigm change.
Hegemonic change, i.e. the change of ideas and norms in a political discourse normally is a
slower process that often follows a paradigm change. The important premise of this thesis
is that a paradigm change represents an instance of norm-change but of course norms can
also change without the change of dominant paradigms.

The following graphic summarizes the process depicted in this chapter.
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Figure 4. Paradigm change (own diagram)
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The figure should be read like a flow-chart from left to right. On the left, we see the
discursive struggle between different paradigms, indicated by different colors, which
engage in framing of a trigger event (or any social phenomenon). If a shock occurs, there
are two possible causal pathways. In one instance, the orange paradigm adapts to the
trigger event which leads to incremental change. The orange paradigm remains the
dominant one (indicated by the color). If the shock represents an anomaly for the orange
paradigm, and the green one uses the window of opportunity, it can induce external
change. The green one replaces the orange paradigm, indicated by the color transition.
Note that I will use a similar color coding through the entire thesis. Color transitions
always mean the change of paradigm, ideas or norms.

If a challenger paradigm replaces an old one, an instance of norm-decay or regression
might be observed. The norms promoted by the old paradigm can die out if they are not
maintained and advocated anymore. Thus, the norm life-cycle only make sense if we
broaden the scope to analyze the dynamics of competing norms promoted by competing
paradigms.

This ideal-typical process plays out over time and is discursive from beginning to
end. There are of course feedback loops that alter core paradigmatic beliefs. It is not
necessarily a linear process. This process only becomes visible if one extends the analysis
period beyond snap-shot studies and opens the analysis for competing norms and

paradigms, which stand in opposition. The following graphic visualizes the process of
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norm and paradigm diffusion (which I use interchangeably for now) I have described in

this chapter by amending the life-cycle.
Figure 5. Diffusion of Norms (own diagram)
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It describes the life-paths of two competing norms that are carried by two competing
paradigms. It shows the salience or the adaptation of a norm by several actors. During the
emergence stage, a norm has a low salience (of only a few actors in one advocacy group)
until it reaches a tipping point of followers. The process leading to this point is discursive
and can be explained with the concepts I have introduced. If successful, this leads to a self-
reinforcing feedback loop (like in path dependency), resulting in a peak: the maximum
diffusion is reached. This need not represent a 100% of all actors or state adopting a norm.
Because different norms stand in opposition, the success of norm 1 results in the loss of
appeal for norm 2. As long as some degree of support remains, norm 2 will not die out. It
is simply not dominant or influential, which might change over time.

Now, traditional norm-life-cycles assume that norm 1 is internalized after the peak
(turning into norm 1’), maintaining a high salience but becoming taken for granted. But as
McKeown and others argue this is just one possible path not a determined process. Norms
are neither static nor stable. Shock moments or gradual degradation might lead to a norm
erosion (the reduction of followers). If the shock moment is in line with the expectation of
norm 2 but unexpected for norm 1, the latter might lose salience. This is a window of
opportunity for norm 2 advocates to contest norm 1, to establish its chain of significance as
dominant. During this juncture at t7, there is the possibility for a hegemonic change. If this
change is successful, norm 1 is replaced and there is the possibility of norm death.
However, norm 2 is never stable and there might be another contester on the horizon.

The next chapter will introduce concepts that allow for the theorization of norms and

technical artifacts. Since this thesis is about norm diffusion concerning a socio-technical
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system, the Internet, it is necessary to introduce concepts from Science and Technology

studies to IR. These help us to further refine the theories presented thus far.
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2.3 Technological and Normative Change

"Every object tells a story if you know how to read it."”
Henry Ford

While the previous chapter talked about the social construction of social norms, it is now
necessary to talk about the construction of matter. Anthropologists and archeologists
understand better than political scientists that technological artifacts are carriers of culture,
ideas and norms. A technological artifacts is "a discrete material object, consciously
produced or transformed by human activity, under the influence of the physical and/or
cultural environment" (Suchman, 2003, p. 98). It can be argued that artifacts and culture
can be examined with the same theoretical frameworks (Scott, 2008, p. 84). The aim of the
overall chapter is to analyze the relationship between technology and social behavior,
meaning and the development of social norms. This is done by arguing that technology is
not separated from the social world bur rather embedded in it. The relationship of
technology and the social world is one of reciprocal influence. What technology is and
how we perceive it is a matter of meaning construction in discourses. I argue that the
mechanism for social construction of norms and identity is similar to the development of
technological construction. Additionally, already existing norms have an influence on the
goal orientation that underlies technological construction. The paradigms of the inventors
matter in creating technology. Their paradigms become embedded in technological
artifacts and thus become mediated by them. As a result, the use of technology recreates

the embedded norms, but sometimes also creates new ones.

2.3.1 Theorizing Technology: Traditional Approaches

Most people hold a commonsensical definition or narrative of technology that sees
technological development as a linear reaction to human need (HauBling, 2014, p. 115). In
this narrative, the necessity to survive against hostile nature drives technological invention
of better tools. Nature and the artificial (technology) are seen as oppositional concepts.
Technology is essentially seen as neutral and instrumental to human conduct. Artifacts are
desocialized, which means that the social side (like power components, norms) is reduced
to its (more or less) obvious function (Pfaffenberger, 1992b, pp. 494-497). Instrumentalists
often claim that technology is value-free or neutral. An example is the argument "guns
don’t kill people, but people do". Human agency gives technology its determination (to
kill) and thus is the main driver for social change. A hammer can be a means of
construction or a means of warfare, depending on the usage. Likewise, disasters or

accidents "result from faulty design or control, or from faulty operation, not from anything
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inherent in the technology itself" (Tiles & Oberdiek, 1995, p. 16). Technology is seen as
something distinct from the social world. Instrumentalists, too, decontextualize and
dehistoricize artifacts which obstruct studying the historical development and their social
embeddedness.

After screening the most important IR literature, Herrera argues that technology is
either overlooked and treated as an "ad hoc exogenous variable — an unseen force"
(Herrera, 2003, p. 566) or, especially in theories with a materialist ontology and rationalist
epistemology (IR realism and neo-liberal institutionalist theories), treated as a
deterministic force. For example, Kenneth Waltz argued in his "Theory of International
Politics" that new military technologies increase military power of actors in the
international system (Waltz, 1979, pp. 127-128). Technological development generates
(external) pressures, because it alters the distribution of power and thus forces other states
to adapt. If state A develops intercontinental ballistic missiles, state B has to develop a
similar technology to catch up and to adapt to the new situation (arms race & security
dilemma).!3 Technological determinist theories argue that technology is the independent
variable that causally effects the social world in terms of security, global order or the
nature of warfare. Especially in IR-realism we often find a pessimistic version of
determinism that states that technology is out of human control and that it produces
negative (and often unintended) effects in the social world, for example alienation,
enslavement or security dilemmas. Technology is seen as something outside the social
world, out of control of human agency. Once the genie is out of the bottle — nuclear
technology as the prime example — it will spread and determine world order. For example
it is often agued that the strategy of mutually assured destruction (that dominated the Cold
War and held whole populations as hostages), is a direct result of the structural logic of
nuclear ballistic missiles (Potter, 1978).

The opposite of pessimism is technological optimism, as can be seen with Robert
Keohane, who argues that interdependence between actors increases with the emergence of
new information technology (Keohane, 1979, pp. 85-109). Technological optimists assume
that technology causes positive changes within the social world. Advances in medicine
increase life expectancy and so forth. An extreme version of this can be called utopism,

where technology alters human conduct to the better, like for example in Star Trek.

13 Sociologists call this "technological push" and it is assumed that technological change is based on supply
and not on demand for technology, which normally emerges later (HauB3ling, 2010, p. 626). The opposite
concept is "demand pull", where customer articulate demands for a problem solution and mobile
development efforts.
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In optimist and pessimist versions of determinism, technological development is seen
as a succession of steps that serve a single rationale (McCarthy, 2013, p. 473). The
endogenous rationale of a technology determines the social world. In this perspective,
nuclear weapons include a certain rationale (an essence or a metaphorical ghost in the
machine) which automatically leads to specific social outcomes, for example the logic of
nuclear deterrence. There is an implicit teleological assumption included. Technology
seems to develop in a single linear, incremental process, from bows, to canons, to rifles, to
nuclear missiles and so forth — a certain development will result in a distinct outcome,
either instantaneously or over time. At the core of the teleological argument is a /ogic of
reflexive technization — problems created by technology (or humans) are believed to be
solved by more and better technology (Weyer, 2008, pp. 11-14). For example, a new
weapon (missiles) might be countered with a new defensive (missile shield). This creates
technological pushes and thereby an infinite progress. The role of human agency is
negligible. "It is all about the object [...]" which is the reason why this school of thought is
sometimes called "anti-humanist" (Matthewman, 2011, p. 15).

Both determinism and instrumentalism assume that technology exists independent of
any social context, and therefore is free from any social predisposition. Based on this
perspective, technology is discovered. 1t is like finding an uninhabited island that was there
all along, we just did not see it yet. A technological discovery just "pops" into existence.
Innovations are independent from social relations and historical context. This is a
somewhat pre-Kuhnian understanding of science and technology (McCarthy, 2013, p.
474). Both determinists and instrumentalists fail to recognize that technology is embedded
in social structures which influence its development and use. Technologies are developed
with a usage scenario in mind and are not just discovered. Some types of guns are designed
for more efficient killing. The social shaping of technology during development, usage in
different contexts and discourse is relevant and needs to be considered (Williams & Edge,
1996).

I will argue for a social shaping perspective that is compatible with IR
constructivism. Here, it is argued that technology and the social world cannot be separated
—technology is social through and through and not exogenous. Social determinism
reverses the causal argument — the social determination shapes the design and use of the
technology and thereby can control its effects. This perspective assumes neither an
autonomy of technological development nor an existence independent from the social
world. From this perspective, technology is always value laden and therefore cannot be

neutral at all. Additionally, some technology intentionally was developed with power
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projection and social exclusion in mind. Jeremy Bentham’s circular prison (panopticon), as
theorized by Michel Foucault, was intentionally designed as an automated power-
projection apparatus that acted on those it sheltered (Foucault, 1979, pp. 195-231). The
inmates in this circular prison are under constant surveillance, which aims at altering their
behavior to automated norm-following.

Material artifacts and architecture are not just social, they are political and can
express or even act out power. It is important to study not just the technical artifact, but
also the designer and the design process. Constructivists claim to open the black-box of
technical development to analyze the construction process that is socially determined by
the intentions, paradigms, biases and norms of the inventors, which is why this is a more
humanist perspective with a focus on human agency (Matthewman, 2011, p. 15). Social
norms play a role during construction usage and discourses on technology, which is why
this is compatible with the theories presented so far. However, on the extreme end, social
determinism can tend to forget the technical artifact altogether because it focuses only on
the social construction of technology. In some studies, materiality is a residue and all that
matters is the form of an artifact. Bruno Latour argues against this perspective because it
forgets the "things of things" (Latour, 2000, p. 112). This needs to be avoided. A social
constructivist perspective on technology often operates with a special definition of

technology, which is introduced in the next chapter.

2.3.2 Defining Technology

In order to grasp the social dynamic of technology we need a wide definition that
recognizes that technology operates at multiple levels — it is not just the technical artifact
and its material components, but also design, use by different actors and general
relationship with the socio-economic context and discourse it is embedded in.'* Hughes’
study on Thomas Edison shows that several factors (economic, political, social, scientific
and technical) must create a seamless web for technological invention like the electrical
light bulb to be successful (Hughes, 1987). The competition between Thomas Edison’s and
Nikola Teslas’s paradigms of electricity and thus competing designs of electrical systems,
called the "war of the currents" (Alternating Current vs. Direct Current), shows the range
of options and choices of alternative pathways a technology can take (McPherson, 2012).

Science and Technology Studies deal with this complexity by adopting a systemic

14 An alternative would be a limited definition of technology that focuses only on physical objects or artifacts.
One of the drawbacks of this limited version is that many technologies now become digital and virtual and
therefore loose their material features (also bio- or nano-technology) (Matthewman, 2011, pp. 9-12).
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perspective, not just focusing on individual artifacts but on socio-technical systems — the
interplay of social and material factors. I will work with this definition in this thesis.

A focus on socio-technical systems is to argue against the thesis of necessity of
invention, because these systems are not inevitable in the sense that they are the only or
best solution to a problem. These systems are sociogenic!’ and should be treated according
to the logic of survival of the fittest — some are successful while other development paths
die out. This perspective abandons the neutrality thesis of technology, which isolates
technology from its social context thus claims that it is value free or without politics
(Winner, 1993). It is also an argument against reductionist arguments like "nuclear
weapons are neither moral nor immoral — they are just piles of chemicals, metals and junk"
(Williams, 1984, p. 100).!¢ While technically true, this is an intentional reduction of
reality. Reductionism tries to artificially (and ideologically) separate technology from its
usage context and how, why and where it developed in the first place. It is a version of
hegemonic articulations. Politicians often use this rhetorical frame to justify the use of an
ambivalent technology like nuclear weapons (Tannenwald, 2005, p. 11) or arms exports,
although it is absolutely clear that nuclear weapons were developed in an enormous war
effort to effectively kill thousands of people in a single strike.

The the relationship between the social and the artifact plays out during different
stages, which will be central for this analysis: First, during the construction and the design
process of the artifact, where the intentions, norms, values and paradigms of the
inventor(s) are crucial. Most technologies are built for a reason, while others are solutions
for unknown problems that, through reframing, become adapted in totally unintended ways
and contexts. Other inventions are accidents that represent blind spots by the designers.
Therefore, we to need include the social context of construction. Critics of the social
shaping perspective argue rightfully that it is not enough to focus just on the construction
because power is exercised while using a technology (Winner, 1993).

Second, the social use of a material object varies. It depends on who uses it, why an
agent uses it, when and where it is used. Most technologies are dual-use, which means that
they can be used for different purposes. The technologies for Uranium-enrichment can be
used for building nuclear weapons or for civil energy. More so, not every agent can use

every technology. Some technologies (such as the Large-Hadron Collider at CERN)

15 Sociogenic means that something is caused by social influences.

16 "Reductionism ignores the intentions, values and social understanding of those who design, develop,
market and control technology; it also overlooks the understanding of users, consumers, beneficiaries,
victims, and those deeply affected by technology whether they are aware of this or not. Finally, this
reductionist temptation has a corollary that only the users of technology are responsible for harm, since all
technologies are inherently without value" (Tiles & Oberdiek, 1995, p. 55).

85



2.3 Technological and Normative Change

require experts while others can be used intuitively by almost everyone. As such, human
agents have different skills for using technology, which can be increased via learning. This
means that there is an exclusion mechanism. The note that different actor (-coalitions)
engage differently with technology is quite important when it is diffuses globally.
Additionally, there are different points in time to consider. When a product becomes
mainstream, its usage might vary from its first prototype, because a wider audience uses
the object in creative and unforeseen manners. The development of usage scenarios are a
matter of cultural norms and habits because they charge technical artifacts with collective
significance, with meaning. As such, technology encourages the development of norms
and is influenced by them as well, because of its social side. The technological object
"automobile" led to the socio-technical system of "traffic" which includes not only cars and
roads but a whole set of social rules, like driving on the right side of the road, stopping at
certain road signs, using a seat belt while driving or even in terms of unregulated
cooperation. When the "right of way" is unclear at a cross-road, drivers engage in sign
language communication to determine who goes first. In these cases social behavior is
coordinated without any rules or sanctions involved. Whoever has driven a car in the the
United Kingdom stumbled upon the problem of driving on the left side of the road, which
represents a major perturbation of appropriate behavior for continental Europeans. Clearly
there are norms at work here. These norms are either included in technological design but
are learned by practice of use.

Third, discourse and talking about technology frames its meaning (Weyer, 2008, p.
40). How a technology is represented and understood in discourse by competing advocacy
coalitions matters. This can be grasped with the theories introduced before. The post-
structuralist theorizing in the chapters before has shown that artifacts get their meaning in
relation to other artifacts and that there is a discourse in place in which meaning is
negotiated. The next step will be to shed a little light on the question how technology has
been theorized by the social sciences before in order to provide the theoretical background

for non-science and technology scholars.

2.3.3 The Politics of Technology Debate

Within Science and Technology Studies it is a conventional wisdom that technological

artifacts have a social or political dimension. This and the following chapters deal with the

question how to conceptualize the relationship between technology and the social.
Langdon Winner started this debate in the 1980s with his famous study "Do Artifacts

have politics?" about the bridge design in New York during the 1930s (Winner, 1980).
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Winner argues that the architect intentionally designed the bridges to prevent lower-class
people, who relied on busses which could not pass underneath them, to enter certain parts
of town. The bridge design acts out politics of exclusion (Joerges, 1997, p. 4). Winner
seems to argue that the technological and social world are distinct entities and that there is
a correspondence between the two (Hutchby, 2001, p. 443). This somewhat positivist
notion assumes that with the help of scientific means, we can discover the true power
essence of the technological artifacts and compare it with an observed outcome. That is
why Grint and Woolgar call Winner’s perspective fechnological essentialism (Grint &
Woolgar, 1997).77

The critique is that intentionality is hard to prove because it requires a clear-cut
causation between an actor’s intention (i.e. the will for social discrimination), a
technological design (a way to covertly achieve discrimination) and intended outcome (that
this technology actually does what it is supposed to do to the target group). Disjunctures
between intent and outcome exist because technologies almost always have multiple
effects depending on the context in which they are used (Matthewman, 2011, p. 79). Even
if we agree that Robert Moses' bridge design was intentionally discriminatory, it does not
follow that this meaning is shared by the target audience (the people of New York). One
can see a low bridge design as discriminatory, as the result of a cost-benefit calculus
(lower bridge with less material = cheaper), erroneous architecture (like the Pisa tower) or
carelessness or as a combination of all of these. Which interpretation is more true and
which was the intent of the designer? Constructivism argues that perception of
technologies is location-based, depending on different cognitive paradigms, a phenomenon

called interpretative flexibility:

"[...] associated with the design and interpretation (use) of technological artifacts;
there is no unique (necessary) way of designing (or interpreting and using)
technology; designs and interpretations (uses) vary across time and between
different groups and cultures" (Woolgar, 1991, p. 30).

The assumption behind interpretative flexibility is that there are by nature different

competing meanings about technology, but only a few become dominant ones. In terms of

17 "The invocation of a causal factor implies that it is possible adequately to describe the key features and
characteristics of the entity in question. But this runs counter to the principle of interpretive flexibility
associated with the social shaping of technology. The construal of a technology as a causal factor seems to
imply that there are definitive, identifiable features and characteristics of that technology, whereas the central
thrust of social shaping is to suggest that such features and characteristics are contingent, that any such
features we would wish to attribute to a technology are the temporary upshot of a series of complex social
(definitional) processes, largely due to the efforts of particular social agencies (groups)" (Grint & Woolgar,
1997, p. 31).
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discourse theory, interpretative flexibility refers to the field of discursivity. This is why the
social shaping perspective is compatible with the IR-constructivist theories outlined in
previous chapters.

This critique leads to the important reconceptualization of technologies as texts
(Woolgar, 1991) that can be written and interpreted. The social side of technology, like all
social phenomena, can be studied as if it were a text, introducing all the problems and

possibilities of hermeneutics into Science and Technology Studies:

"[...] technologies should be treated as 'texts’ which are 'written’ (i.e. configured)
in certain ways by their developers, producers and marketers, and have to be 'read’
(i.e. interpreted) by their users or consumers. The writers of these technology-texts
may seek to impose particular meanings on the artifact, and to constrain the range
of possible interpretations open to users" (Hutchby, 2001, p. 445).

The author of a text can try to put a certain meaning in the text, but whether the reader
recognizes this and in fact is being discriminated against, is a different question. The
agency of actor coalitions who engage in discursive struggle about the initial shaping and
later interpretation of technology are of special interest. That means that technology is
never free of meaning but always embedded in a net of prior knowledge. In sum, the
material and the social side of an artifact cannot be separated but rather, they are one single

thing as the figure shows:

Figure 6. Technical Artifact (own diagram)

technical artifact

material dimension social dimension
s entity, matter - being, esse form, signifier
o design and shape - norms
= material used = preferred meaning
= complexity - usage context modalities
= affordances - constructed subjectivities
- software code (users, admins, providers)

The material dimension means that the entity has a certain design and shape and is
made out of matter that has certain affordances (physical properties). The software code
that underpins software or Internet protocols is also a somewhat material category,

although it blurs the distinction a bit (see chap. 2.3.7 Digital Technology: Software and

Code). The social side, the form or being is interpreted. It includes preferred meanings that

have been established during the construction, social norms of usage and usage context as
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well as subject positions. The next chapter will explain how this social dimension works

exactly.

2.3.4 The Social Construction of Technology and its Critique

As I have shown, IR has an incomplete understanding of technology and particularly IR-
constructivism, with its focus on language, discourse and norms tends to neglect the
material side of world politics. Therefore, I will introduce insights from Science and
Technology studies to complement the IR-constructivist program.

Social Construction of Technology (SCOT) is a hybrid of social constructivism and
sociology of knowledge. It argues that technology is social through and through (Bijker,
Hughes, & Trevor, 1987). SCOT is a reaction to a strong technological determinist
treatment of technology and claims to open the black box of technology, which means a
closer look at the construction of artifacts within certain social contexts. In contrast to
other approaches, it is highly compatible with the theoretical elements I have introduced so
far.!® It helps us understand how norms and technology are intertwined and how paradigms
shape the perception, construction and reconfiguration of artifacts and their socio-technical
systems over time. It also helps us study the diffusion of technology and norms embedded
in them. However, due to legitimate critique on the SCOT program, I will amend this very
framework.

SCOT rejects many basic and commonsensical assumptions about technology, for
example that its development is a linear process driven by an internal (necessity) or
external logic (demand-pull or technological push). SCOT is highly influenced by Thomas
Kuhn’s work on paradigms. The history of technology creates the illusion of a linear
development because forking paths and dead-ends do not make it into history books. Pinch
and Bijker argue with Kuhn that technology should be the explanandum and not the
explanans which is taken for granted (Bijker et al., 1987, p. 24). Technology is
conceptualized, planned and innovated by an interplay of competing human agents and not

simply discovered. What technology is and what it means is the result of a discursive

18 For readers coming from an IR background, HiuBling (HduBling, 2014) gives a splendid introduction to
various research programs within STS. Technic-determinist approaches (Jaques Ellul) are incompatible with
the constructivist underpinnings of this thesis. Other viable approaches would have been a system-theory
inspired perspective (Niklas Luhmann), which was not chosen due to its internal complexity and empirical
challenges. Cultural studies (Lewis Mumford) offer valuable insights, but have a different macro-focus.
Finally, there is Bruno Latour’s Actor Network Theory (Latour, 2005b). Although I agree with many of
ANT’s insights, for example that technology acts as an actant or the rejection of linear development models,
epistemologically this social theory is not really compatible with the frameworks I have offered so far. ANT
is (in)famous for abandoning major concepts of sociology like the micro-macro or agent-structure dichotomy
(Latour, 1996). Also, ANT is challenging methodologically, focusing on meaning construction in process,
which is not possible for past inventions or places with access restrictions (Latour, 2005a).
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struggle of different actors with diverging sets of meanings and expectations (paradigms)
which help agents to "make sense of the artifact and the particular problems they face with
it" (Bijker et al., 1987, p. 37). Because of interpretative flexibility, social groups have
different interpretations about the meaning of technology and "the meanings given by a
relevant social group actually constitute/s] the artifact" (Bijker, 1995, p. 77).

Pinch and Bijker illustrate this process of social construction in their study on the
different developing paths of the modern bicycle. They ask how the dominant design of
bicycles changed from large front-wheelers (called Penny-farthing) to a design with equal-
sized, air-pressured tires (which is much safer and more comfortable). Between 1818,
when the first two-wheel Draisienne was patented, and 1870 two competing designs were
developed, which initiated a discourse on bicycles. The Penny-farthing was predominantly
used and advocated by upper-class males ("dandies") to show off their skills in public
parks as a form of entertainment. It could be argued that their use was similar to modern-
day skateboards. The competing design was the equal-size bicycle which was more useful
in a working-class context (transport) and could be used by women as well. Large front-
wheelers were incompatible with the female dress-code of the time. The Penny-farthing
excluded women because of its technological design and influenced norms that it was
inappropriate for "ladies" to ride a bicycle (Bijker et al., 1987, pp. 17-50). Because it had
several advantages and could be used by more diverse user groups, the air-pressure design
became hegemonic in discourse and reached closure, so hegemonic in fact that this design
of the bike is still dominant today. Closure in STS means that interpretative flexibility ends
and a technological artifact gets a stable identity, a dominant design and usage modality. A
dominant design refers to a kind of production standard, a way to produce things. While in
the early stages of technological development, often there is no standard and
experimentation by competing manufacturers goes on and over time one design will
become dominant. A certain development path gets locked-in.

For SCOT, social equals technical construction. Different social groups (engineers,
sport-enthusiasts, dandies, workers, women) engage in articulatory practices that aim to
reduce interpretative flexibility of artifacts by fixing the meaning of technology. At the
same time, the artifact constitutes or reimburses social identity, for example that of upper-
class dandies or that of women as fragile as well as norms guiding the appropriate behavior
of these identities. Pinch and Bijker explain the process of stabilization of meaning with
the concept of technological frames that define problems, problem-solving strategies,
theories, tacit knowledge, testing procedures, design methods, user practices, and

exemplary artifacts (Matthewman, 2011, pp. 95-96).
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"A technological frame structures the interactions among the members of a relevant
social group and shapes their thinking and acting. It is similar to Kuhn’s concept of
"paradigm" with one important difference: "technological frame" is a concept to be
applied to all kinds of relevant social groups, while "paradigm" was exclusively
intended for scientific communities. A technological frame is built up when
interaction "around" an artifact begins. In this way, the existing practices does
guide future practice, though without logical determination. The cyclical movement
thus becomes artifact — technological frame — relevant social group — new
artifact — new technological frame — new relevant social group — etc" (Bijker,
2008, p. 685).

Here, we can see similarities between the theoretical debates of advocacy coalitions
and their competing paradigms within STS. Technological and political frames share the
same logic and the same function, but deal with different problems. If technologies are
treated as text, we can adopt all the theories that have been discussed so far. Furthermore,
it can be assumed that the logic of paradigm change works according to the same
parameters. Thus the argument is that different advocacy coalitions hold different
paradigms that shape their interpretation of a technology (technological frame). Paradigms
are in a discursive struggle, trying to attach their preferred meaning to an artifact by trying
to convince their competitors in discourse with help of the social framing strategies

discussed earlier (see chap. 2.2.1 Discursive Struggles between Paradigms).

Figure 7. Social Construction of Technology (own diagram)

Discourse
[
Paradigm A framing Paradigm B
interpretation
technical artifact
material dimension social dimension
= entity, matter - being, esse form, signifier
= design and shape = norms
o material used o preferred meaning
= complexity - usage context modalities
= affordances - constructed subjectivities
\ - software code (users, admins, providers) /’

According to SCOT, this means that there is no essence, no ghost in the machine that
makes some artifacts automatically and objectively political. Rather, technological artifacts

can become politicized in certain contexts, depending on cultural and societal elements. A
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simple shoe for example does not seem to be that political in Western countries. However,
it can become political in the Middle East when it is thrown at political leaders. This points
us to the idea that the political qualities of technical artifacts are a function of several
elements: the goal oriented construction and the values underlying the invention, the
technical realization of the product (problem solving), the meaning construction and
discourse around the object and the intended and actual use by users in certain contexts
and practices. All these elements will be analyzed in the following chapters and also
structure the empirical part of this thesis.

Constructivism is not without its critics. One of the big problems of the concept of
interpretative flexibility is to decide when it stops. Even though the bicycle is a relatively
stable, locked-in concept now (with two rubber wheels and a metal frame), the design is
still contested by bike-enthusiasts because there have been further developments (new
materials, new braking systems, new suspension forks etc.) or even new bike-designs (like
recumbent bicycles). It is always somewhat arbitrary to set a point in time and declare a
meaning and a technological design is temporally fixed and taken for granted. This
problem is increased with digital technologies, which will be introduced a little bit later

(see chap. 2.3.7 Digital Technology: Software and Code). Digital artifacts have no fixed

material structure because they can be updated and modified relatively easily. There is no
apparent solution to this problem and therefore the researcher is responsible to make
his/her decision about closure moments as transparent as possible.

Geoffrey Herrera argues that constructivist approaches focus only on the emergence of
technologies, but not on their effects or political implications after they have left the
workshop (Herrera, 2003, p. 573). Similarly, Langdon Winner criticizes SCOT by saying it
neglects the marginalizing and power effects that technology can have (Winner, 1993).
This criticism is valid and I am sympathetic towards it, but it is not a critique of the
constructivist logic and epistemology per se, but rather of its political implications. The
problem can be solved easily with modified research designs, not just by looking at
technological emergence, but also use and diffusion, as I will outline in the next chapter. In
IR, critical constructivists already addressed this issue by pointing to power effects of
social constructions, aiming to deconstruct taken-for-granted meanings in order to
emancipate (Collective, 2006).

A general critique against constructivism is the relativism argument claiming that
anything goes, as long as it is socially constructed (Herrera, 2003). In this view, a nuclear
weapon can have any meaning, from being peacemaker to a weapon of mass destruction. I

have addressed this critique earlier (see chap. 2.2.1 Discursive Struggles between
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Paradigms). A similar critique is offered by proponents of the Actor-Network-Theory
which argue that there is an overdetermination of the social and neglect of the "thingness
of things" (Latour, 2000, p. 112). SCOT tends to favor the social over the hard material of

artifacts.

"At the extreme end of social constructionism (what we could call social
determinism) material artifacts are forgotten altogether. Everything focuses on the
social. The functionality and physicality of technologies disappears. Materiality is
relegated to a residual category. Technologies are merely social constructions. This
means that they exert no agency of their own, they have no effects. Their
significance is only symbolic" (Matthewman, 2011, p. 18).

We should take Latour’s criticism seriously and avoid the extreme notions of social-
determinism and focus on the "thingness of things", the material artifact itself. The
material structure of artifacts has some influence on the possibilities of meaning
construction in discourse, as well on norms that develop out of using that technology.
Some artifacts simply cannot be used for certain things because of their material
properties. A hammer simply cannot have the function of an electron-microscope. This
means that artifacts have different probabilities for meaning attachment. The artifact itself
limits the interpretative flexibility. This means that in contrast to social determinism, the
causality can go in both directions — the social determines the technical but in that process,
there is a feedback loop from the technical to the social.!® Verbeek calls this co-shaping
between the social and technology: "What humans are and what their world is receive their
form by artifactual mediation. Mediation does not simply take place between a subject and
an object, but rather co-shapes subjectivity and objectivity" (Verbeek, 2005, p. 130). The
invention of the railroad illustrates the cognitive shaping capacity. Verbeek argues that
train traveling altered the perception of the landscape (distance itself) and also time,
because suddenly it was possible to bridge long distances in short time which had never
been possible before. Suddenly, time became more important, because trains needed
precise schedules and standardized times. This co-shaping perspective is important because
it assumes that new ideas, norms or paradigms develop out of using a new technology.
Thus, paradigms do not always determine the interpretation of a technology but technology

often leads to new paradigms. Galilei’s invention of a new telescope for example provided,

19 This problem is similar to the structure-agency debate in IR (Wendt, 1987) and sociology (Emirbayer &
Mische, 1998). Anthony Gidden’s concept of structuration also is helpful because he theorized the bi-
directional nature of the structure and agency (Giddens, 1984). The advantage of STS is that it deals with
tangible things like material culture. Whereas constructivism in IR often deals with ideational things that
cannot be touched and thus, theoretically are more open to interpretation. This means that IR does not only
benefit from imports from STS, but also vice versa.
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for the first time, the empirical data to validate the heliocentric paradigm proposed by
Copernicus.

To study the probability of certain interpretations, Gibson imported the socio-
psychological concept of affordances to STS, which is used to describe the limitation of
interpretative flexibility (Gibson, 1979). Affordances are defined as "functional and
relational aspects which frame, while not determining, the possibilities for agent action in
relation to an object" (Hutchby, 2001, p. 444). Affordances are a perceived property of a
technical artifact that gives clues towards its use. This means that in the case of constructed
matter, technological artifacts have a preferred reading built into them. This is not to be
confused with determinism or essentialism, but rather a matter of probability which is
affected by an objects' material features. Affordances do not change relative to the position
of the observer. The edibility of a substance does not depend on hunger. Eating the wrong
fruit can kill a human, independent of social constructions. Thus, Hutchby argues that there
are some material effects that cannot be talked away: "the fact that a bullet fired from a gun
has effects on flesh and bone that are intrinsic to the gun and bullet, and cannot be altered
by social constructions" (Hutchby, 2001, p. 447). A bullet-firing mechanism has
destructive properties per design and therefore it is very likely that humans will interpret a
gun as killing device rather than a means of telecommunication (although a sound-based
signal system is conceivable). If this was not the case, archeologists would not be able to
determine the probable use of material artifacts they dig out. This does not mean that this is
the only possible interpretation.

Another element that reduces interpretative flexibility is the concept of utility.
Artifacts are designed to do things more efficiently and better. They might aim at
maximizing utility. It is theoretically possible that I can use a fork to eat soup, but it is
highly inefficient. A spoon does a better job. Therefore, it is more likely that a spoon is
used for eating soup (which is a result of its design). Design delimits possibilities of action
and interpretative flexibility. Interestingly, the word derives from the latin "designare"
which means to signify, which is in line with Saussurean linguistics introduced earlier (see

chap. 2.2.1 Discursive Struggles between Paradigms). I use the Oxford english dictionary

definition of design: "A plan or drawing produced to show the look and function or
workings of a building, garment, or other object before it is made" (Oxford English
Dictionary, 2017). Design is not understood as the way something looks, but rather how it
works. It refers to functionality as well. But the design process is just the first step. The
second step is made by the user. According to Hutchby, this works similar to

conventionally paired actions like invitations and responses: a practice demanding a
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reciprocal action (Hutchby, 2001). He criticizes that the SCOT approach falsely inverts
this relationship — technologies are seen as formless first moves in the sequence and that
the second move, the interpretation defines what the technology is. Rather, we need to look
at both, material properties and the realm of possible readings.

This discussion implicates that it is not enough to look at the process of construction
alone, but do adopt a holistic perspective on technology that includes usage and discourse
as well. We also need to consider the possibility of co-shaping of artifacts while they are in

use. The next chapter introduces a temporal model that accounts for this.

2.3.5 Phase Model of Technological Diffusion
We have already established that technology does not pop into existence out of thin air, it
is not exogenous to social development and it is not teleologically determined. Rather it is
a process where different social, economic, political and technological factors come
together which shape the socio-technological system.

Weyer proposed a multi-tiered model of technological diffusion — from invention to

mainstream diffusion a technology (Weyer et al., 1997, p. 31).

Figure 8. Phase Model of Technology (own diagram)
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This model helps to explain who influences a technology, when and how, both technically

and socially. The construction is carried out over time by changing actors which have
competing visions (paradigms) about technology and who are in a discursive struggle over
dominant technical designs and social meanings. Whereas the SCOT approach mostly
analyzes the first closure moment of technology, this model allows us to theorize later
points in time (the effects of a technology). The model assumes three development periods:

1) emergence/construction, 2) stabilization of a design and a prototype and 3) diffusion to
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the mainstream (market diffusion). At the end of each phase, there is some kind of closure
that has path-dependency effects towards the next phase. Technology diffusion is no
automatic process but social. The model adopts neither social nor technological
determinism (Weyer et al., 1997, p. 34).

The model is based on the investment-cost S-curve?® and includes designers,
marketers and users of a technology. It argues that these matter during the different stages
of technical and social construction. In the early stages, the influence of the designers on
the social meaning construction is higher, but as soon as a technology reaches a mass-
market, the users engage in the construction of meaning and social norms as well. While in
the beginning, there naturally is a limited coalition of users who speak about the artifact,
over time, as mainstream diffusion kicks in, more users will engage with the technology.
This opens up the discursive space and more and different actors will negotiate the
meaning of the artifact and also might establish new usage-scenarios.

It is important to note that during each juncture there is the possibility of failure: a
visionary idea might not be developed. A finished prototype might not make it to the
market because of insufficient start-up capital or socio-economic factors that prevent
success. With each juncture, alternative technical solutions to social problems are
evaluated and a certain design is favored over others. Design A might be adopted and sold
at the market, whereas alternative design B is abandoned or re-modified and re-introduced
in a different context. This is called a forking path of technological design. An alternative
design can become a spin-off project initiating an individual path trajectory. Historically,
the alternative forks are often forgotten (Zeppelins for example are a "forgotten" fork on
the pathway of aviation). Forks are like railroad switches, that changes the direction of the
train (Rueschmeyer, 2008, p. 234). The aforementioned war of the currents between
Nikola Tesla and Thomas Edison is such an example of closure: Edison had the greater
resources and the better support network (including political access) to make (the inferior)
DC-electrical current a standard during the early days of electricity in the United States.
Edison also engaged in the social meaning construction by framing the competitor as an
evil technology that can kill people, utilizing AC to power the first electric chair (King,
2011). The direct current mass-diffused through the market and established a dominant
pathway. DC became the dominant design for electrical currents in the US: Tesla’s AC

current forked and developed on a different path, becoming more dominant in Europe.

20 Tt means that before a technology becomes profitable, it requires initial investment. At some point,
diffusion kicks off and a product becomes profitable. Over time, the product reaches peak diffusion and then
sales decline, until the product disappears, often because it becomes replaced by a successor technology.
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Within the social context of climate change and the need to preserve energy, the AC

current finally replaced DC current, even in the US.

2.3.5.1 Emergence/Construction

This chapter aims to highlight the construction/emergence and design process of
technology and what role paradigms play therein. The first step in technological life-cycles
is the process of invention where the influence of the designer to shape the artifact is at its
highest. An act of construction is never neutral or value free but rather resembles the
cultural features of the context and the personal biases and paradigms of the inventors that
often become embedded in technological artifacts. So why are technologies invented and
constructed in the first place?

Technology often deals with the realization of certain goals (called goal-oriented
construction). Technological devices are designed to perform a function that helps to solve
problems, like survival in a hostile environment. The goals could be manifold, for example
making processes more efficient, more reliable, more precise or even to realize something
in the first place, like flying or traveling to the Moon (H&auBling, 2010, p. 624). This need
not always be rational. Some technologies, like toys, self-deactivating machines or
sculptures are invented for no obvious necessity reasons. Many inventions are solutions
looking for problems, meaning that the inventor does not yet know what practical
implications an invention will have and whether it has any commercial potential. This
sometimes only becomes obvious during the stabilization or diffusion phase.

The invention or construction phase is not a straightforward process from goal to
design, to a working prototype, to market diffusion. Chance is an important factor in every
innovation process and many inventions, like Penicillin, were made by accident. A design
seldom falls from the sky like Isaac Newton’s apple. Rather, often a trial and error process
leads to a design (deductive tinkering). During this conceptual phase, important decisions
are made. What is the nature of the problem (cause) to be solved? Where does it occur, is
there a pattern? The norms and ideas of the designer and the context of invention pre-
structure goal-formation and the appropriate solution strategies to solve the problem, as

was shown before (see chap. 2.2.3 Degrees of Change). Remember that a problem is

defined as such only when there is a social group for which it constitutes a "problem"
(Bijker et al., 1987, p. 30). What actually constitutes a problem worth solving depends on

the inventor’s socialization and world view (or paradigms).
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"Just as artists naturally express their artistic values in their art, so do the makers of
technologies. If, for instance, price is more important than safety in the minds of
the manufacturers, their products will undoubtedly embody that trade-off" (Tiles &
Oberdiek, 1995, p. 46).
Organizational cultures and the structural context of innovation also matter. It makes a
difference whether a technology developed within a military or a civil context. The result
is a core invention, a central idea that represents the identity of the artifact but is not yet
the prototype. According to Weyer, this core consists of two elements, a technical
configuration like a construction principle and a social configuration (Weyer et al., 1997,
p. 37). This is where norms come in.

The technical-instrumental configuration can be called a design or construction
principle that often is only known by the inventors of a product. Therefore, their voice is
important in researching this goal. A design principle could be to make a system as reliable
or as easy to use as possible. To speak in a metaphor — the intention and subjective beliefs
of the initial designer are engraved into his invention; he puts the ghost into the machine
by shaping the object. This is where the technological bias or affordance for certain
practices and values comes from. Of course there are alternative ways of solving the same
problem (again, think AC and DC currents). This means that a design decision always is
the reduction of possibilities, the exclusion of alternative designs. This is similar to
discursive articulations and one might even argue that design is a discursive act. For
example, most tools are developed for right-handed humans, and exclude "lefties". More
so0, a design decision shares the characteristics of an articulation in discourse theory.

The second component is the social configuration or an anticipated arrangement of
relevant actors (both creators and users). Often it is not just one inventor but a social
network of supporters. This means that group dynamics should be researched as well. The
designer(s) anticipate(s) both usage scenarios and potential users as well as the appropriate
roles for the users, as the Penny-farthing example showed (see chap. 2.3.4 The Social

Construction of Technology and its Critique). This is where power components and norms

come in. The design implicates that a technology should be used in a certain way,
implicating norms of practice. Here it becomes clear that during the process of
construction, different actors matter at different points in time. The construction process
according to an integrated functionalist and social constructivist argument looks like the

following figure, which combines insights from the previous theory chapters:
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Figure 9. Relationship of Paradigms and Artifacts (own diagram)
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The designer holds a certain pattern of ideas and norms which I have called paradigms
and which outline the problem an artifact is designed to solve, the technical solution to the
problem (which becomes the design) and the anticipated usage modalities (user
subjectivities) as well as the preferred meaning. During the construction process, this
paradigm becomes embedded into the artifact, more precisely in its social dimension
(matching orange color). The artifact temporally means what the designer intended and
includes the norms he/she envisioned. Often this is a bidirectional process. The artifact can
influence the paradigm, especially because during the next phase, stabilization, where new

ideas are developed.

2.3.5.2 Stabilization

Stabilization is the process from experimentation and tinkering with ideas towards a
working prototype. To be successful, an artifact's usage context must be widened and
therefore, it must be transferred and translated from the workshop to a market of
customers. Inventors often have no business or marketing experience and therefore, much
depends on establishing the right connections to the industry. This is often realized by
cooperation or partnerships, which connects inventors and strategic actors. During the
stabilization phase, the loose and informal inventor network is expanded and often other
actors come in (politics, military, corporations and hardware suppliers), which results in a
recombination of relevant actors and their social structure surrounding the artifact (Weyer
et al., 1997, pp. 40-46).

Resource exchange and bargaining processes between the actors further influences
the design process. Different interested actors debate about the vision and the artifact itself,
which means that there is a discourse within the network about the design and its meaning,
norms and target social context. For example, an artifact that was initially intended for the
consumer market might be interesting for the military, which then demands ruggedization

of the design, making it more robust in combat. This might alter the design and function of
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the artifact again. At some point, central design features are chosen. Although the identity
of the socio-technical core remains the same, certain adaptions and refinements happen in
this stage in order to allow a marketization of a product.

For a successful stabilization several conditional factors matter: 1) the technological
design of a product must be good enough to reach a wider audience. If it is buggy or
unintuitive, it will most likely fail because users will not adopt it. 2) The entrepreneurship
of the company or funders matters. It is a quite complex endeavor to bring a product to
mass production and to distribute it worldwide. There are production, transportation and
marketing costs involved, which often are too high for small start-up companies.
Therefore, their product must convince potential donors as well as a target audience, which
might not be the same. Thus, the initial design of a product comes under scrutiny during
this phase, because if a potential donor demands changes, it alters the technology. 3) The
mainstream must be receptive for a new technology. Sometimes the time is not "ripe", so
timing matters as well as the cultural technological background context. The crucial test is
to see if a product works outside laboratory conditions. Lots of projects never reach the
end of the stabilization phase because of incomplete innovation. If the social network can
successful stabilize the socio-technological core, its stabilization leads to marketing

success and the diffusion to the mainstream begins (Weyer et al., 1997, pp. 40-46).

2.3.5.3 Diffusion to the Mainstream
Diffusion of technology aims at finding or creating a market for the artifact, thus initiating
a demand-pull and a self-sustaining user demand for the new artifact (see chap. 2.3.2

Defining Technology). The problem most technology face is that most users are

conservative: they do not adopt a technology just because it is new. Users need to be
convinced that the technology is useful and better than alternatives. This is often the
function of marketing and discursive framing of a technology. The creation of a usage
vision, narrative and new usage scenarios is key here (Weyer et al., 1997, p. 47). This is
often done with pilot studies or public presentations. This is also a de-contextualization:
the new artifact must be successfully embedded in new usage contexts outside the
workshop and the place of invention. Without a new usage context, technology is less
likely to successfully diffuse. Weyer gives the example of satellites, which were developed
and stabilized in the context of NASA and the military but became adopted by the
television industry which drove the mainstream adoption. The transmission of television

was a new usage context (Weyer et al., 1997, p. 47). This opens up the possibility for the

100



2.3 Technological and Normative Change

creation of new norms as well. The key challenge is that the new artifact must fit to new
contexts and users.

Social embeddedness is a key condition for an artifact's success. It means that the
technology must be compatible with the demand of new impact constituencies, i.e. users.
Another term could be resonance. This is a two-fold process: the technology must offer
new usage scenarios that resonate with a target audience while at the same time being open
for feedback and change based on the user’s input. This means that technology must be
open enough to "listen" to its users in the sense that its design cannot be too radical that
potential users do not know how to use it. This is done by making technology simpler in
use or by framing it in terms of older but familiar technology.?! However, it is often the
case that society adapts to a technology and not vice versa (Weyer et al., 1997, pp. 50-52).

If a technology diffuses successfully it has the chance to become a dominant design
or a quasi-standard. If this is the case, a technology becomes a template for other artifacts
that begin to mimic its functionality, look and feel (isomorphism). How this occurs is hard
to predict by theory. A whole field of innovation studies deals with this question which
cannot be answered in this thesis (Fagerberg, Mowery, & Nelson, 2006).

What can be stated is that when technology is used in the real world, different
unforeseen things can happen because of deviant or unintended use, which can be the
source of new innovation. The wider the audience, the more possible usage scenarios
emerge and the higher the chance for usage variation and deviant use — a criminal will use
a smartphone for his purposes and an academic will use it to enhance his research. This
means that deviant usage scenarios produce new external effects such as threats that
emerge when a large variety of users engages with a product. It can be hypothesized that
the more negatively the impact of a technology is perceived, the more likely a political
reaction becomes. The threat of cyber-crime only became possible because the usage
practices of the average user produce systemic insecurities of computer systems (see chap.

4.4.1 Backeground: Growing Awareness of Computer Insecurity (1967 - 2011)). This will

bring new players like security experts, the police and the military to the discourse. These
new actors will try to alter the course of the technology according to their paradigms and
working logics. Different new advocacy groups like different political parties, economic
actors or security actors such as the military are likely to influence the course of
development. Politicians will adopt new laws aiming to steer or to regulate the

development of this new technology, shaping the social impact it might have. Therefore,

21 The term "horsepower" for example frames the capability of a motor car in reference to the technology it
replaced, i.e. horses.
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we have to include the advocacy coalition framework and the influence of politics at this
stage. I have already outlined how to conceptualize techno-political paradigms and

policies.

2.3.6 Combining the Frameworks

Let’s take a closer look at how the diffusion process adds politics and norms to an artifact
and how these social dynamics between different actors during different stages works. |
will incorporate ideas from Pfaffenberger, who dealt with the normative implications of
technology from an anthropological perspective (Pfaffenberger, 1992a). The advantage of
this theory is that it incorporates the usage dimension of technology as well as the role
norms and discourse play therein. Also, he shares many premises outlined so far, for
example that designers, either intentionally or unintentionally, embed norms in their
artifacts (Pfaffenberger, 1992a, p. 283). Construction for him is both technical and social.
It is not just a technical process but also a discursive one, since these technical features are

discursively legitimized. He gives the example of Ford’s assembly line which:

"[...] was not only a novel and efficient method of assembling automobiles; by
taking control away from the worker and centralizing it in management’s hands, it
also protected American society from the potentially chaotic and disruptive work
force of Southern and Eastern European immigrants by forcing them to accept a
work life of regimented, disciplined docility" (Pfaffenberger, 1992a, p. 283).

He calls this interaction of the technical and the social a "technological drama [...] a
discourse of technological "statements" and "counterstatements" (Pfaffenberger, 1992a, p.
283). This is not a strait linear process but includes three different steps of acts:
technological regularization, technological adjustment, and technological re-constitution.
Technological regularization refers to the design process. During the goal-oriented
construction a design constituency (the designer or a group of them) "creates, appropriates,
or modifies a technological production process, artifact, user activity, or system in such a
way that some of its technical features embody a political aim that is, an intention to alter
the allocation of power, prestige, or wealth in a social formation" (Pfaffenberger, 1992a, p.
285). In other words, technical construction is a bi-directional process in which both
norms and the design alter each other. This socio-technical construction creates subject
identities, the social-configuration, vis-a-vis the object (the user, the administrator, the
dandy etc.) who have different possibilities of influence. It constructs the appropriate usage

modalities of different actors, for example their degree of autonomy. Pfaffenberger
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theorizes a list of different strategies for regularization of which I can name only a few
(Pfaffenberger, 1992a, pp. 291-294).

For example exclusion, where access to the technology and its social context is
denied to persons who are of a certain race, class, gender, or fit into certain achievement
categories (women and the Penny-farthing). Differential incorporation, where technology
is designed in a way that social categories, like stratification, are incorporated (for example
the Volksempfinger radio). Similar is polarization, which means that a spin-off artifact is
created to incorporate class, gender or other categories (think pink guns, marketed for
women). Segregation, where access to an artifact is restricted, for example with a pay-wall
so that poorer users cannot afford all functions and centralization, where user autonomy is
limited by some central administrator or access to artifacts is centralized (like the early
mainframe computers at universities, see chap. 4.2.1 Background: the practice of
computing in the 1950s). Marginalization is a technique where persons of a subordinate
class get inferior versions of an artifact to reinforce status distinctions. In slave societies,
servants often were not allowed to have cushions on their chairs (Pfaffenberger, 1992b, p.
503). With delegation, a technical feature of an artifact is deliberately designed to make up
for presumed moral deficiencies in its users and is actively projected into the social
contexts of use (Pfaffenberger, 1992a, pp. 291-294). Delegators are technical features that
enforce norm compliance and appropriate behavior. The engine of modern cars often does
not start if the seatbelt is not buckled-in.

Pfaffenberger argues that the technological design is not enough to create normative
or power effects, but that these technical features must be "discursively regulated by
surrounding it with symbolic media that mystify and therefore constitute the political aims
[...] the function of which is to regulate social behavior so that the artifact’s political
intentions come to life" (Pfaffenberger, 1992a, p. 294). In other words, there must be a
discourse or a narrative that legitimizes why these delegators are in place and this is what
creates the politics of artifacts. Here, Pfaffenberger comes close to discourse theory (see

chap. 2.2.1 Discursive Struggles between Paradigms). The power-relationship between

those actors and technology is established by what Laclau and Mouffe would call a
hegemonic technology discourse, which excludes alternative meanings and exercises a
certain type of discursive power. Such a technology discourse establishes a dominant way
of understanding artifacts. The social side of artifacts, including their norms of appropriate
use, must be activated, our acted out in discourse. The idea is that social context enacts the
power potential of technology is an anti-essentialist statement — the power essence is not in

the artifact, but results of the interplay of artifact and social context. Norms or power
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intentions might be embedded in artifacts, but they only exist as power potentials and as
such belong to the field of discursivity and are a matter of interpretative flexibility. The
intention of the designer might have been discrimination, but if this discrimination is
actually perceived by impact constituencies (the actual users of technology), is a matter of
context and discourse.

The second phase of the technological drama is called technological adjustment which
represents compensating strategies by the impact constituencies that use a technology
(after or during market diffusion). Adjustment aims at making the implications of
regularization either bearable or to get rid of them. Pfaffenberger theorizes three variants of
adjustment: counter-signification, counter-appropriation and counter-delegation. All these
can be seen as counter-articulations, directed at altering the hegemonic paradigm to
different degrees.

Counter signification can be seen as a normal mode of discursive struggle about
establishing a different meaning. "Counter signification decomposes and rehistoricizes the
meanings embodied in artifact”" (Pfaffenberger, 1992a, p. 300). Basically it is substituting
one discourse for another by establishing a different fixation of meanings. One strategy can
be to undermine moral authority of an artifact, which resembles the idea of injustice frames

from frame-research (see chap. 2.2.2 Framing). Other strategies can include framing,

highlighting contradictions and ambiguities within the hegemonic frame of the designers.
The aim is to unmask the power relations. Pfaffenberger calls these little acts of subversion
counterstatements and they aim to alter the social context that regularization creates
(Pfaffenberger, 1992a, p. 285). Generally speaking they try to contest the hegemonic
discourse (like the efficiency of Ford’s assembly lines) with counter evidence and
reframing (inhuman work conditions). As a result of such strategies, a new technical frame
can emerge, which leads to new problem definitions and solution possibilities. Counter
statements articulate different ideas and normative ideas and bring them together in
networks of meaning. Therefore, counter signification often is the first step in the
establishment of counter-paradigms which reinterpret how technology should be used and
what it means. If social organization is successful, a user network adhering to a certain
paradigm can be the result. Other strategies could include gaining access to the artifact or
system from which they have been excluded and thereby trying to reshape it. Counter
signification stays at the level of text and discourse.

Counter appropriation often includes socio-spatial strategies to gain access to a
technology which is prevented by exclusion strategies. The strategy "involves a

reinterpretation of the dominant discourse in such a way that their access to the technology
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is morally legitimated. It may also involve attempts to acquire and to operate the artifacts"
(Pfaffenberger, 1992a, p. 302). The 1830s "Swing Riots" and acts of political sabotage
could represent hostile attempts of counter appropriaton.?

Counter delegation is particularly interesting for this dissertation because it happens on
the material dimension; it changes the technical design of an artifact to alter regularization
strategies. It includes tricking the aforementioned delegator techniques. In the digital
world, hacking, understood in its original sense as someone who opens up technology to
see and learn how it works, resembles counter delegation. (see chap. 4.2.1 Background:

Hacker-ethic and Technical Optimism (1960s)).

Regularization effects normally require some time to become visible. Adjustment
happens when dissatisfaction with a technological artifact occurs, for example if it does not
work how it should or if its malfunction is so severe that it has a social impact (like
accidents). Therefore, adjustment strategies require problem recognition by impact
constituencies, i.e. the users of a technology. The framing literature has shown that
problem recognition depends on the severeness of the problem (see chap. 2.2.2 Framing).
As such, we can discern two possible outcomes of market-diffusion (see following figure):
either users do not perceive a negative impact from regularization and as such they follow
the usage modalities and intentions that have been laid out in the design. In that case they
act according to the inventor’s logic (they enact the paradigm, depicted in orange) and in
this case, nothing happens. The alternative case is more interesting because it can lead to
technological change. Counter articulations are put forward by impact constituencies, i.e.
deviant users of a technology who resist the regularization embedded in artifacts for
various reasons. Here, the social side and actor perspective becomes central again. It is not
just the designer that has visions about how a technology should be used and what its

functions should be. Users have something to say, too.

22 Pfaffenberger offers the example of women in aviation. The dominant paradigm during the early days of
aviation was male-dominated. It was only appropriate for men to fly and the pilot identity was constructed as
some kind of noble daredevil or "aces" with a certain moral code including bravery and chivalry. This is
because early pilots often came from the nobility (think Baron von Richthofen). When women like Amelia
Earhart started to challenge this, they reframed the discourse of high-risk aviation to something that is safe
enough that women can do it (Pfaffenberger, 1992a, p. 302).
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Figure 10. Technical Adjustment Process (own diagram)
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The figure shows the impact of a technology on its users. If users simply adopt the
artifacts as intended by the designers, they often adapt to the preferred meaning (indicated
in orange). In other words, the norms and ideas embedded in the artifact potentially
resonate with the user. The user affirms, internalizes and potentially reifies these norms. If
this is the case, norm diffusion through technology can be successful.

If a design does not fit the expectations of those who use it (because it is badly
executed) then they will resist the regularization (indicated blue). Thus, deviant users
become a relevant category for analysis. Sometimes they feel patronized by technology,
sometimes they think they can execute functions better than the artifact lets them or they
simply have a certain experimental attitude towards technology. More so, often impact
constituencies of course hold their own paradigms and expectations and there can be
incompatibilities with the hegemonic one. Alternatively, the impact of regularization can
lead to the establishment of a whole new paradigm that is a reaction towards the
hegemonic one, a counter discourse which can result in a social-movement.

Adjustment is a feedback mechanism that aims at reconstituting the technical artifact,
but primarily its social side (its form or signifiers) and not primarily its technological
design (although this is possible). Counter articulations that aim at the technological side

are called technological reconstitution:

"In technological reconstitution, impact constituencies actively reshape
technological production processes or artifacts guided by a self-consciously
"revolutionary" ideology, producing what I call counter artifacts. This ideology is
produced by means of a symbolic inversion called antisignification" (Pfaffenberger,
1992a, p. 304).
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It resembles the category of the other that challenges the design-paradigm, which is at
the same time the very reason why the counter paradigm exists. Several elements come
together here.

Loose networks of deviant users come together to form advocacy coalitions and engage
in a variety of technological changes. One can be the establishment of counter-contexts of
artifact use. As we have seen, designers intend a usage context but it happens that a device
becomes placed into a new context. Another can be the creation of counter-artifacts or the
severe modification of dominant designs. Here the technological cycle begins from the
start. A counter-artifact is a new instance of goal oriented construction. The counter
artifact’s design compensates the regularization effects from the previous one. This is the
very idea of technological development. Counter-artifacts and counter-contexts also tend to
produce new actor categories and subject identities which form in relation to context and
artifact. More so, new actors in different contexts are also the fertile ground for the
development of new ideas, norms and even paradigms. This in turn influences the
discourse, which also evolves. With new artifacts, new regularization strategies and the
reshaping of discourse begin. The new artifact, if it succeeds, has opportunities to become
hegemonic itself. This is the very instance of a change of dominant technological
paradigms and, at the same time, a change of the dominant design. Paradigm change
produces change in technology, which is the very core argument of this dissertation.

The following figure shows that with the impact of an artifact on the market
(mainstream diffusion), new usage modalities begin to emerge. There are those who follow
the logic of the inventor’s paradigm (orange) and those who do not (blue). Deviant users
are important, because they engage in contestation practices in terms of discursive
adjustment, but also in terms of re-constitution, the creation of counter-artifacts (artifact 2).
These counter-artifacts include the perceived problems the group has with the dominant
artifacts and thus resembles their norms and values. Pfaffenberger reminds us that the
reconstitution of an artifact itself is a new form of regularization. Not only is a new
technology constructed, but also new usage visions and power potentials get implemented
in the new technical design, which are inspired by the new paradigm. A new usage context
and new subject positions are constructed at the same time. Also, political values, norms

and technology co-shape during this reconstruction.
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Figure 11. Technical & Political Reconstitution (own diagram)
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At the same time, the reconstituted artifact often includes elements of the old one as
well (indicated by the orange/blue color transition). The same steps of the goal-orientation
process and paradigm formation can be seen here. If all goes well, the new artifact can
reach mainstream diffusion and can itself have an impact on its users. This creates a
forking development from the original paradigm, an alternative development path for a
technology.

In the figure, I have also included the findings from the previous chapters (see chap.
2.2.1 Policy Paradigms). If an artifact reaches mainstream diffusion, often political actors
begin to engage with a technology as well. The struggle between different technical
communities often gets politicized, too, especially when an artifact has political impacts or
if policies try to regulate the technology market. This means that there can be a
correspondence between technical paradigms and political paradigms, or even an entire
assimilation, for example when technical developers or companies engage in the political
process, like forming technical advocacy groups or when technology companies begin
lobbying efforts. So during mainstream diffusion, it is not just designers and users who
engage in the meaning adjustment and technical reconstitution, but also politicians and
political advocacy coalitions. Policy thus could be a fourth way to change the course of a

technology. This will become clearer with software code and law.

2.3.7 Digital Technology: Software and Code
The aim of this chapter is to add the digital component, which is the very basis for
understanding normative change of the object of study: the Internet. It offers, for now, a

basic introduction to what the Internet is. A more detailed description will follow in the
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case study (see chap. 4.1 Engineering the Internet). For now it is sufficient to understand

the Internet technology as a multilayered entity consisting of material and digital or
software elements.

Digital technology transcends dichotomy of matter and form and overcomes many of
the limitations of the material artifacts. Software can be copied and cloned without quality
loss. It can be distributed quickly, constantly changes its form and can get new possibilities
with updates. Furthermore, all these theoretical elements I have discussed so far culminate
in software, as this chapter will make clear. Software programming is also the best
example for why we can treat technical artifacts as texts. Software code is written in a
programming language that has its own grammar and syntax. Software is basically text that
does something (act) and what it does is determined by the code. In computer science, code
is generally understood as a set of instructions or commands that can be executed by a
computer and that is written by a programmer in a programming language (such as Java, C
or C++). Code tells the computer what it should do and how it should use its available
resources in order to produce a result. The result of code can be manifold, but we see the
outcomes on our computer screens, from operating systems to programs, video-games,
software for managing electricity grids, finance or even cyber-attacks. Code limits the
range of possibilities for human interaction with a digital technology and pre-structures
agency. The Internet itself is built on a series of different code elements which govern how
information (for example E-mails) is handled and transmitted around the globe with the
help of physical hardware such as routers and fiber optic cables. In sum, code delimits the
range of possibilities of what humans can do with computers and as such it has various
degrees of power over us, directly and indirectly. This is relevant because code is written,
or man-made by other humans and as such it is never neutral.

Lawrence Lessig was one among the first scholars who theorized about the relevance

of code. In his influential book "Code: And Other Laws of Cyberspace" he argues that:

"Code codifies values, and yet, oddly, most people speak as if code were just a
question of engineering. Or as if code is best left to the market. Or best left
unaddressed by government" (Lessig, 2006, p. 79).

Code is an invisible hand governing the workings of computers and cyberspace, which
is a man-made system of interconnected computers. The arrangements of codes, sometimes
called architecture, define how something works and what can be done with it. For Lessig,
"code is a regulator in cyberspace because it defines the terms upon which cyberspace is

offered" and that the people who live on the Internet are subject to that regulation (Lessig,
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2006, p. 84). But it is not just about regulation but also about values and norms, which are
developed and implemented (and in fact written) in code.?’

Lessig gives two (historical) examples of competing software architectures for
networking that represent and enact completely different paradigms and norms through
programming code. The Chicago Model is a network architecture that does not have any
entry barriers in order to connect. You simply login and you are connected to the
worldwide Internet. No password or registration is required. Access is free and
communication within the network anonymous (that means no data is stored about a
computer’s web surfing history), because it was decided to be this way by the
administrators of the network. Lessig argues that the Chicago network architecture
intentionally reflected the norms of the first amendment and that of a liberal policy
paradigm. The architecture allows anonymity and freedom of information because of an
intentional a policy decision of the universities dean (Lessig, 2006, p. 33). Paradigm-
inspired network policies shaped network architecture and the norms of usage. The free
and open Chicago model, with its respect for the first amendment, was the norm of Internet
networking during the early 1990s, when this technology began to spread worldwide. It
was the default setting how to run a network.

On the other end of the spectrum is the network architecture of Harvard university:

"At Harvard, the rules are different. If you plug your machine into an Ethernet jack
at the Harvard Law School, you will not gain access to the Net. You cannot connect
your machine to the Net at Harvard unless the machine is registered—Ilicensed,
approved, verified. Only members of the university community can register their
machines. Once registered, all interactions with the network are monitored and
identified to a particular machine. To join the network, users have to "sign" a user
agreement. The agreement acknowledges this pervasive practice of monitoring.
Anonymous speech on this network is not permitted—it is against the rules. Access
can be controlled based on who you are, and interactions can be traced based on
what you did" (Lessig, 2006, p. 34).

23 There is open code (open source) where everyone can access it and read and change it, and there is closed
code (proprietary) which is not accessible. Open code is one of the powerful ideas of the open-source
movement with its General Public License which guarantees users of software "the freedoms to use, study,
share (copy), and modify the software" (Stallman, 1985). One benefit is that hidden power structures, for
example malware embedded in programs or secret key-loggers that monitor and save everything that is typed
on a keyboard, becomes visible if we can look at the code realizing these features. This also means that this
limits the risk of backdoors in software, where a third party (say Russian hackers or the NSA) could gain
access. As a result, open code supports the idea of democratization of government: everyone can access and
read it and therefore can check whether control, espionage or surveillance is built into a software. Winner
would say, and many open-source advocates would agree that open source is democratic software whereas
closed source is, at least in tendency, authoritarian because one company (or the state) controls what the
software does.
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Hierarchical control, observation and other panoptic elements (Foucault, 1979) are
parts of the core design principles of how the Harvard network architecture works. It
makes human behavior within the network highly controllable and regulable, often without
their knowing. Code can exercise various types of power over the users because it forces
them to do something they would not have to do in the Chicago model. If you refuse, you
cannot continue the login-process and therefore cannot use the service. Thus, code can
represent a regularization or exclusion strategy.

Code regulates or controls both access to a system but also its usage or operative
dimension. This is particularly interesting because usage and practice also create norms. If
a meaningful behavior is repeated over time by enough people, it can become a standard of
appropriate behavior. Code clearly can realize politics in Winner’s terms (Winner, 1980).
For example, network architectures can install Firewall-software on the router-hardware
that prohibits access to certain websites and thus acts as a delegator. Political or social
censorship can be an intentional design feature of a network architecture, as the Chinese
Internet architecture shows (MacKinnon, 2009). Users will get used to this and develop
new norms, for example new types of type-language (Emoji) as a counterappropriation
strategy to bypass censorship, which can be observed in China.

Code can discriminate against users, for example by increasing the connection speed
for those who pay a premium fee or by limiting speed for those who don’t pay
(segregation). Political, social or economical inequality can be intentionally built into
network architecture. In order to do that, the network must be able to determine who
someone is on a network, what he/she is doing and from where he/she is doing this
(Lessig, 2006, pp. 45-54). The Chicago model does not provide this information, whereas
the Harvard model does. Thus, it reflects a completely different set of norms and its design
supports certain political paradigms of surveillance and control. From a libertarian
paradigm, the features of the Chicago model like the lack of identification of users and the
lack of content control are standards of appropriateness, but from a law-enforcement
perspective this is dangerous. Because of the lack of control, everybody could do
everything on the Chicago net, from watching pornography, gambling to recruiting radical
Islamists for terrorist attacks. Banning certain types of information on the network with the
help of firewalls like in the Harvard Model is more attractive to law-enforcement,
intelligence agencies or even companies who earn money with gathered user-data from the
network. What these examples tell us is that power, control and norms in cyberspace is a

matter of network architecture design. This leads Lessig to the idea that code and its
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architecture is a kind of law (Lessig, 2006, p. 77), because how something is build and the
logic it is based on determine what can be done with it.

Software code is not only man-made but also highly changeable and amendable. Lessig
adopts a hybrid position between technological determinism and social determinism that is
highly compatible with the theoretical framework explained in this dissertation. Digital
technology can be political because it can reflect political values (control vs.
libertarianism) in its architectural design. This architecture can exercise power over
humans because it acts as a constraining structure for behavior. But Lessig adds another

important insight: if code is law, than control of code is power.

"How the code regulates, who the code writers are, and who controls the code
writers—these are questions on which any practice of justice must focus in the age
of cyberspace. The answers reveal how cyberspace is regulated. My claim in this
part of the book is that cyberspace is regulated by its code, and that the code is
changing. Its regulation is its code, and its code is changing" (Lessig, 2006, p. 79).

Exercising control over the code and the programming of the code becomes a means of
power in the digital age. Programmers, as the main inventors and engineers of digital
technology deserve special attention in this regard because "code writers enact—the
instructions imbedded in the software and hardware that make cyberspace work (Lessig,
2006, p. 72). They can reshape the programming code in order to reflect a different set of
norms and values, which in turn will affect how this software works and can be used. A
current example is the encryption debate that I have analyzed elsewhere (Schulze, 2017).
In 2014, smartphone manufacturer Applemactivated (with a code update) the device
encryption of its 1 billion iPhones currently in use. With a flick of a switch advocated for a
norm that devices should be encrypted to prevent illegal third party access from hackers,
but also from law-enforcement.

This examples show the magnitude of code change and the importance to closely
watch the change of code on platforms and services that have a huge public reach. One
change of code can make a difference between most fundamental values. Lessig therefore
argues that regulating code itself becomes a political issue in the 21st century. Politics and
policies can influence code design for example with laws, demanding certain standards or
government access (Moore & Rid, 2016). Governments can force companies, by legal
means, to implement certain code and design decisions, for example by planting so-called
"backdoors", intentional security vulnerabilities into a system to allow law-enforcement
access. The militarization of cyberspace thesis translates into a national-security driven

policy that is shaping code (Deibert, 2003).
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2.3.8 Summary

In this chapter it was argued that technology can be analyzed with the same tools as norms
because technology is part of the social world. IR-scholarship only offered a limited,
biased perspective. I differentiated two perspectives on how technology is treated by IR
and the social sciences, called technological determinism (with both optimistic and
pessimistic flavors) and social determinism. I argued that we need the logical aspects of
both branches and combine them in an approach that came to be known as the study of
socio-technical systems, which analyzes technological artifacts within their social
structure. This perspective also resolved the politics of technology debate ignited by
Winner in 1980. Technology has not one essence that can be discovered, but rather what
technology means (interpretative flexibility), how it is used and if it produces a power-
effect is a matter of social context. Therefore, it is necessary to perceive technology similar
to texts that can be read and studied. This SCOT perspective is compatible with the rest of
my analytical framework presented so far and allows for bridge-building between the
disciplines. The essence of this line of thought is that what technology is and how it is
constructed is defined by the technological frames which constitute the object. Every
technical artifact has two sides — its material dimension and its social side, which is not
fixed, but a matter of discourse. The same technology can mean a variety of things
depending on the social structure it is embedded in. SCOT analyzes not only the physical
construction of the object but also the social construction of the meaning. The mechanism
is similar to what I said about discursive power in the first theoretical chapter.

But there is more, as critiques of SCOT point out. The risk of SCOT is social
overdetermination, which must be avoided. The material shape of an object matters and it
is not true that "anything goes", as relativist research logic might suggest. Not all artifacts
can get every meaning. Therefore, it is important to look at the outer corners of the realm
of social construction and reconsider the physical object. For that, the concepts of design
and affordances were introduced. These limit the range of probable interpretations and thus
interpretative flexibility. Technological design often is a very intentional process and the
designer actively chooses how an object is built, thereby actively limiting interpretative
flexibility. The construction aspect matters and must be considered during analysis.
Another reason for the importance of initial design is path dependency and the co-shaping
of social structure — once established, a technology cannot be abandoned and exercise
social power. I take the critique of the SCOT approach seriously and argue that a critical

constructivist perspective that focuses on a technology's power relations is necessary. This
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is because socio technological systems are built upon social norms and create them as well.
One way to disentangle this interwoven relationship is to compartmentalize technological
systems in two steps.

First, goal oriented constructions means that one should analyze the background of
the design process and the designer at the initial stages of the construction process. The
designer matters because his ideational paradigms shape the construction of the material
object, his norms and ideas define what problem a device shall resolve, what intended
usage functions it has and how it works. Power effects can be introduced at this stage, but
whether they are realized depends on the usage context and its operative dimension.
Second, the operative dimension, which often is neglected by SCOT. To compensate this
deficiency, I included Pfaffenberger’s framework that explicitly deals with normative and
power-effects technologies can have. Power is pursued via technological means, it must be
acted out in social contexts. Power and norms embedded in technology leave a discursive
trail of framing strategies that legitimize regularization processes such as exclusion,
compartmentalization and so forth. These must be studied as well. One key element of the
technical drama discourse is that the fixation of meaning of technology is not a linear
process but also has to face resistance, as most discursive power relations. What a user
does with a technological artifact is very important because resistance and deviation tactics
can be deployed in order to circumvent the power relations. Technological discourses are
situations where power relations are exercised and they also alter the general structure of
the technological system and its macro development over a longer period of time.

To grasp this long term evolution, the phase model of technological emergence based
on the works of Weyer was introduced (Weyer et al., 1997). This model maps the diffusion
of a technological system in different development steps. Within each step, socio-technical
drama discourses happen at the micro level and conclude with temporary closure moments,
when both a technical design and a social meaning of that designed are fixed or locked-in.
This closure serves as the fundament for the next development step and thereby combines
elements of path dependency and social construction without falling into the trap of
overdetermination. It also includes the possibilities of counter-artifacts creating forking-
paths.

For this analysis, the construction and the mainstream diffusion stage are the most
important. I argue that during the mainstream phase the different theoretical concepts I
have outlined in this paper can be combined into one coherent framework for analysis. The
mainstream diffusion includes the politicization of an artifact, which initiates the political

struggle of advocacy coalitions that have been outlined before (see chap. 2.2 Paradigms
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and Norm-Change). During the mainstream stage, political actors are likely to enter the

stage of the drama and will aim to alter the course of the technology according to party or
organizational logics. The military for example is likely to see potential in a technology if
its physical affordances allow it to be used in warfare. Other actors like economic interests
will also discover the new technology and will try to generate profit with it or create new
markets, which in turn can alter the development. Policies are a way to influence
technological design as well, which is often overlooked by STS. Lessig made the point that
the governance of a technology shapes its usage modalities and it norms, by giving the
example of different network architectures that incorporate surveillance or censorship.
Regulating software code is a means of power in the 21st century because defines how

users engage with the technology and what norms can develop.
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To analyze the question why norms of Internet control, mass surveillance technology and
offensive cyber-war capabilities spread, the study uses causal process-tracing (CPT),
sometimes also called explaining-outcome process-tracing (Beach & Pedersen, 2012, p.
19). I follow the methodology as outlined by Blatter and Haverland (Blatter & Haverland,
2012) but will include elements of Beach and Pedersen (Beach & Pedersen, 2012) and
Bennett and Checkel (Bennett & Checkel, 2014).24

Process-tracing is a type of within-case inference that is particularly suited to explain
how an outcome (dominance of the norm of Internet control in policy discourse) came into
being. Thus, it is a Y-centered perspective, explaining variance in the outcome. In my case
this is a norm change from utopian to cyber-realist norms (in contrast to X-centered co-
variational or comparative approaches). The aim is to gain a comprehensive understanding
of the case and a minimal sufficient explanation of the outcome (Beach & Pedersen, 2012,
p. 18). "Minimal sufficiency is defined as an explanation that accounts for an outcome,
with no redundant part" (Beach & Pedersen, 2012, p. 63).

One of the epistemological assumptions of process-tracing is that of configurational
causality, meaning that multiple factors work together to create an outcome. Many social
phenomena have not one, but several causes (Ragin, 2008). The combination of factors
leads to outcomes. Therefore, a wide array of theories can and should be used in CPT
studies, which explains why I introduced a relatively wide set of potential causal factors in

the previous chapter (see chap. 2. Explaining Normative Change). In contrast to co-

variational approaches, the ambition is not to theory-test any individual theory or
hypothesis, but to use the outlined causal factors in the theories heuristically as parts of the
explanation in a causal mechanism (Beach & Pedersen, 2012, p. 13). This is in line with
the goals of this work, which is to learn more about the case, i.e. the norm-change in the
US and not that much about theory. Process-tracing is perfect for building bridges between
different theoretical and disciplinary camps (IR, policy analysis, sociology, STS), but also
between structure-centric or agency-oriented theories, which is one of the ambitions of this
project (Bennett & Checkel, 2014, p. 23). CPT studies often do not set out clear hypotheses
in the beginningy, but rather at the end of the empirical study. Theory and case-work is a
much more iterative or abductive process, in contrast to more deductive co-variational case
studies (Blatter, Janning, & Wagemann, 2007, p. 169). This is because of another

assumption of CPT: the same outcome can be produced by different causal configurations

24 T recognize Bennett’s and Checkel’s contribution, especially Jacbob’s chapter on idea change (Jacobs,
2014), however the book came out with the majority of the research design already drafted.
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(equifinality) and the effects of the same causal factors can be different in heterogeneous
contexts. As such, any CPT-study must pay attention to potential, case-centric factors
explaining an outcome inductively. It is unlikely that theory can predict every minute
detail in a case and as such, inductive factors will matter in the empirical study that can be
used for theory building (Blatter & Haverland, 2012, p. 81).

Additionally, an epistemological assumption is that causality plays out in space and
time, sometimes even decades. CPT operates with a mechanistic understanding of
causality. The central concept is that of a causal mechanism: "a set of interacting parts — an
assembly of elements producing an effect not inherent in any one of them. A mechanism is
not so much about nuts and bolts' as about 'cogs and wheels' — the wheelwork or agency by

which an effect is produced" (Hernes, 1998).

Figure 12. Causal Mechanism

X N1-N2— N3—-Nn Y

A causal mechanism links the cause (X) with the outcome (Y). The cogs and wheels (Nn)
transmit causal force often over longer time periods. Causal mechanisms can include
material factors, such as technological change but also ideational ones like the
transformation of ideas and norms that structure reality, which this thesis is about (Beach
& Pedersen, 2012, p. 53). It includes the possibility to study large time-frames in a
longitudinal fashion and thus is well-suited for the study of norm-emergence and diffusion.
The notion of path-dependency, a causal factor initiated in the past producing effects in the

future, is central to CPT (see chap. 2.2.4 Explaining Change). Path-dependency implies

that either a specific temporal order of causal factors is crucial for an outcome Y, or causal
conditions have to be present at a certain point in time to create an effect. These long time-
frames make it necessary to divide the empirical section into different parts. A useful
analogy is that of a causal chain: "in which specific causal conditions form the necessary
and (usually together with other conditions) sufficient preconditions for triggering other
necessary and sufficient causal conditions or configurations at a later point in time, and this
causal chain leads at the end of the process to the outcome of interest" (Blatter &
Haverland, 2012, p. 94).

A causal chain represents the combination of different causal mechanisms in a
temporal sequence (N1-N3 and N4-N6) and create sequence outcomes (O1, O2) that can
be combined at different junctures (equifinality), which then in term create a new causal

mechanism, leading to other conjunctions until the outcome appears.
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Figure 13. Causal chain
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Thus, the above graphic presents the combination or fusion of different causal mechanisms
into one long-term causal chain. Therefore, a few chapters will describe the long-term
sequences (storylines) of macro-events leading to certain critical junctures or causal
conjunctions, in which "multiple causal conditions work together [...] at a specific point in
time or over a short period of time to produce the outcome of interest" (Blatter &
Haverland, 2012, p. 94). These junctures often lead to a change of the causal pathway. For
example, in the graphic, two causal pathways are fused together in an additive fashion at
causal conjunction. These junctures are then analyzed in more detail considering
perceptions and motivations of actors.

It is important to note that these junctures can widely differ from each other,
incorporating diverse causal factors, actors and contextual conditions (case-specific causal
factors). Blatter and Haverland argue that causal factors can operate at different levels
(macro or micro) and interact with each other (Blatter & Haverland, 2012, p. 97). In one
juncture individual decisions might determine an outcome while in another structural
constraints might be more important. This means that during each juncture, the analytical
focus might change and therefore different types of evidence might be used. Therefore, the
logical step is to zoom into these junctures and analyze the motivations and perceptions of
actors (confessions), looking for smoking-gun evidence that confirms the existence of parts
in the causal mechanism as outlined in the theory.

The analysis of causal factors does not resemble variable-scoring (or so-called data-
set observations as in large-N and covariational studies), but tries to determine necessary
and sufficient conditions of individual causal factors and the parts of the chain. Therefore,
every element within the chain must be tested whether it is a necessary or sufficient form
of causation.?®> The test includes the question whether Y would have occurred without X,

thus i.e. applies counterfactual reasoning.

25 In formal logic, sufficient conditions are those in which a causal factor X (rain) is a necessary condition for
Y (wet street) to happen. If X (rain) happens, Y (wet street) occurs, every time. However, X must not be the
only cause for Y which means that Y (wet street) can occur without X, for example by another cause Z (street
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CPT has a drawback that needs to be discussed. The CPT approach does not strive to
for statistical generalization as most quantitative studies understand it. Causal mechanisms
that produce an outcome are most likely context dependent or case-specific, meaning that
even if the same mechanism could be found in another country or case, the outcome effects
might be different. That means that generalization of findings to a population of similar
cases with similar outcomes is not possible in the strict sense. However, CPT can be used
for possibilistic generalization, which means that the conditions producing an outcome
might be generalizable (Blatter and Haverland 2012, 31f.). In other words, the causal
mechanism in its totality might not be generalizable, but elements of the causal arguments
might be further used for theory building. The value of CPT lies within theory generation
and the development of a wide range of potential causal mechanisms that might be used, if
adapted, in other cases. This generating of hypothesis will be done in the conclusion of the
thesis (see chap. 5. Conclusion).

The next step is to introduce the research design and to address the questions, of how
this process-tracing analysis proceeds exactly and what steps are taken to increase
intersubjective verifiability. Process-tracing often does not represent a linear-research
design. Instead, in process-tracing studies theory-screening and empirical work often is not
separated but done in parallel. The researcher starts with theories that can potentially
explain the outcome but also gains familiarity with the empirical case, which often reveals
the need for further theorizing. This is sometimes called "soaking and soaking" (Bennett &

Checkel, 2014, p. 18) and is what I have done in this thesis (see chap. 2. Explaining

Normative Change). Out of this process I developed both the concrete research question
and the case selection, which often are synthesized relatively late in the research process
(compared to large-N studies).

After this conceptual work and case selection, I determined the macro-developments
and structural factors of the process of norm emergence and diffusion, critical junctures
and turning points where the path-development changed, as well as key actors and their
motivations and their perceptions (Blatter & Haverland, 2012, p. 112). I did this first for
the general history of the Internet, consulting historical documents and the written histories
of other researchers (Abbate, 2000; Burman, 2003; Hafner & Lyon, 1998; Mosco, 2004;
Naughton, 1999). I traced the origins of thinking about digital technologies to Norbert

cleaner). X is sufficient for Y, which is formally expressed as X—Y. Necessary conditions are those in which
if X (the raven is black) is the case, then Y (the bird is a raven) is true as well. Y always occurs if X exists.
Which means X (black) is a characteristic of Y (being a raven), but not the only characteristic, because other
black birds must not be ravens. So the opposite must not be the case. This is expressed as Y—X which means
Y is implied with X (or X is necessary for Y) (Gabriel, 2006).
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Wiener in the late 1940s (see chap. 4.1.1 Background: Cybernetics). It was logical to start

an analysis of different "cyber" paradigms with the invention of cybernetics.

Then I determined the important milestones and junctures of the Internet in line with
the theory of technological developments. The Internet’s construction period, and thus the
first juncture, happened between 1966 and 1976 and the stabilization and early use took
place during the 1980s. The mass diffusion started in 1992. The 1990s represented a
primary focus point of analysis because of the mass diffusion of the technology, which
created new issues and problems and thus points of interaction between the paradigms.
This also marked the time when political and military actors became aware of the
technology and when Internet paradigms formed. Another focus is on the mid 2000s,
particularly because of the increased relevance of the technology in national security
contexts with the war on terror. This is where the militarization of cyberspace gained
headwind and accelerated. The analysis ends in 2013, because the Snowden leaks
represented a major juncture the long-lasting impact of which is not yet completely clear,
although much indicates a further strengthening of cyber-realism (Bennett & Checkel,
2014, pp. 26-27). Admittedly, many new important developments were triggered with the
Snowden leaks that might be interesting to dive into more deeply, but time and space
constraints are powerful arguments to end the analysis there. The reader might ask, why
such a long time frame? I follow Jacobs (Jacobs, 2014, p. 57) and Legro (Legro, 2000, pp.
256-258) who convincingly argue that idea, norm and paradigm change happens slowly
and thus can only be observed adequately over longer periods of time.

Since I utilize Manjikian’s initial conception of cyber-narratives, including a cyber-
utopian, a cyber-liberal and a cyber-realist reading, but add the engineering perspective, |
had to analyze not just one process, but four parallel ones. The process of norm diffusion
and the diffusion of the Internet consists of (at least) four different branches or sub
processes that interact at different points in time. To increase coherence and to assess the
independent causal effects of ideas or paradigms on different actors, it makes sense to
switch levels or units of analysis (Jacobs, 2014, p. 63). The assumption is that different
actors have different exposure to ideas of paradigms. If those who do not follow a
paradigm repeat its ideas nevertheless, we can infer societal dominance from this very fact.
The thesis will operate with the following levels of analysis: it focuses first on the
designers and inventors of the Internet (micro), analyzes the impact with the early users
and then shifts to the level of political and military decision-makers to assess the political
impact of the technology and the different paradigms. To complement the picture, the

public opinion and overall discourses is included. I will only focus partly on the
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international dimension, because the main focus is on norm emergence and diffusion inside
the US.

After having outlined the overall process in a large mind-map, I began collecting
source material for each paradigm. Kuhn argued that paradigms are transported by
textbooks, journals and educational material. Thus, the primary data selection criterion
was whether a text talked about the Internet or related technologies from a distinct
paradigmatic point of view. Another criterion was how important a document was, for
example if it appeared often in the literature (snowball technique). Additionally, to make
sense of the process and the motivations of actors, I included interviews, memoirs and
statements such as speeches of the key actors and paradigm-carriers to get some insights
on perceptions (Blatter & Haverland, 2012, p. 106). Because of the diverse nature of
actors, the data sources are not standardized and include a vast array of sources from
ethnographic research, statistics to pop-cultural references, which is common in process-
tracing studies (Blatter & Haverland, 2012, p. 106). The following table summarizes the

data sources:

Table 1. Paradigm Holders and Carrier Sources

Engineering Paradigm Cyber-Utopianism Cyber-Liberalism Cyber-Realism

Advocates - engineers/developers -
- computer Science -

community -

- ARPA personnell -

early Internet users - political elites -
hacker culture - business actors -

military actors
intelligence community
military think tanks
law enforcement (FBI)

netizens -
libertarians & counter -
culture

Data & Carrier -
Texts

Secondary =
sources .

recorded oral histories of
developers

interviews

science papers & reports
explaining design

Internet archives

idea exchange between the
actors (request for
comments)

written histories

other scientific publications

manifestos of the net
community

recorded oral histories of
key actors

interviews

utopian public literature,
novels, media
publications

interviews

social media posts &
messages

written histories
other scientific
publications

- political agendas
- policies

- recorded oral histories of

key actors
- interviews
political speeches

= written histories
- other scientific
publications

- military strategies &
doctrines

- national Security
Strategies

- briefing material,
handbooks

- policies

- interviews

= written histories
- other scientific
publications

A complete corpus of the carrier texts for each paradigm will be presented in the appendix

(see chap. Corpora).

During the next step, the data was analyzed qualitatively using content analysis,

identifying relevant problem definitions, solutions strategies, normative components,
framing strategies (in line with the theory). To streamline the analysis of the paradigms, I
drafted the following guiding questions that were applied to each paradigm and that

structure the table of contents.
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*  What does the literature say about the dominant actors in each period?
*  Who are the paradigm holders?
*  How is the paradigm generating new followers?
*  Which of these are politically active and engage in norm entrepreneurship?
*  What is the historical and social configuration, i.e. the structural background, of
these actors that might determine their thinking?
*  Are there any social norms guiding the social interaction?
*  What are the carrier media for the paradigm?
*  What documents reflect the thought process?
*  What are the dominant elements of the paradigm?
*  What is the central problem, for those actors, what solution strategies do
they develop?
*  How do they perceive the technology in question?
*  How do they frame it rhetorically?
*  What are the central norms of each paradigm?
*  How does the paradigm pre-structure the interaction with the artifact?
*  Are there any blind spots of the paradigm?
*  What are these actors doing? What is the outcome of this process?
+ Isitapolicy, a technological artifact or discourse?
*  What are the characteristics of those?
*  What paradigm contents (ideas, norms) become embedded in the policies or
artifacts?
*  How do paradigms change over time?
*  Does the paradigm exert political influence or any discursive power, shaping public
discourse?
*  What are trigger events or shocks (juncture) that alter the paradigm?

I analyzed each paradigm independently, starting with the engineering paradigm,
continued with cyber-realism and finally analyzed cyber-utopianism/liberalism. I screened
the source material for answers to these questions. The questions served as a coding-
scheme which I used to analyze the key documents in a qualitative fashion (Miles &
Huberman, 1994, p. 55). The analysis partly relied on MaxQDA, but also consisted of
traditional note-taking and highlighting. By asking these questions to the texts, |
inductively created categories, for example ideas, were all the ideas of a paradigm where
collected and summarized. For example, cyber-realist documents repeatedly spoke of
something like that "the Internet transcends state-borders", which creates border-protection

issues. I coded it as "death of distance problem" (see chap. 4.4.2.2 Problem Definitions of

Cyber-Realism). This allowed me to draft a comprehensive list of all the elements the

paradigm consisted of: ideas, norms, policies, technical artifacts and the respective changes
over time. This allowed me to summarize the paradigms and to assess their overall societal
impact in terms of public discourse or policies. An overview of the findings is presented in

the appendix (see chap. Paradigm Summaries).
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In the next step, | checked whether these paradigm ideas corresponded with the
ideas of political administrations of Bill Clinton, George W. Bush and Barack Obama. An
important question is how I determined the influence and reach of a paradigm. This was
done by simply accounting for the number of appearances of certain ideas. The more often
ideas of a certain paradigm appear in documents of a political administration, the more
influential the paradigm is. For example, early National Security Strategies of the US
barely included cyber-realist ideas, which dramatically increased during the mid 1990s

(see chap. 4.4.2 Ideas: Formation of the Information War Doctrine (1976-2000)).

Theoretically it can be assumed that during the early stages of a paradigm, only a few ideas
will appear in each document and the more these ideas develop, the more they will appear
in the carrier texts or even will make it to the title of policy documents.

Other good indicators are political speeches and the number of actors utilizing ideas
of a certain paradigm. A paradigm is more influential if a diverse set of actors, from
academia to business to policy-makers utilize its ideas.

Especially media reception is a great indicator for assessing the societal impact of a
paradigm. The assumption is that if ideas of a paradigm make front-news, they are widely
influential. That is why I sometimes refer to influential media publications and front-pages

of newspapers (see chap. 4.3.3 Ideas: Cyber-Utopia on the Information Superhighway

(1993)). Another good indicator for the relevance of the paradigm are Google Ngrams
(Google, 2016), i.e. how often certain key-words appear in scanned library documents.
This showed the overall relevance of paradigmatic key-concepts in public literature. For
the period after the year 2000, I also utilized Google Search Trends that count how often a
search-term was searched for in Google (Google Trends, 2016).

The tricky part was to assess the dominance of one paradigm, especially when two
were present within one administration. To grasp this, I describe these nuances as

accurately as I can (see for example 4.4.4 Politics: Turn to Realism - Critical Infrastructure

Initiative (1996-1999)). Finally, I base my judgement about the relevancy of certain topics

and ideas on the judgement of other scientists who studied similar issues. Thus, I try to
triangulate the relevance of certain ideas and norms by cross-checking it with secondary
literature and polls.

The downside of this approach is that there is no way to quantify the findings (as 1
initially intended to). I cannot accurately determine to what degree a paradigm is important
but can only provide ordinal measurements based on good judgement and the heuristic of

idea-appearances. It is always a bit tricky to assess the dominance of certain ideas within a
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political administration that releases thousands of documents each month on a wide array
of topics. There is no way to study them all.

Another issue is that the quantity of texts is not always the best indicator for the
importance of an issue, especially if the issue is highly classified, like cyber-security and
cyber-war. Important documents are secret and intelligence agencies extensively use
deception to shield their capacities from foreign agencies. As with any process-tracing case
study, the potential risk is a "omitted sources" bias, i.e. that I missed an important part of
the causal mechanism or that I overlooked other important sources. This risk can never be
fully avoided, due to space and time constraints.?® Data-triangulation with other studies
that deal with the different parts of this analysis (for example the history of the Internet or
the evolution of cyber-warfare) were used to present a a picture as complete as possible.
Another risk was "selection bias" of sources that confirm the assumed causal mechanism
while ignoring those which falsify it (Beach & Pedersen, 2012, p. 124). The way I tried to
solve this was by testing whether identified parts in the causal mechanism were necessary
for the outcome and to check for counterfactuals: would the same have happened with
another administration? Admittedly, this is always somewhat interpretative.

There is also an issue with research designs studying ideas. The paradigm
perspective only allows to see positives, i.e. ideas that fit to a paradigm whereas tracking
negatives like "forgotten ideas" or "blind spots" is more tricky. That is one of the reasons
why use four distinct paradigmatic perspectives because they partly reflect on each other's
blind spot, providing some external critique.

The analysis will begin with the paradigm held by the ARPANET inventors during
the late 1960s and also will introduce the basic design features of the Internet. Since the
Internet is the technical artifact this thesis is about, and whose norms are changing, it
makes sense to start with the construction and the characteristics of this artifact. This

provides the fundament and basis for everything else.

26 Bennett and Checkel argue that a causal mechanism can never be complete and will always be provisional
because causality cannot be observed directly (Bennett & Checkel, 2014, pp. 11-12).
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4. Case Study
Now let me introduce the logic of the individual chapters of the following empirical
section. To be intelligible and comparable, most chapters feature similar elements. Each
chapter starts with an entry quote, a motto that highlights a certain aspect of the chapter,
often deriving from the very paradigm the chapter is about. The meaning and context of
the quote will become clear throughout the chapter. Since I focus on different concepts, the
headings of the subsections matter. That is the reason why most of the chapters have a
similar naming scheme. The naming convention highlights different parts of the theory
which serves as the ordering principle. Chapters labeled with "juncture” offer deep insights
and thick analysis of turning points in the causal pathway, while chapters labeled with
"background" present macro-structural developments and thus comprehensive storylines

(see chap. 3. Methodology & Research Design). A clear-cut separation of "thick analysis"

and "comprehensive storylines" was not always feasible, so that some chapters might
include both. Chapters titled with "ideas"” will trace the evolution of ideational concepts of
each paradigm. I will focus on problem definitions, the perception of the Internet
technologies in positive or negative terms, and the framing, i.e. the social construction of
the technology. "Norm" chapters will do the same with norms. "Blind spot" chapters offer a
discussion of things not anticipated by each paradigm, which often represent a point of
contestation for other paradigms. "Artifact" and "policy" chapters are treated as the
outcome of the ideational process in a time period. This is based on the theoretical
assumption that ideas influence technologies and politics likewise. They manifest norms
and ideas. These chapters show how norms and ideas became embedded in technology.
Finally, at the end of each chapter, an in-depth, critical analysis of the paradigms’ contents
follow, discussing potential biases and blind spots. Each chapter is concluded with a short
summary of the causal mechanism that was presented. These summaries are then used for

the final analysis and the depiction of the causal mechanism in the conclusion.



4.1 Engineering the Internet

"We reject kings, presidents and voting. We believe in rough consensus and running code."
Motto of the Internet developers

This almost rebellious introduction quote can be seen as the informal motto of the creators
of the Internet. How the Internet was created is the topic of this chapter. Today we
experience the Internet as a seamless, unitary network and invention, but in reality, it is not
one thing. The Internet is a meta-infrastructure, a network?’ that consists of interconnected
networks. This network of networks has three dimensions: the physical layer of computers,
routers, switches and transmission lines (copper & fiber-optic cables, wireless), a digital
layer consisting of software code (called protocol) that regulates digital data-transmission
over this hardware and an application or content-layer, which represents the things we can
use the Internet for, like surfing, E-mails or mobile applications (Libicki, 2009, p. 12). All
these layers and elements have been invented over time. As such, the Internet neither has a
primary inventor nor has it precise point in time when it was invented. The Internet was a
collegial effort among an international research community. It is an evolving artifact that is
co-shaped by its users and its designers.

As such there are different origin stories or multiple histories (Peter, 2004). Internet
historian John Naughton discerns two interrelated development phases. First, the prototype
phase (1967-1972), where the Internet’s predecessor called ARPA-Network (henceforth
ARPANET) was built to interconnect mainframe computer systems within the context of
the US Advanced Research Projects Agency (ARPA) (Naughton, 2016). This laid out the
technological groundwork for the second phase between 1973-1983, which can be called
the internetworking phase. It is important to analyze both artifacts because one led to
another and the latter incorporated ideas from the former. There is no clear cut between the
two because the Internet inherited many design features from the ARPANET. "You can
mark the birth of the Internet back to the ARPAnet", as one of the inventors argues
(Crocker, 2009). The final development phase was the global diffusion of the Internet with
help of the World Wide Web, an application that made the Internet more visual and easier
to use.

The purpose of this analysis is to trace the evolution of norms surrounding the socio-

technical system Internet and its technical and philosophical predecessor -called

2T "A computer network is a set of computers communicating by common conventions called protocols over
communication media. Computers in a network are called network nodes, and those that people use directly
are called hosts. Computer network protocols usually involve the exchange of discrete units of information
called messages over some form of physical medium, such as coaxial cable, microwaves, or a twisted pair of
copper wires" (Quarterman, 1989, p. 6).
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ARPANET. The goal is to identify the major paradigm that defined the goals and uses for
technology and therefore shaped the initial construction of this technology. The theoretical
argument is that paradigms include norms that become embedded in the material
affordances of technological artifacts. The questions that guide this chapter are: what core
ideas and norms became embedded in the Internet architecture, what are its technical
affordances and what norms developed with its construction and usage?

To analyze these norms and ideas I will focus mostly on the hardware and software
layer, because software protocols govern how data is exchanged and thus determine the
technical affordances of this technology. The term protocol refers to "any type of correct or
proper behavior within a specific system of conventions" (Galloway, 2006, p. 7). It is
therefore quite similar to the definition of norms as standards of appropriate behaviors, but
protocol is software code that organizes how computers (the hardware) interoperate for
example, how they establish connections and exchange messages (Lessig, 2006, p. 5). It is
a kind of common language for different technical artifacts that also influence social
behavior: "Protocols govern how specific technologies are agreed to, adopted,
implemented, and ultimately used by people around the world" (Galloway, 2006, p. 7).
Protocols determine functionality, technical affordances and the practice of using this
technology which then can lead to new social norms. This is also the reason why an
analysis of protocols is key for determining norms within the technical artifacts
ARPANET and its successor, the Internet (represented through its TCP/IP protocol).

Computer scientists would analyze protocols by looking at the programming syntax,
the source code. As a political scientist, I will focus on the inventors and early users,
scientists and engineers of the technology and their science and engineering paradigm that
shaped the goal oriented construction of these protocols. They are key actors who used the
technology and realized its potential. They were the first to establish the meaning of the
networking technology and thereby influenced the early norms of using this system. In
other words, the engineers initiated a particular causal path-trajectory that had future
implications. To trace the ideas of inventors, I will mostly rely on historical primary
sources such as official documentations and reports, the preserved research note-exchanges
between the inventors and their oral histories. These sources are the carrier medium of the
engineering perspective on the Internet. I will also use the rich written histories by
secondary authors.

The analysis proceeds according to the technical diffusion model outlined in the
theory. I begin with the goal-oriented construction of the ARPANET. I will deduce the

ideas that led to the construction (see chap. 4.1.2.1 Ideas) and the norms embedded in the
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system (see chap. 4.1.2.2 Norms Shaping the Construction of ARPANET) by looking at

the central artifact, the Network Control Program (protocol). Then I look at the early user-
reception of this technology and analyze how the users of the ARPANET changed its
initial meaning and function (see chap. 4.1.2.4 Co-shaping the Meaning of Networks). The

same structure is replicated for TCP/IP (see chap. 4.1.3 Constructing the Internet (1972-

1991)), the central protocol that governs the Internet we use today (see chap. 4.1.3.1

Artifact: Internet Protocols and Norms). The core argument is that the Internet reflected

academic ideas such as the free sharing of information, collaboration and a general
skepticism towards central control structures. It was intentionally build to be global and
without central control. Afterwards, I will deal with the conditions for the stabilization and
the mainstream diffusion of the technology by answering the question of how TCP/IP
could become a dominant technology. This has two parts: the software-dimension (see

chap. 4.1.3.2 The Diffusion and Dominance of the Internet) and the hardware dimension,

called the Internet backbone (see chap. 4.1.3.3 The Internet Backbone). Finally, I turn to

the visual Internet or the World Wide Web, a key artifact that enabled non-IT-experts to
use the Internet and thus was crucial for its worldwide success (see chap. 4.1.4 Artifact:

The World Wide Web (1989-present)). After this more historical part I introduce blind

spots, i.e. things the inventors did not anticipate, which ultimately created the cyber-
security and cyber-war problems that we have today. As such, this chapter is the crucial

link to the other paradigms (see chap. 4.1.5 Development Blind Spots). Before we jump

into this discussion, we need to clarify some terminology that is often used, even in the

title of this thesis, but seldom reflected upon: What is this thing called cyber anyway?

4.1.1 Background: Cybernetics

No analysis of cyberspace or modes of thought therein — paradigms — should start without
mentioning Norbert Wiener (*1894—1964). Wiener coined the term "Cybernetics" from
which other concepts such as cyber-space, cyber-war etc. derive their name. Wiener
developed the concept during World War 2 while working on the "anti-aircraft problem",
the problem how to shoot down modern high-speed airplanes. This problem required on
the one hand, complex mathematical calculations to predict the position of the plane, and
on the other hand, a feedback mechanism that aligned the position of the gun accordingly,
a process way too complex for a human to calculate. This problem led Wiener to formulate
a theory of Cybernetics, "the science of control and communication in the animal and the

machine" (Wiener, 1965).
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According to Rid’s excellent history, cybernetics has three main concepts. First,
control. A system or organism that controls or steers its environment. That is what the
prefix cyber means, deriving from the Greek word xvPepving, meaning steering,
navigation or governance. Second, feedback or learning which predicts future behavior.
Finally, the fusion of the human and machine into a system. For Wiener, the anti-aircraft
gun and the human operator were not distinct entities but one system. Other examples of
cybernetic systems would be a prosthetic hand or the cockpit of a Jet, where pilot and Jet
form a symbiosis (Rid, 2016, pp. 69-75). These ideas together formed a "computational
metaphor" or the argument that humans and society could be the thought of information
processors or machines. This was the foundation for the term information society (Turner,
2006, p. 22). This thought implied a vision of automatization: since humans, animals and
computers were all systems operating according to cybernetic principles (control and
feedback), the latter could take over human functions. The idea that machines will, some
day, take over control was born in 1948 with Norbert Wiener (Rid, 2016, pp. 26-63).

Wiener’s widely regarded 1948 book Cybernetics (Wiener, 1965) became a hype
across the sciences until the late 1970s and even infused popular culture (see chap. 4.2.4

Artifact: The WELL and the Social Construction of Cyberspace (1980-1990)). The 1950s

and 1960s saw an unprecedented growth of machines taking over human work, from
microwave ovens to production robots. Wiener’s systemic or holistic thinking was also the
basis for Talcott Parsons’ and Niklas Luhmann’s system theory or the idea that technical
systems could serve as models for society. According to Turner, the appeal of cybernetic
thinking came from the fact that it connected various disciplines: computer-science, social
sciences (psychology, sociology) but even aspects of American culture (Science Fiction)

and counterculture of the late 1960s (see chap. 4.2.2 Ideas: Stewart Brand and the Counter-

culture (1960-1970)). Cybernetics facilitated interdisciplinary collaboration and research

and provided a coherent conceptual framework to connect various networks of social
actors (Turner, 2006, p. 24). It can be argued that cybernetics was a meta-theory during the
early 1950s-1970s.

Interestingly, in his later work, Wiener speculated about two potential outcomes of
automatization: a dystopian vision of enslavement and suppression and a utopian one of
human liberation and empowerment (Rid, 2016, pp. 26-63). The dystopian vision predicted
that automatization would destroy jobs and lead to unemployment. Wiener feared that at
one point, computers could begin to act on their own or worse, could be utilized by power-
hungry politicians as a means of social control (Turner, 2006, p. 24). The utopian vision

saw the potential to realize Marx’ "utopian praise of un-alienated labor, of human
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flourishing through creative and self-actualizing productions" (Beebe, 2010, p. 885). This
dual vision of cybernetics explains why this chapter starts with Wiener. Here, both
dystopian and utopian lines of thought had already been conceived and began to branch out
with different advocacy groups. Wiener is also important because various actors involved
in the social construction and framing of the Internet referred to his ideas. Cybernetics in
that sense is the foundation both for cyb