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Abstract

Yang-Mills-Higgs theory, being a part of the Standard Model, presents a great opportunity for
investigation both from the point of view of theory and phenomenology. It contains regions in
the theory’s parameter space which are suitable for Higgs like Physics and QCD like Physics.
At the same time it presents a chance to study spectrum of the weak sector. For this purpose
the choice of the SU(2) gauge group and scalar field in fundamental SU(2) are considered.

The correlation functions are the key for investigation, because at least in principle knowing
all the correlation functions gives us all the information about the theory under consideration.
For the case of gauge dependent quantities, with the selection of minimal Landau gauge, prop-
agators and three point vertices are considered for investigation in both regions of QCD like
Physics and Higgs like Physics. It is found that even when scalar (Higgs) propagator and its
vertices with the gauge fields are in agreement with what tree level perturbative calculations
suggest, there is a considerable deviation in other propagators and other vertices.

For the purpose of exploring spectrum in the theory, 0+ singlet and 1− triplet channels
are considered. The decay from 0+ to 1− channel is also studied. There also exists a duality
between single particle states and bound states, which is also studied in detail. For the Higgs
which is discovered at LHC, the duality is found to exist while for heavier Higgs the existence
of duality is no longer observed. Overall, the explored spectra suggest that Yang-Mills-Higgs
theory may be a weakly interacting theory possibly till the time when Higgs mass is in TeV
scale and the naive picture of a weakly interacting theory breaks down anyway and the theory
becomes non-perturbative.



Chapter 1

Introduction

1.1 Introduction

Understanding the nature at its fundamental level is, without any doubt, one of the most am-
bitious tasks. Historically, the speculations and investigations started from celestial objects
since gravity was the first known force. With the passage of time, as we learn about the nature
at microscopic level, a new trend to understand fundamental particles in nature and different
forces in nature also sets in. A huge amount of efforts have already been made in an attempt to
understand how the nature behaves at its fundamental scale. The question lying at the heart is,
how fundamental particles interact with each other. With time it was discovered that the long
known gravitational interaction is not the only possible interaction. There are, so far, three
more kinds of interactions, hence three more kinds of forces, namely Electromagnetic, Weak and
Strong interactions [1]. Each interaction has its (their) own mediating particle(s). Since Grav-
itational interactions have negligible effects for the current energies in the experiments, their
effects are usually not considered while attempting to understand fundamental particles and
their interactions, specially for low energies. From the theoretical side, so far the accepted the-
ory of nature, the Standard Model [2], contains Electromagnetic, Weak and Strong interactions.

For the gravitational interactions, one of the worst problem is that inclusion of gravita-
tional interaction renders the perturbative picture of the Standard Model non-renormalizable.
Hence negligible contribution and the problem of renormalization kept the Standard Model
from smoothly including gravitational interaction in it.

It was realized few decades ago that, just like combining electricity and magnetism, Elec-
tromagnetic and Weak interactions can also be combined together to form Electroweak sector.
The predicted particles, W and Z bosons, were soon discovered. It also revived the question
whether it is possible to combine all the 4 forces together to form a single theory. Several
so called Grand Unified Theories [3] have been proposed which combine all but Gravitational
force, they await experimental confirmation. For the case of the Standard Model, as time goes
by, experimental results keep confirming validity of the Standard Model as a trustable theory
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for fundamental interactions.

Beside combining the forces, there exists an interesting idea that every fundamental particle
has its so called super partner with a different kind of spin. For example, every lepton (such
as Electron) has a super partner which is a boson. A theory with this idea is called a Super-
symmetry theory [4]. So far, there exists no claim of experimental finding of Supersymmetry
in nature [5, 6]. Hence the Standard Model still remains as the the only trustable candidate to
describe fundamental particles and their interactions, as observed in accelerators.

Beyond the observations in the results by accelerators, there exist a number of observations
which have no explanation in the Standard Model. Baryogenesis, dark energy and dark matter
are some of the examples. However, these are more in the common domain of particle Physics
and Cosmology, and their role in the observations inside accelerators are not as significant as
in the data for Astroparticle Physics.

There also exist theories which are speculated to be working at around Plank scale energy,
Superstrings is an example. However, the obvious problem is the unavailability of data at such
high energy values.

Hence it becomes clear that so far the Standard Model is the only known reliable theory to
describe nature at its fundamental level.

One of the main tests of the Standard Model was to find a way to explain the experimental
results involving massive particles in such a way that the theory remains renormalizable. In the
sense of perturbative calculations, it means that the theory remains renormalizable to every
order of perturbative calculations. From the theoretical side a mechanism, known as Higgs
mechanism, seems very convincing. It demands existence of a scalar particle in the Standard
Model, known as Higgs, which triggered decades long experimental searches for Higgs. Finally
in 2012 these searches have paid off in the form a discovery [7, 8] at the LHC, CERN. At the
moment, further results (statistics) confirm, at least, existence of a Higgs (like) particle 1. This
historic discovery has further increased our confidence in the Standard Model.

If we briefly look at our scientific progress chronically, the Standard Model was historically
taken as a perturbative explanation of the fundamental particles for many problems. As the
time passes by, perturbative calculations turned out to be in great agreement with experimen-
tal results with remarkable accuracy, and hence the perturbative picture for many problems is
justified. However, there are a number of problems for which perturbative picture of fundamen-
tal interactions have proved to be either irrelevant or of a little use. Low energy QCD, phase
transition, confinement and bound states are among examples of them 2. For these problems,
either perturbative calculations do not give satisfactory results or it becomes irrelevant in the

1The 2013 noble prize in Physics have already been given to Francois Englert and Peter W. Higgs for their
contribution in theoretical Physics in this area.

2Confinement and Bound states are focused on during in this thesis.
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sense that perturbative picture does not fit for the problem.

For the case of Higgs particle, irrespective of the outcome of experiments, the perturba-
tive picture demands that the Higgs mass must be less than around 750 GeV. The reason for
this restriction is that for heavier Higgs, the coupling constant becomes large hence rendering
perturbative calculations useless [3] (trivially because this is a perturbation theory). Fortu-
nately Higgs mass turns out to be around 126 GeV. Finding of the Higgs with this mass not
only supports the perturbative picture of the Standard Model, but also encourages the idea
of a perturbative picture of Supersymmetry, and hence existence of Supersymmetric particles.
However, let us note here that the nature could have chosen any value of mass for Higgs which
makes it very obvious that it is only a pleasant surprise that perturbative picture of nature
works well, where it works, just because of nature’s own selection.

Bound states are, in the author’s opinion, the most interesting area where perturbative
description looses usefulness. As it is already known that in perturbative picture interacting
particles come from very large distance from the point of interaction, where they are essentially
free particles and are not aware of existence of other particle(s), and after interacting with
each other the resultant particles go (infinitely) far from the interaction point that they are
in oblivion of existence of other particles. In bound states, this may not happen which means
that perturbative picture becomes irrelevant. The situation becomes even more interesting for
the case of low energy Quantum Electrodynamics which is in remarkable agreement with ex-
perimental results. It is already known that existence of atoms and molecules, and most of the
world around us, is mostly due to the Electromagnetic interaction at low energies. The presence
of bound states in the energy regime where QED works remarkably well is a manifestation of
how difficult it is to avoid non-perturbative aspects for phenomenology as well as complete
understanding of a theory.

Another interesting example is the problem of confinement [9], which is a non-perturbative
problem. For the Yang-Mills-Higgs theory, there is a specific realization of confinement which
will be used in chapter 3.

Even for the situations when perturbative calculations work well, it remains to be investi-
gated how much role non-perturbative contributions play in the perturbative picture. These
investigations are also important for the development and improvement of non-perturbative
techniques themselves.

Hence both from the point of view of complete theoretical understanding and phenomenol-
ogy, for an accepted theory for phenomenology (currently the Standard Model) it is crucial to
investigate the non-perturbative aspects of the theory.

When it comes to non-perturbative calculations, serious challenges arise. Three among a
number of methods for non-perturbative calculations are Dyson-Schwinger equations (DSE)
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calculations [10], functional renormalization group (FRG) method [11] and lattice calculations
[12]. Each of them comes with its own limitations and challenges. For example, for the case of
DSE calculations, finding solutions to the full DSEs is, to say the least, a very hard problem.
Different assumptions for unknown correlation functions in the equations and truncations are
made in order to find solutions. As a result, if there exist a solution, it will be the one depending
upon assumptions and truncation. For the case of lattice calculations, the results are usually
effected by finite volume as well as descritization effects [13].

Given the challenges posed by non-perturbative calculations, the most reasonable starting
point of such investigations is to consider only one part of the whole Standard Model with the
hope that later on further parts of the Standard Model will be added once the part at hand
is understood well and the challenges of non-perturbative techniques are also met. Already
extensive efforts have been made to non-perturbatively explore Yang-Mills (YM) theory [14],
which is also a part of the Standard Model. Hence, the obvious choice is to glue YM theory
with another part of the Standard Model. Higgs field [12] in fundamental SU(2) is added to
the YM theory, hence the result is Yang-Mills-Higgs (YMH) theory [13].

Since the resulting theory is important in the sense that the fields in the theory, and hence
in the Lagrangian, interact with each other, investigation of YMH theory should start with
computation of propagators and continue to vertices in the theory [13] and even higher cor-
relation functions. Computation of such quantities will also allow us to compare the results
with YM theory to understand how the quantities are effected by introduction of another field.
For completion, knowing all the correlation functions in a theory can, in principle, be used to
understand the whole theory.

From the point of view of phenomenology, YMH theory offers us a chance to study spectrum
of energy states in the theory and possible transitions [15] among them. For this purpose, gauge
invariant correlation functions are used, details are given in chapter 2. Though in principle any
gauge theory can have such spectrum, study of YMH theory has more importance since it is a
part of the Standard Model.

In order to explore areas such as confinement and Spectroscopy in the theory, calculation
of both gauge dependent and gauge invariant correlation functions are performed. For the case
of gauge dependent correlation functions, the chosen gauge is Minimal Landau gauge [16]. Be-
side understanding the interaction vertices, they can also be used to calculate gauge invariant
quantities. A good example is the method of DSEs in which known correlation functions act
as input for calculations.

It has already been mentioned before that YMH is a part of the Standard Model. Hence,
not considering the complete Standard Model effects the quantities calculated, specially observ-
ables. Hence, for any phenomenology, calculation of observables is made with the assumption
that adding other parts of the Standard Model will not introduce considerable deviation from
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the results. However, this assumption can only be checked after taking into account the re-
maining parts of Standard Model.

The thesis is arranged as follows: The current chapter is mostly focusing on the relevant
aspects of Yang-Mills-Higgs theory which will be used in the coming chapters. The second
chapter is on the gauge invariant quantities along with their aspects, which will be used to
study the spectrum in the theory while almost always ignoring all the channels except 0+

singlet and 1− triplet. In the third chapter, gauge dependent quantities, propagators, three
point vertices and running coupling are considered in detail. In the end conclusion is given.

1.2 Yang-Mills-Higgs Theory

Yang-Mills theory [3] is a non-abelian gauge theory, and a part of the Standard Model. Being a
non-abelian gauge theory, it is a richer theory compared with Quantum Electrodynamics, which
is an abelian gauge theory. It has only one field, i.e., gauge field, introduction of the ghost field
depends upon the gauge used. The Lagrangian of the YM theory (LYM ), while neglecting the
Lagrangian part of ghost fields, is given by

LYM = −1
4F

a
µνF

µν
a (1.1)

where
F aµν = ∂µW

a
ν − ∂νW a

µ − gfabcW b
µW

c
ν (1.2)

In above F aµν is the field strength tensor while W a
µ is the gauge field of the theory, g and fabc

are the gauge coupling constant and structure constant of the corresponding Lie algebra [3],
respectively, and ∂µ denotes partial derivative with respect to Lorentz index µ. In the YM
theory, the Lagrangian contains terms with three and four gauge fields which represent the
vertices of the theory.

For the scalar field 3 the Lagrangian (Ls) is

Ls = (∂µhk)†(∂µhk)− 1
2m

2hi†hi − λ(ha†ha)(hb†hb) (1.3)

where hk is the scalar field of the Lagrangian while m is the tree level mass of the scalar field
and λ is the quartic coupling constant. In order to write a gauge theory Lagrangian, it is
necessary to make changes in the Ls. Thus changing the partial derivatives into the covariant
derivatives,

∂µφi → Dik
µ φk = δik∂µφk − igW s

µt
ik
s φk (1.4)

renders the theory status of a gauge theory. In above equationsW s
µ has the same meaning as in

the LYM , Dik
µ are covariant derivatives, and tiks are elements of Pauli matrices for the theory.

3The scalar field in the theory is also the Higgs field. Hence, the words scalar and Higgs will be used
interchangeably throughout the thesis.
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Gluing both Lagrangians gives us the final Lagrangian LYMH in continuum for YMH theory4.

LYMH = −1
4F

a
µνF

µν
a + (Dik

µ φk)†(Dil
µφl)−

1
2m

2φi†φi − λ(φa†φa)(φb†φb) (1.5)

In YMH theory there are two fields, i.e., gauge field and scalar field, while ghost field is
introduce for gauge fixing if required. Since the theory is a part of the Standard Model, the
theory has SU(2) gauge group and fundamental scalar with SU(2) flavor symmetry. It means
that scalar field in the theory is a complex doublet and contains four real scalar degrees of
freedom which is scalar field’s flavor symmetry. For the case of scalar field, which is also the
Higgs field in the theory, the flavor symmetry is also known as custodial symmetry breaking in
literature. There are three parameters in the theory; g, λ, and m. It means that when lattice
simulations are conducted, the results will depend upon the chosen set of parameters. As it will
be explained later on, this issue becomes highly non-trivial when close examinations are made
for different sets of parameters.

For the purpose of completion and consistency, there are two (main) standard schemes to
take a scalar product in differential geometry. In one scheme, one vector is covariant vector and
the other one is contravariant vector, while in the other scheme both vectors can be covariant
or contravariant but they also involve the metric tensor or some associated metric tensor. Here
for us, the coordinates are orthogonal and the metric tensor components are constant (equal to
1, to be precise). It means that writing both vectors as covariant or contravariant vectors can
be done without any explicit mention of the metric tensor. Hence, for our situation alittle bit
of sloppiness makes no difference as long as the indices are balanced in equations. Furthermore,
Einstein summation convention is used as in standard texts [17, 18].

1.3 Lattice Calculation Method

In comparison with Dyson Schwinger equations and Functional Renormalization Group meth-
ods, lattice calculation method is an ab initio technique for calculations [12] in the sense that all
the configurations are numerically computed directly from the action. In this method a whole
numerical computation is performed to calculate fields, or components, in the theory which can
be used to calculate the quantities of interest. The simulation procedure will be given in section
1.5. Lattice method was used for all the computations in the following.

As the name itself implies, lattice calculation method is the one in which the spacetime co-
ordinates are reduced from continuum into pre-decided number of points along each dimension
and nothing is defined in between. Thus the fields defined in such an environment are also
not continuous functions of space time and exist only on the lattice points. The number of
points along each dimension defines the dimension of the lattice along that dimension, hence
the volume of the lattice is trivially just the multiple of the number of the points in all dimen-
sions. Similarly the derivatives turn into differences and integrals turn into summations. The

4The ghost field is not shown in the Lagrangian LY MH since they are implemented after gauge fixing.
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action is a dimensionless quantity on lattice which means that there has to be one particular
variable which could take care of dimensions of each quantity in the action and Lagrangian.
Mathematically,

xµ → nµa (1.6)

φ(x)→ φ(na) (1.7)∫
d4x→ a4

∑
n

(1.8)

∂µφ→
φ((n+ 1)a)− φ(na)

a
(1.9)

Dφ→ Πdφ(na) (1.10)

where a is the parameter which is used to make the action dimensionless. x, n and φ are the
points in continuum, the point in lattice space and field of the Lagrangian, respectively.

Using above equations, the lattice version of action (volume integrated form of Lagrangian
in equation 1.5) S is given by [13],

S = β
∑
x(1− 1

2
∑
µ<ν R(tr(Uµν(x))) + φ†(x)φ(x) + λ(φ†(x)φ(x)− 1)2

−κ
∑
µ

(φ†(x)Uµ(x)φ(x+ eµ) + φ(x+ eµ)†Uµ(x)†φ(x))) (1.11)

Uµν(x) = Uµ(x)Uν(x+ eµ)Uµ(x+ eν)†Uν(x)† (1.12)

Wµ(x) = 1
2agi (Uµ(x)− Uµ(x)†) +©(a2) (1.13)

β = 4
g2 (1.14)

a2m2 = (1− 2λ)
κ

− 8 (1.15)

λ = κ2γ (1.16)

where R and tr means real part and trace, respectively, in the usual sense. S, Uµ, Wµ and
m are action, link, gauge field, and bare mass values. Other variables have the same meaning
as in the Lagrangian in continuum for YMH theory.

In lattice calculations path integral approach is used for simulations [12]. In path integral
approach, the integrand contains a complex quantity on exponential which fluctuates in positive
and negative values. This function acts like a weight functions in the meaning of Statistics,
hence it is the place of trouble on the ground of Statistics. The solution is to change the
coordinates system from Lorentzian, with signature (-1,1,1,1) or (1,-1,-1,-1), to Euclidean coor-
dinates system with signature (1,1,1,1). This is achieved [12] by redefining time as an imaginary
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quantity (t→ it). Hence the partition function becomes

Z =
∫ ∏

l

dφle
−S[φ] (1.17)

and, as an example, correlation function < φ†iφi > becomes

< φ†iφi >=
∫ ∏

l(φ
†
iφi)dφle−S[φ]∫ ∏
l dφle

−S[φ] (1.18)

As the left hand side of the above equation implies, knowing the values of fields on each point
of the lattice provides us a way to calculate the correlation function directly from the fields.

As is the case for perturbation theory, DSEs and FRG methods, lattice calculations also
come with some disadvantages which are important to always consider.

Perhaps the most obvious disadvantage is that for the same computing facility as the volume
(size) of the lattice is increased it takes more time to calculate the same quantities. As every
point in space time is independent of all other points, calculation of the same quantities may
also demand more statistics, and hence more data. A good example is vertices in YMH theory
[13] which will be discussed in chapter 3. It means that practically there may always exist a
point where the available resources may exhaust.

Every lattice calculation is performed on a finite size of lattice, hence finite size of space time
coordinates can effect calculated quantities for the same statistics. Hence their study becomes
important to see how these effects behave while the lattice size increases [13]. A completely
different type of effect is due to the fineness of lattice, known as descritization effect. The
variable a is the corresponding parameter which has already been discussed in this section. It
actually implies how fine a lattice is in the units of inverse of energy. The goal is to choose
the smallest possible value for this parameter. However, determination of a is not possible in
advance because each value of a comes from simulation(s) done with pre-selected values of the
parameters in the theory. Another obstacle is to remain on the same line of constant Physics,
which is discussed in 1.6. Such fineness and coarseness of lattice also effect quantities calculated
on lattice [13].

In lattice calculations, only numerical results can be obtained. For analytical results the
numerical results can be fitted by a function which can be studied or used for other purpose
like input functions for DSEs [10]. However, it does not truly guarantee that nothing happens
between the points at which computed quantities are determined by lattice calculations. Fur-
thermore, even if the results are assumed to be reliable, there is no guarantee what happens
beyond these points. For this case, vertices at infrared end of momentum is a good example [13].

It is observed in YMH theory, for all the other factors and specifications fixed, as the
correlation functions contain more number of fields, they become more noisy and demand
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more statistics [13]. As it is already explained, YMH theory is just a part of the Standard
Model. Inclusion of other parts of the Standard Model will involve fermions in the resulting
theory. Presence of fermions may worsen the overall situation from the perspective of numerical
computation [19].

1.4 Triviality for YMH Theory

One of the important questions about a theory, which could describe nature, is its non-triviality.
Consider a field φ on lattice with N points along each dimension. Since lattice calculation
method contains finite number of points, it has an upper limit of momentum value which can
be easily seen by taking a fourier transformation of the φ field in momentum space (φ′(p)) as

φ
′
(p) =

∑
x

a4e−ipxφ(x) (1.19)

with a as the constant which provides dimensions in the theory, p and x are momentum and
lattice points, respectively. Structure of the above equation implies periodic condition

pµ ≡ pµ + 2π
a

(1.20)

defining a Brillouin zone
−π
a

< pµ ≤
π

a
(1.21)

It gives us the upper cutoff in momentum given as

| pµ |≤
π

a
(1.22)

In the continuum, when a quantity (lets say a propagator) is calculated beyond tree level in
momentum space, a cutoff is introduced for regularization purpose. Later on, once the cut off is
removed to infinity, the quantity being calculated remains finite if the theory is renormalizable,
which is the case for the Standard Model [20] with perturbative calculations. However, for the
case of lattice method as there are finite number of momentum values and a non-zero value
of the a variable, triviality [21] can not be easily checked. From each set of lattice parame-
ters, a specific value of a is calculated, which means that, in principle, it is possible to go to
smaller and smaller values of a in an attempt to push the upper value of momentum to infinity
[12]. If a theory is non-trivial, it is, in principle, possible to keep finding lower values of a and
at the same time at least one vertex in the theory will be non-zero for each determined value of a.

There is another way a trivial theory can reveal itself. It is also possible that irrespective of
whether any interaction vertex remains non-zero, the lattice spacing can not be reduced more
than a certain value and hence it is not possible to go to continuum in the first place. Figure
1.1 shows schematically how the second type of triviality behaves.

For the case of YMH theory, so far it is unclear whether the theory is non-trivial or not [21].
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Figure 1.1: Schematic diagram for a trivial theory, in which the lattice spacings can not be
found beyond Ω. 0 represents the point for zero lattice spacing while the dotted line meeting
the 0 point is the expected continuation of trend of the points. # represents other quantity
(quantities) such as parameters of the theory.

Throughout the studies, it is assumed that triviality has no impact on the results.

1.5 Simulation Details

For the simulations for lattice calculations, there are two central ideas. First, and the most
important, is to choose configurations which are, in ideal case, statistically independent. A
configuration is history of fields, and/or links, which is numerically the arrays of field variables
at each point and for each of its quantum number. For the scalar field it is the field arrays
at each point in Euclidean coordinates and for each internal symmetry index, while Lorentz
indices are also added for the case of gauge fields. As far as the ghost fields are considered, they
do not play any role in our simulations. Hence, mathematical quantities, propagators and three
point vertices for our case, involving these fields are calculated by Faddeev Popov operator [22],
see section 3.2. The reason of independent configurations is the demand of statistical treatment
and since the whole lattice computation comes on the same footing as statistics’ calculations,
a statistical treatment in simulation becomes of utmost importance [12]. In fact, it is the re-
quirement of any Monte Carlo simulation.

The second idea is to choose the most interesting data during simulations. Considering
configurations with all the statistically possible weights is surely not very efficient approach.
However, keeping statistics with a fixed weight is also not desired because it destroys the statis-
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tical fluctuations which are on the similar footing as quantum fluctuations during simulations.
In Euclidean coordinates, the weight of the functions is exponentially decaying function [12] and
it is possible that for many configurations the probability, and hence the contribution to the
quantities to be calculated later on, is negligible. Hence, it becomes important that a criterion
is set for acceptance of a configuration.

It brings us to the matter how to find acceptable configurations which are to be statisti-
cally found. The starting point is a configuration which can also be generated by an algorithm
for random number generation. There are a number of techniques (algorithms) to find a new
configuration [19], i.e., an update of configuration (also called a Monte Carlo step). Two key
algorithms are used to make a complete update, (1) Heat bath algorithm and (2) overrelax-
ation algorithm. The function of heat bath algorithm is to choose links Uµ according to a local
probability distribution [19] defined by the surrounding staples of the link under consideration.
Overrelaxation algorithm is based on the idea that if a candidate link gives the same probability
weight, it is automatically accepted [19].

The generation of configurations [23] is performed using a combination of one heat bath
[19] and five overrelaxation sweeps for the gauge fields according to [24]. In between each of
these are 6 sweeps of the gauge fields and one Metropolis sweep for the Higgs field using a
Gaussian proposal. The width of the proposal is set to achieve a 50% acceptance probability.
The updates are performed in lexicographical fashion. This whole set of 12 different types of
updates constitute 1 complete update of field configuration.

In Monte Carlo simulations, there is always a chance that observables calculated from these
simulations are correlated. Auto-correlation time is one of the parameters which are represen-
tatives of how much they are correlated [19]. If this time is small, it means that the calculated
quantities are not correlated. The auto-correlation time of the plaquette is of the order of 1 or
less such update. Thus N updates lie between measurement of a gauge-invariant observable,
which reduces the auto-correlation time. For thermalization, 2(10N+300) such updates have
been performed.

All errors are calculated using bootstrap with 1000 re-samplings and give a possibly asym-
metric 67.5% (1σ) interval. The validity of code is established by comparing to other reliable
codes which were already checked by comparing to the results in [25, 26].

All the calculations are performed using many independent runs, which is statistically more
helpful and reduces correlations between quantities during simulation runs.

1.6 Lines of Constant Physics

Every lattice simulation is carried out with a choice of pre-selected values of parameter(s) in
the theory. The data from simulation(s) are also used to calculate the descritization parame-
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ter a which is used to render the calculated quantities (and fields in the Lagrangian) physical
dimensions. Since in nature there is no such descritization (zero lattice spacing), one has to
attempt to reach down to lowest possible lattice spacing corresponding to the a value which is
closest to the nature’s choice, i.e., zero lattice spacing. Since the only way to get to finer and
finer lattices is to choose another set of parameters, for each simulation an educated guess is
made for selecting the parameters of the theory. However, it is important to be on the constant
Physics because random selection of the set of parameters may take us close to the continuum
but it may be a different Physics. Hence, it needs to be clearly understood exactly what it
means by constant Physics.

As it is clear in the Lagrangian, YMH theory has 3 parameters. Hence if any quantity, which
is an observable, is calculated using lattice approach, it will have a corresponding point in the 3
dimensional parameter space. However, since this is just one quantity and it is calculated from
the selection of 3 parameters, there is no guarantee of a one-to-one correspondence. If there
are three such quantities which are calculated using these 3 parameters, they will have a one to
one correspondence with the 3 dimensional parameter space of YMH theory. Now we can select
some function of these three quantities. For our case, the first function is the ratio of the lowest
state in 0+ channel to that in 1− channel. The second one is the fixing of the lowest state of
1− channel, which is also used for scaling and calculation of descritization (in chapter 2). Thus
two functions can be calculated and fixed. In an ideal situation, 3 quantities would work well.
However, since for the theory at hand, only 2 suitable experimentally measured quantities are
known, for YMH theory the problem still remains that at least one more experimentally known
quantity needs to be calculated, which persists till the end of all the projects to be included
here. For theoretical understanding, a third observable in chapter 2 is used which is not and
experimentally measured quantity yet.

Hence, for the YMH theory once 3 quantities are known it is easy to calculate 3 functions
and fix them as a convention. And for all the sets of parameter values, as long as these functions
are fixed we will be on the same line of constant Physics. One way to form these functions is
to take ratios, which is the adopted method and explained in detail in chapter 2.
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Chapter 2

Gauge Invariant Correlation
Functions

2.1 Introduction

The gauge invariant correlation functions (GICF) have the merit, as the name implies, of being
independent of gauge choice. As it will be seen in section 2.2.1, due to the reason that they can
be related to masses (or energies) of the states in the theory, from the point of view of experi-
ments these correlation functions are much more interesting in comparison to gauge dependent
quantities which can not be directly accessed. The only condition is that the theory should
describe the nature, which is the case for the YMH theory. Since it is a part of the full Standard
Model, anything we calculate in this theory will have possible contributions from other parts
of the Standard Model, such as fermions and QED interactions. However, assuming that their
contributions do not take the results far from those of YHM theory, it is still a very potent
theory to explore from phenomenological as well as theoretical point of view. If the spectrum
from gauge invariant quantities in YMH exist in nature, beside opening a whole new door to
Spectroscopy for exploration [27], it will also be very helpful during new Physics searches in
the sense that as the exploration continues for spectrum in YMH theory, the knowledge of the
already-known states in the Standard Model will help us in identifying the experimental find-
ings. Using these functions Physics related to transitions among different states in the theory
can also be studied. Furthermore, there are theories, such as Supersymmetry [4], which have
several scalar particles with different masses. The YMH theory can serve as a laboratory to see
what happens in the non-abelian bosonic sector if the Higgs becomes heavy.

From a more theoretical point of view, considering that in YMH theory no phase transition
is found so far [28], calculation of GICFs also gives us a way to operationally define different
phases, which are in fact regions in the parameter space of the YMH theory with some in-
teresting properties [13], in the theory which leads us to the Higgs like and QCD like regions
[13]. It will play an important role in the gauge dependent quantities, which are discussed in
the chapter 3. Some of these correlation functions also provide us a chance to see similarities
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between elementary particle states and bound states for the YMH theory. Duality between
these two states will also be included in the following [27].

The chapter starts with the discussion of operators. It is followed by techniques to improve
the results. They are followed by detailed results and discussion of GICFs and the duality
between elementary particle states and bound states. The order of the sections in the chapters
are in accordance with the work flow during investigation of GICFs. The chapter also includes
the analysis of results in a broader sense, i.e., different volumes and parameters, and our findings
related to the Spectroscopy of YMH theory.

2.2 Calculation Tools

2.2.1 Operators

A note on terminologies in the construction of the gauge invariant correlation functions: Every
field has quantum number(s). The central ingredient of a GICF is Operator which contains
the quantum number(s) of interest and each Operator is composed of field(s). It means that
selection of operators will be dictated by the quantum number(s) for the observable, and hence
the channel. A channel can (and does) have more than one operator with the same quantum
number(s).

Calculation of full correlation functions is usually the first step before the connected part of
the correlation functions are computed from the full correlation functions. The relation between
these two correlation functions is given by [28],

< O(ti)O(tj) >F=< O(ti)O(tj) > + < O(ti) >< O(tj) > (2.1)

where < O(ti) > is in fact the one point function of the operator O(ti) (not field), <
O(ti)O(tj) > is the connected GICF and < O(ti)O(tj) >F is the full GICF. However, there
is a way to avoid calculating the full GICF and then taking the connected part out of the full
GICF,

< O(ti)O(tj) >=< O(ti)O(tj) >F − < O(ti) >< O(tj) > (2.2)

Above equation can also be written as [28]

< O(ti)O(tj) >=< (O(ti)− < O(ti) >)(O(tj)− < O(tj) >) > (2.3)

The GICF are related with the energies of different energy levels by [19]

< O(tf )O(ti) >=
∑
n

cne
−(tf−ti)En (2.4)

Above equation implies that the GICF can be written in terms of the contributions from
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different energy levels weighed by coefficients cn. However, this equation also implies that for
a good selection of operators it is possible to have the dominant contributions (in terms of
coefficients cn) from relatively fewer number of energy levels, hence the result is a relatively
cleaner GICF in the sense that contributions from the rest of the energy levels is not significant.
In ideal situation if only one ci is non-zero, (effective) masses can be calculated using

meff = ln

(
e−(tf−ti)En

e−(tf−ti+1)En

)
(2.5)

which also emphasizes that the operator being used does not have contribution from any state
but one. So far there is no such operator in the knowledge for YMH theory which means that
using solely this approach may not pay off in the form of masses directly calculated from oper-
ators 1.

In terms of Statistics, more bosonic fields in the correlation function demand larger collection
of the required statistics for the same size of statistical error. Just to give an idea for the
statistical errors for the YMH theory, for the same amount of statistics if the statistical error
for 84 lattice size is less than 1 percent, it is found to be larger than 50 percent for the case of
244 lattice size. Another way to look at this same point is to see at what statistics two point
functions, and what statistics three point functions have results statistically good enough to
make a statement [13]. It necessitates use of various techniques to improve the data and get
rid of some part of fluctuations in the data. Smearing is one of these techniques [19].

2.2.2 Smearing

The motive behind this technique is to extract information without avoiding the situation when
all the important information is lost. In this technique, one attempts to improve the data by
reducing the local fluctuations of the fields. However, let us note here that there must be a
trade between reducing the local fluctuations and averaging out all the fluctuations, because
if the process of smearing is continued one will eventually average out even the long distance
fluctuations, hence loosing all the interesting information in the data. There are a number
of smearing techniques [19]. However, the trick in almost each of them is to replace the link
variables by some averages around them.

Here in our case, APE smearing [19] has been used. In this technique, the link variables
Uµ at each point are replaced by the original link and the perpendicular staples connecting
the end points of the considered link. Thus in case of 4 dimensional space, which is the focus
throughout our investigation, there are 6 such staples for each link, given by [29]:

Uµ(x)n = 1√
detRµ(x)n

Rµ(x)n

1Hence, in general, taking these masses as effective masses is reasonable.
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Rnµ = αUµ(x)n−1 + 1− α
2(d− 1){

∑
ν 6=µ

(Un−1
ν (x+ eµ)U (n−1)†

µ (x+ eν)U (n−1)†
ν (x)

+U (n−1)†
ν (x+ eµ − eν)U (n−1)†

µ (x− eν)U (n−1)
ν (x− eν))}

and for the case of the scalar field

φ(n) = 1
1 + 2(d− 1)(φ(n−1)+

∑
µ

{U (n−1)
µ (x)φ(n−1)(x+ eµ) + U (n−1)

µ (x− eµ)U (n−1)
µ (x− eµ)φ(n−1)(x− eµ)})

with α = 0.55, d=4 and n is the number of iteration levels. During our exploration, up to four
level of iterations, hence four levels of smearing, have been used.

2.2.3 Time Averaging

It is easy to notice that in equation 2.4 translational invariance in time holds true. This can be
used to further reduce the fluctuations from the correlation functions by using the so-called time
averaging [28]. In this technique, the correlation functions < O(ti)O(tf ) > with tf = ti+δt can
be used to construct quantities which are functions of only δt using the following equation.

f(δt) = 1
N

∑
t

< O(t)O(t+ δt) >

where N is the number of values of the allowed time values while in lattice calculations δt has
values from 0 to the highest value of the lattice size along the time direction. On lattice these
quantities are periodic which is also taken care of during the calculations.

2.2.4 Variational Analysis

After the use of smearing technique and time averaging, the GICFs (or f(δt)) are with rela-
tively smaller statistical fluctuations. However as it is clear from the equation (2.1), for each
GICF there are contributions from all the energy levels in the theory. It means that for any
Spectroscopy all the energy levels should be known which is practically not possible. Hence, a
mathematical trick is needed which could change the coefficients cn in equation (2.4) to a situ-
ation when as few as possible number of cn are non-zero. This technique is called Variational
Analysis [19].

In this technique, the idea is to construct a matrix from the operators of GICFs and solve it
at each time for eigenvalues and eigenvectors [19]. It can be understood by an example. For the
case of two operators O1(ti) and O2(tf ), four f(δt) functions can be constructed using the given
operators, < O1(ti)O1(tf ) >, < O1(ti)O2(tf ) >, < O2(ti)O1(tf ) > and < O2(ti)O2(tf ) >. The
functions f(δt) from the correlation functions mentioned above serve as the matrix elements for
the eigenvalue (and eigenvector) calculations. Once eigenvalues for the matrix at each value of
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time are calculated, their behavior over time can be used to calculate the energy values in the
spectrum. The same procedure can be extended for more than two operators. In short, the
whole procedure can be represented in following two equations:


a11 a12 · · · a1n

a21 a22 · · · a2n
...

...
. . .

...
am1 am2 · · · amn



v1

v2
...
vn

 = λ


v1

v2
...
vn


and

En(t) = ln

(
λn(t)

λn(t+ 1)

)
(2.6)

where λn(t), vn(t) and En(t) are nth eigenvalue at time t, nth eigenvector component at time
t and nth energy value at time t, respectively. In the matrices above, all the aijs represent the
correlation functions used and vis are the elements of the eigenvectors [19].

At this point the question arises; What information can be extracted from eigenvectors?
Though, eigenvectors do not not provide any direct Physics information, their behavior over
time may serve as an indicator how good the energy levels are clean, in the sense of contribu-
tions from other energy levels. For example, consider that there are two eigenvectors, V1 and
V2, for the case of two operators for variational analysis. In ideal situation when both of the
two energy levels are clean, the eigenvectors will be as follows;

V1 =
(

1
0

)
, V2 =

(
0
1

)

Since there is an uncertainty (or statistical error) in the operators, it is important to include
the corresponding uncertainty in the results. Assuming that there is a matrix M(t) at time t
with statistical error δM±(t), for the calculation of eigenvalues and eigenvectors three matrices
can be used, i.e., M(t),M(t)+δM+(t) andM(t)−δM−(t). It will give us three eigenvalues λ(t),
λ+(t) and λ−(t) which defines a window of values against time for the results. Same approach
is taken for the computation of eigenvectors. Once the three sets of points are defined, the
positive and negative errors can be easily calculated using the following equations.

δλ+(t) =
∣∣λ+(t)− λ(t)

∣∣ (2.7)

δλ−(t) =
∣∣λ(t)− λ−(t)

∣∣ (2.8)

2.2.5 Preconditioning

Once the information from the GICFs calculated is converted into an input matrix for Eigenvalue
problem, preconditioning can be used to partly improve the results [19]. For this technique,
the idea is to use a constant matrix and use it on the matrix at hand for the Eigenvalue
problem. Hence for a matrix A with ν as its eigenvectors an λ as its eigenvalues, the equation
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for Eigenvalue problem is given by;
Aν = λν (2.9)

A suitable matrix P can be used as follows;

PAν = Pλν = λPν (2.10)

(PAP−1)(Pν) = λ(Pν) (2.11)

It can already be noted from above equations that (i) the eigenvalues are not changed by
application of the P matrix, and (ii) the P matrix must be an invertible matrix. Now the only
remaining question is, how can this P matrix be selected? In general, there is no strict mathe-
matical constraint on the P matrix. However, on the grounds of numerics, a reasonable choice
is to select a matrix which is similar to the input matrix, i.e., A matrix in the above equations.
Selecting an invertible matrix which is similar to the matrix at hand, speeds up convergence in
order to reach solutions, which is numerically very advantageous [19].

Lets note that for our case the A matrix is a time dependent matrix because the matrix
elements, which are correlation functions, are time dependent quantities, hence one matrix for
each time value. It trivially means that, in general, the eigenvalues and eigenvectors (their
components in the space of eigenvectors) are also time dependent quantities. In our case here,
the P matrix is chosen to be one of the A matrices at some time t0.

2.3 Calculations

At this point it is already clear why GICFs are important in YMH theory, and the tools for
calculations and improving the results have also been described. Details of calculations, which
are relevant to our investigations, are given in this section along with intermediate results in
order to clarify the arguments. For now, it is already assumed that the parameters of the theory
have already been selected. Choosing these parameters is a non-trivial business in YMH theory
both from the point of view of theoretical understanding as well as understanding the Physics,
this matter will be discussed in some detail in this chapter, though mostly the intention is to
see what role selection of different parameters plays for observables. The whole investigation
is conducted in 0+ and 1− channels, except in section 2.5. The following studies begin with
selecting operators with the quantum numbers in 0+ and 1− channels. Let us recall here that
the operators can always be expanded as a combination of contributions from energy levels in
the Spectrum of YMH theory with the only restriction of correct quantum numbers. Hence,
it is likely that the operators selected will contain contribution from the ground state of the
respective channel in YMH theory. The following operators are used for the studies of gauge
invariant quantities.

©0+
H (x) = φ†i (x)φi(x) (2.12)

©w(x) = Tr
(
Uµ(x)Uν(x+ eµ)Uµ(x+ eν)†Uν(x)†

)
(2.13)
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©ww(x) =©w(x)†©w (x) (2.14)

2©1−
aµ (x)ε = εTr

(
τaϕ
†(x)exp(iτbW b

µ)ϕ(x+ eµ)
)

(2.15)

©0+
HH(x) =©†H(x)©H (x) (2.16)

©0+(x)ε = (©1−
aµ (x)ε)†©1−

aµ (x)ε (2.17)

In above the φi, τa, W b
µ, Uµ(x) and Tr are the scalar fields with i internal quantum number,

the ath Pauli matrix, the gauge fields, link variable and trace of matrix, respectively. In paren-
thesis,H, HH, ω and ωω are merely for remembering the structure of operators for convenience.
In above, ϕ are the SU(2) representation of the matrix comprising the φi(x) fields. The matrix
is given by [13]

ϕ(x) =
(
φ1(x) −φ∗2(x)
φ2(x) φ∗1(x)

)

In principle, in above equation there must be an inverse of determinant as a constant mul-
tiple since it is an SU(2) representation and φi(x) fields are not normalized. However, as the
quantum numbers do not depend upon choice of this multiple, different choices of the multiple
will result in different operators of same quantum numbers. Hence, in order to have three
operators, the chosen values of the constant multiple ε are 1

det(ϕ) ,
1√
det(ϕ)

and 1
(det(ϕ))2 .

At this point, let us note that all the operators from 2.12 to 2.17 are locally gauge invariant.
©0+
H (x), ©w(x), ©ww(x), ©0+

HH(x) and ©0+(x)ε are the operators selected for 0+ channel,
while ©1−

aµ (x)ε are the ones (for each ε) selected for 1− channel. Under global transformation,
these operators are singlets and triplets, respectively.

The first step is to study the effects of smearing. It can be observed already from the
correlation functions or the effective masses calculated from them. In figures 2.1-2.3, effective
masses in both 0+ and 1− channels are plotted for different levels of smearing. The immediate
observation is that for higher levels of smearing, the error is significantly reduced which is
very useful for us particularly because these correlation functions serve as input for variational
analysis, which executes non-linear calculations. Thus more reduction of errors, the better it
will be.

The second step is to investigate the finite volume effects. This can be done in two ways.
Either the observables are considered for different volumes, or the operators (or effective masses
from them) for different volumes are observed. Since extracting masses needs good statistics,
the effective masses calculated after variational analysis are used for this purpose. In figures
2.4-2.5 are shown the effective masses for different volumes. For different volumes, variations
in effective mass plots are observed though they are not drastic for the operators used. It sug-
gests that the role of higher lattice sizes is important here since the quantities may get effected
because of volumes depending on the parameters used.

2The current form of this operator will be useful in section 2.9.
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Figure 2.1: Effective masses are plotted with no smearing performed, in both 0+ and 1−
channels. The parameters used are β = 2.3881, κ = 0.3214, and λ = 0.9974, the simulation is
performed on 124 lattice.
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Figure 2.2: Effective masses are plotted with two levels of smearing performed, in both 0+ and
1− channels. The parameters used are β = 2.3881, κ = 0.3214, and λ = 0.9974, the simulation
is performed on 124 lattice.
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Figure 2.3: Effective masses are plotted with four levels of smearing performed, in both 0+ and
1− channels. The parameters used are β = 2.3881, κ = 0.3214, and λ = 0.9974, the simulation
is performed on 124 lattice.
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Figure 2.4: Effective masses are plotted for different lattice sizes in 0+ channel. The parameters
used are β = 2.3881, κ = 0.3214, and λ = 0.9974. Different colors represent effective masses for
different energy levels while symbols with different styles represent different lattice sizes.
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Figure 2.5: Effective masses are plotted for different lattice sizes in 1− channel. The parameters
used are β = 2.3881, κ = 0.3214, and λ = 0.9974. Different colors represent effective masses for
different energy levels while symbols with different styles represent different lattice sizes.
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Figure 2.6: Effective masses are plotted using one operator in 0+ channel, for parameters
β = 2.4728,κ = 0.2939, and λ = 1.036, with lattice of 244 points.
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Figure 2.7: Effective masses are plotted using two operators 0+ channel, for parameters β =
2.4728, κ = 0.2939, and λ = 1.036, with lattice of 244 points. Symbols of different colors and
styles represent different effective masses.
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Figure 2.8: Effective masses are plotted using three operators 0+ channel, for parameters
β = 2.4728, κ = 0.2939, and λ = 1.036, with lattice of 244 points. Symbols of different colors
and styles represent differnt effective masses.
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Figure 2.9: Effective masses are plotted using five operators 0+ channel, for parameters β =
2.4728, κ = 0.2939, and λ = 1.036, with lattice of 244 points. Symbols of different colors and
styles represent differnt effective masses.

Another observation at this point is increasing of the statistical errors size as time increases.
It can be understood easily. After variational analysis the eigenvalues obtained are overall
monotonically decreasing functions of time. However, as their values grow smaller with time,
the relative size of value becomes smaller compared to its error, which appears on the diagrams
as large values of errors compared to the value of the mass in the end. However the level of
severity is different for different sets of parameters, i.e., some parameters are more noisy and
require more statistics compared with other values of parameters.

Let us note here that since the computation of eigenvalues and eigenvectors is highly non-
linear, greater the size of the matrices used, greater the non-linear contributions in the results
and noisier the result will become. It means that for a given statistics, there is always an upper
bound on the number of operators before the results loose credibility. It implies that choosing
the number of operators is also an important matter for these calculations. In figures 2.6-2.9,
effective masses are shown for different number of operators. It is clear from the figures that
increasing the operators for a given statistics causes larger fluctuations in the results. It also
makes it difficult to find a good fit to extract masses (for determination of energy levels).

For the case of smaller lattice sizes, it is easy to raise statistics and suppress the fluctuations
in masses. However, since the procedure of fitting involves 2 parameters for each contribution
of energy level, finding a fit might still remain a problem to be considered specially if the lattice
size is very small. Furthermore, smaller lattices may also introduce finite volume effects.
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Figure 2.10: Effective masses are plotted with Identity matrix used as a preconditioning, which
also means no preconditioning. The parameters used are β = 2.4728, κ = 0.2939, and λ = 1.036,
with lattice of 244 points. Symbols with different styles and colors represent different effective
masses in 0+ channel.

Since lattice calculation is the method at hand, the quantities will have positive symmetry
[12] on lattice because of periodicity. Hence, the weighed exponentials take the form of weighed
Cosh functions. For the case of single exponential fittings

E(t) = ln( Cosh(mt)
Cosh(m(t+ 1))) = ln(

emt+e−mt
2

em(t+1)+e−m(t+1)

2
) (2.18)

or
E(t) = ln( emt + e−mt

em(t+1) + e−m(t+1) ) (2.19)

and for the case of double exponential fitting, the following equation is used.

E(t) = ln( c1 ∗ Cosh(mt) + c2 ∗ Cosh(m′t)
c1 ∗ Cosh(m(t+ 1) + c2 ∗ Cosh(m′(t+ 1))) (2.20)

Since the general structure of these expressions is ln( f(t)
f(t+1) ) with f(t) as a function of time,

both the positive and negative errors can be calculated by

δE(t) =

√(
δf(t)
f(t)

)2
+
(
δf(t+ 1)
f(t+ 1)

)2
(2.21)

When it comes to preconditioning, it proved to be less helpful than expected for our inves-
tigation. For the case of matrices M(t) at time t some matrix M(τ) is used at some particular
value of time τ . In figures 2.10-2.13 masses are calculated with different preconditioning ma-
trices. It is clear from the figures that as we select higher value of time for preconditioning
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Figure 2.11: Effective masses are plotted with matrix at t=0 used as preconditioning matrix.
The parameters used are β = 2.4728, κ = 0.2939, and λ = 1.036, with lattice of 244 points.
Symbols with different styles and colors represent different effective masses in 0+ channel.
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Figure 2.12: Effective masses are plotted with matrix at t=3 used as preconditioning matrix.
The parameters used are β = 2.4728, κ = 0.2939, and λ = 1.036, with lattice of 244 points.
Symbols with different styles and colors represent different effective masses in 0+ channel.
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Figure 2.13: Effective masses are plotted with matrix at t=5 used as preconditioning matrix.
The parameters used are β = 2.4728, κ = 0.2939, and λ = 1.036, with lattice of 244 points.
Symbols with different styles and colors represent different effective masses in 0+ channel.

matrix, the quantities become more noisy in terms of statistical error. Hence, for our case it
is concluded that lower the value of time, the better the results in terms of statistical error in
the quantities. This is the reason that throughout the investigation, either identity matrix or
matrix at the lowest value of time was chosen.

Based upon the observations discussed above, 4 levels of smearing is used for our investi-
gation, and the number of operators as well as the maximum time for these time dependent
quantities are chosen such that they make sense. Beyond that, quantities do not make much
sense and hence that part is always omitted. For preconditioning, the matrix at the lowest
value of time is chosen or, trivially, the identity matrix is used which means no preconditioning.

Once the results in lattice units are obtained, it is easy to turn the masses into physical
masses by giving them physical units. Since the mass of W gauge boson has already been
measured to a good precision [30], the scheme here is to use this mass for the ground state in
the channel 1− to set the descritization parameter and using this parameter all other masses are
given physical units. In nature, Z boson also exists and measurements have been made to a good
precision [30]. However, the masses of W and Z bosons are degenerate in the absence of QED
and hence in our electroweak sector we only have a triple degenerate W boson. Mathematically,
physical and lattice masses are related by,

Mphysical = ΩMlattice (2.22)

where Ω is the quantity to be determined, while Mphysical and Mlattice are the physical and
lattice masses, respectively. Thus for our scheme, the following equation gives us the parameter
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Figure 2.14: Parameter space in YMH Theory. Blue, red and black points represent HLD
(r < 1), QLD (r > 1) and COR (r ≈ 1) in the parameter space.

needed for giving the other masses physical units.

Ω =
Mw(physical)

M1−(lattice)
(2.23)

Hence, with the Ω calculated, it is always possible to change the units of masses from lattice
units to physical units, which will be done in section 2.6.

2.4 Sensitivity of Parameters in YMH Theory

So far the lattice parameters were kept fixed since the main focus was on the behavior of quan-
tities in different circumstances, e.g., changing volumes, changing number of operators, etc.
However, in order to understanding the theory it is important to relax the condition of fixed
parameters, which leads us to whole lot of choices of parameters. For every selected set of
values for parameters, masses were computed in different channels. Since the focus is mostly
on the masses in 0+ and 1− channels, a ratio r = m1−

m0+
for ground state masses m1− in 1−

channel and m0+ in 0+ channel can be defined. This ratio can be used to catalogue the points
into two situations when the ground mass in m1− channel is heavier than m0+ or vice versa,
or these masses are the same within statistical error. In figure 2.14, points for different sets of
explored parameters have been shown, while the color of the points are representative of value
of the ratio. The immediate observation is that there exist sets of parameters in YMH theory
when m1− is lighter than m0+ (r < 1) and there are sets of parameters when m1− is heavier
than m0+ (r > 1), while there also exists a cross over when these masses are almost the same
(r ≈ 1). As will be explained in chapter 3, existence of these different regions in parameter
space is very useful and interesting.
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Figure 2.15: Effective masses of two energy levels are plotted from eigenvalues for 2.35 < β <
2.38 and 0.30 < κ < 0.33 for lattice of size 244 in 0+ channel. Black colored points represent
the first energy level and red colored points represent the second energy level. Different symbol
styles represent effective masses for different values of λ.

One of the very important aspects of a theory is sensitivity to its parameters, 3 parameters
for the case of YMH theory. One possibility is to keep two of the parameters fixed and let
the third parameter vary. Since the whole investigation was conducted with lattice calculation
method, only finite number of values of the third parameters can be used to vary it. One can
also define a convention for how to define a fixed parameter since it is also not easy to find
many situations with some parameter(s) held fixed. Here the convention is that the held fixed
parameters have lesser variation than the third parameter which is allowed to vary. In figures
2.15-2.20 such situations are shown for 0+ channel while in figures 2.21-2.26 such situations are
shown for 1− channel.

A general observation is that effective masses of the lowest states are less sensitive compared
to those of higher states, though it is clear that there does exist dependency specially in figure
2.17.

Considering only ground state, for situation with β and κ held fixed, the deviation in the
effective masses is less than 30% in figures 2.15, 2.16, 2.21, and 2.22. For the third similar
situation in figures 2.17 and 2.23, it is hard to make comparison but the dependency is on λ is
clear. For the situation when β and λ are held fixed, the sensitivity is relatively considerably
smaller than the previous situation, as in figures 2.18, 2.19, 2.24, and 2.25. Similar situation
arises when κ and λ are held fixed as in figures 2.20 and 2.26, though the deviation is alittle
larger than the previous case.
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Figure 2.16: Effective masses of two energy levels are plotted from eigenvalues for 2.43 < β <
2.48 and 0.30 < κ < 0.34 for lattice of size 244 in 0+ channel. Black colored points represent
the first energy level and red colored points represent the second energy level. Different symbol
styles represent effective masses for different values of λ.
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Figure 2.17: Effective masses of two energy levels are plotted from eigenvalues for β = 3.0 and
κ = 0.315 for lattice of size 244 in 0+ channel. Black colored points represent the first energy
level and red colored points represent the second energy level. Different symbol styles represent
effective masses for different values of λ.
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Figure 2.18: Effective masses of two energy levels are plotted from eigenvalues for β = 3.0 and
λ = 1.317 for lattice of size 244 in 0+ channel. Black colored points represent the first energy
level and red colored points represent the second energy level. Different symbol styles represent
effective masses for different values of κ.
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Figure 2.19: Effective masses of two energy levels are plotted from eigenvalues for β = 4.0 and
λ = [1.0, 1.05] for lattice of size 244 in 0+ channel. Black colored points represent the first
energy level and red colored points represent the second energy level. Different symbol styles
represent effective masses for different values of κ.
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Figure 2.20: Effective masses of two energy levels are plotted from eigenvalues for 0.320 < κ <
0.329 and 1.10 < λ = 1.13 for lattice of size 244 in 0+ channel. Black colored points represent
the first energy level and red colored points represent the second energy level. Different symbol
styles represent effective masses for different values of β.

For the case of higher states the situation is slightly different. The parameters seem to effect
the effective masses without any considerable distinction, which implies that the YMH theory
is effected by all 3 parameters in more or less the same way, particularly for higher states.
However, for a definite answer a dedicated investigation in the parameter space is still required,
and masses from fitting of Cosh function(s) is to be extracted which even now require alot more
statistics for a number of sets of parameters.

2.5 LCPs in YMH Theory

It is already explained in chapter 1 that in the YMH theory 3 quantities are needed to set the
parameters, so that investigations are carried out as the lattice becomes finer. However, for
YMH theory only two relevant quantities are experimentally known, i.e., masses of W and Higgs
bosons. W boson’s mass is used to set the scale as already explained in section 2.3, and Higgs
boson’s mass is used to calculate the ratio m1−

m0+
in this chapter. It necessitates considering the

third quantity from purely theoretical side in order to define a line of constant Physics. The
third quantity chosen for such investigation is the lowest state in the 1− singlet channel 3. For
this purpose the following operator is used to extract the ground state’s mass in 1− singlet
channel [31].

©1−
µ (x)ε = εTr

(
ϕ†(x)exp(iτbW b

µ)ϕ(x+ eµ)
)

(2.24)
3It is the only place where 1− singlet channel is considered.
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Figure 2.21: Effective masses of two energy levels are plotted from eigenvalues for 2.35 < β <
2.38 and 0.30 < κ < 0.33 for lattice of size 244 in 1− channel. Black colored points represent
the first energy level and red colored points represent the second energy level. Different symbol
styles represent effective masses for different values of λ.
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Figure 2.22: Effective masses of two energy levels are plotted from eigenvalues for 2.43 < β <
2.48 and 0.30 < κ < 0.34 for lattice of size 244 in 1− channel. Black colored points represent
the first energy level and red colored points represent the second energy level. Different symbol
styles represent effective masses for different values of λ.
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Figure 2.23: Effective masses of two energy levels are plotted from eigenvalues for β = 3.0 and
κ = 0.315 for lattice of size 244 in 1− channel. Black colored points represent the first energy
level and red colored points represent the second energy level. Different symbol styles represent
effective masses for different values of λ.
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Figure 2.24: Effective masses of two energy levels are plotted from eigenvalues for β = 3.0 and
λ = 1.317 for lattice of size 244 in 1− channel. Black colored points represent the first energy
level and red colored points represent the second energy level. Different symbol styles represent
effective masses for different values of κ.
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Figure 2.25: Effective masses of two energy levels are plotted from eigenvalues for β = 4.0 and
λ = [1.0, 1.05] for lattice of size 244 in 1− channel. Black colored points represent the first
energy level and red colored points represent the second energy level. Different symbol styles
represent effective masses for different values of κ.
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Figure 2.26: Effective masses of two energy levels are plotted from eigenvalues for 0.320 < κ <
0.329 and 1.10 < λ = 1.13 for lattice of size 244 in 1− channel. Black colored points represent
the first energy level and red colored points represent the second energy level. Different symbol
styles represent effective masses for different values of β.
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Figure 2.27: Masses in 0+ channel for different LCPs are show in the figure. For these LCPs,
0.52 < R1 < 0.56 and R2 ≈ 0.5. Black points represent the ground state and red points
represent first first excited state. The parameter a is lattice spacing.
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Figure 2.28: Masses in 0+ channel for different LCPs are show in the figure. For these LCPs,
2.12 < R1 < 2.15 and R2 ≈ 1.63. Black points represent the ground state and red points
represent first first excited state. The parameter a is lattice spacing.
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Figure 2.29: Masses in 0+ channel for different LCPs are show in the figure. For these LCPs,
1.51 < R1 < 1.54 and R2 ≈ 1.63. Black points represent the ground state and red points
represent first first excited state. The parameter a is lattice spacing.
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Figure 2.30: Masses in 1− channel for different LCPs are show in the figure. For these LCPs,
0.52 < R1 < 0.56 and R2 ≈ 0.5. Black points represent the ground state and red points
represent first first excited state. The parameter a is lattice spacing.
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Figure 2.31: Masses in 1− channel for different LCPs are show in the figure. For these LCPs,
1.51 < R1 < 1.54 and R2 ≈ 1.63. Black points represent the ground state and red points
represent first first excited state. The parameter a is lattice spacing.
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Figure 2.32: Masses in 1− channel for different LCPs are show in the figure. For these LCPs,
1.51 < R1 < 1.54 and R2 ≈ 1.63. Black points represent the ground state and red points
represent first first excited state. The parameter a is lattice spacing.
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Figure 2.33: Effective masses in 0+ channel are plotted using 5 operators on the lattice of size
244. The parameters are β = 2.2945, κ = 0.3191, and λ = 1.143. Symbols with different styles
and colors represent different effective masses.

With the help of the three masses, two ratios R1 = m0+
m1−

and R2 = m0+
m

1−s

are considered along

with the lowest state in 1− triplet channel which is used to set the scale and hence serves as
the third quantity. The effect of lattice discretization is investigated in both 0+ and 1− triplet
channels. The results are shown in figures 2.27-2.32 for three different cases, mentioned on the
caption of the figures.

As the masses are already not known in advance, based upon the available information [31]
ranges of values for ratios are set for same LCPs instead of fixed values. Overall the observation
is that within statistical errors, the masses in both 0+ and 1− triplet channels are in agreement
for different chosen values of lattice spacings. There is an exception for the case in figure 2.30.
Though, currently there are not many LCPs available for selected ratios, it gives at least a
preliminary idea that it might be possible that for the chosen range of lattice spacings there
is no considerable dependence of masses on lattice spacing. The most convenient situation
would be that masses do not depend upon any lattice spacing, and hence the descritization
effects would not play any role in the masses. However, more LCPs are required to reach any
conclusion for YMH theory.

2.6 Phenomenology in YMH Theory

It is already mentioned that YMH theory is a part of the SM, it means that the predictions of
this theory will not contain any contribution from other parts of the SM. However, it is very
interesting to see how close its predictions are with its current status from the point of view
of phenomenology. This investigation will give us a chance to compare our results with naive
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Figure 2.34: Effective masses in 1− channel are plotted using 3 operators on the lattice of size
244. The parameters are β = 2.2945, κ = 0.3191, and λ = 1.143. Symbols with different styles
and colors represent different effective masses.

expectations for a weakly interacting theory. Based on the current status of the results for
Higgs searches, the key to such investigation is to choose (or find) a set of parameters for which
the ground state in the spectrum of 1− and 0+ channels is in 1−, and then investigating the
spectrum in these channels. However, from more theoretical point of view, it is interesting to
study the spectra for the cases when the ground state in the spectrum lies in 0+ channel, and
when the ground state is 1− channel but the lowest state in 0+ is heavier than around 126 GeV.
For the first situation, the relevant Physics is also important from the point of view of QCD.
This matter will be considered in chapter 3, though for gauge dependent quantities. For the
second situation, since nature could have chosen any mass for experimentally found Higgs, it
is very interesting to see how the spectrum would look like with a state in 0+ which is heavier
than currently known Higgs. For all the cases, the calculated spectra are compared with naively
expected spectra.

In figures 2.33 and 2.34, effective masses in 0+ singlet and 1− triplet are shown for different
energy levels for the nature of parameter values mentioned above. Their respective eigenval-
ues, as a function of time, are fitted by the Cosh function(s) described in detail in section 2.3.
The masses are converted from lattice units into physical units using the prescription described
before, such that the lowest state in 1− triplet channel for our chosen parameters is 80.375
GeV. Note that in figure 2.34, the masses for higher than ground energy level do not show any
particular pattern which is already suggestive that fitting such a behavior by Cosh function(s)
will not be easy. It is the reason that the spectrum, which is shown schematically in figure
2.35 does not even contain as many masses of energy levels as the number of operators. A
similar situation with the parameters, which provide us the lowest state in 0+ channel around
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Figure 2.35: Spectrum for YMH theory is shown in the figure in HLD. The dotted lines represent
the naively expected energy levels in each of 0+ and 1− channel. Red and blue boxes, with
their average value of masses, represent our findings for the parameters β = 2.2945, κ = 0.3191,
and λ = 1.143, using 244 lattice. The width of the boxes represents uncertainty in the values
of masses. The details about shown the naively expected energy levels, represented by dotted
lines, is as follows: The lowest line in 1− channel is used to give physical dimensions to masses
of energy levels. The lowest line in 0+ channel corresponds to the Higgs found in LHC. The
first higher line in 0+ channel is double of the lowest state in 1−, the second is twice of lowest
LHC Higgs state, the third line in 0+ channel is combination of the two lowest lines in 0+. The
first higher line in 1− channel is combination of the lowest line in 0+ channel and the lowest line
1− channel. The second higher line in 1− channel is three times the lowest line in 1− channel.
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Figure 2.36: Spectrum for YMH theory is shown in the figure in HLD. The dotted lines represent
the naively expected energy levels in each of 0+ and 1− channel. Red boxes, with their average
value of masses, represent our findings for the parameters β = 2.8303, κ = 0.2954, and λ =
1.317, using 244 lattice. The width of the boxes represents uncertainty in the values of masses.
The details about the shown naively expected energy levels, represented by dotted lines, is as
follows: The lowest line in 1− channel is used to give physical dimensions to masses of energy
levels. The lowest line in 0+ channel corresponds to the Higgs found in LHC. The first higher
line in 0+ channel is twice of the lowest line in 1− channel. The second higher line in 0+ channel
is twice of the lowest line in 0+ channel. The third higher line in 0+ channel is twice the first
higher line in 0+ channel. The fourth higher line in 0+ channel is combination of the third
higher line and ground state in 0+ channel. The first higher line in 1− channel is combination
of the lowest states in 0+ and 1− channels. The second higher line in 1− is thrice the lowest
state in 1− channel. The third higher line in 1− channel is combination of the second higher
line in 0+ channel and the lowest state in 1− channel. The fourth higher line in 1− channel is
5 times heavier than the lowest state in 1− channel.
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Figure 2.37: Spectrum for YMH theory is shown in the figure in QLD. The dotted lines represent
the naively expected energy levels in each of 0+ and 1− channel. Red boxes, with their average
value of masses, represent our findings for the parameters β = 2.4492, κ = 0.2939, and λ =
1.036, using 244 lattice. The width of the boxes represents uncertainty in the values of masses.
The details about the shown naively expected energy levels, represented by dotted lines, is as
follows: The lowest line in 1− channel is used to give physical dimensions to masses of energy
levels, despite that now it not the ground state of the whole spectrum. The lowest state in
0+ channel is found from simulations, hence it trivially coincides with the found lowest level in
0+ channel. The first higher line in 0+ channel is 4 times heavier than the lowest state in 0+

channel. The second higher line in 0+ channel is the double of first higher line in 0+ channel.
The third higher line in ‘0+ channel is the combination of second and first higher lines in 0+

channel.The fourth higher line in 0+ channel is twice the second higher line in 0+ channel. In
1− channel, the first higher line is the combination of the ground and first higher line in 0+

and the lowest state in 1− channels. The second higher line in 1− channel is a combination of
5 times heavier than lowest state in 1− channel and the lowest state in 0+ channel.
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Figure 2.38: Spectrum for YMH theory is shown in the figure in QLD. The dotted lines represent
the naively expected energy levels in each of 0+ and 1− channel. Red boxes, with their average
value of masses, represent our findings for the parameters β = 2.4728, κ = 0.2939, and λ =
1.088, using 244 lattice. The width of the boxes represents uncertainty in the values of masses.
The details about the shown naively expected energy levels, represented by dotted lines, is as
follows: The lowest line in 1− channel is used to give physical dimensions to masses of energy
levels, despite that now it not the ground state of the whole spectrum. The lowest state in 0+

channel is found from simulations, hence it trivially coincides with the found lowest level in 0+

channel. The first higher line in 0+ channel is twice the lowest state in 1− channel. The second
higher line in 0+ channel is the combination of the two lowest lines in 0+ channel. The third
higher line in 0+ channel is 4 times heavier than the lowest line in 0+ channel. The fourth
higher line in 0+ channel is twice the first higher line in 0+ channel. The third higher line in
0+ channel is the twice of the first higher line in 0+ channel. The first higher line in 1− channel
is the combination of the lowest states in 0+ and 1− channels. The second higher line in 1−
channel is the combination of the first higher line in 1− and the lowest line in 0+ channel. The
third higher line in 1− channel is thrice of the lowest line in 1− channel. The fourth higher line
in 1− channel is the combination of the lowest line in 1− channel and the second higher line in
0+ channel. The fifth higher line in 1− channel, which is the highest shown line on the figure
in this channel, is 5 times heavier than the lowest line in 1− channel.
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Figure 2.39: Spectrum for YMH theory is shown in the figure in HLD with heavy state in 0+

channel. The dotted lines represent the naively expected energy levels in each of 0+ and 1−
channel. Red and blue boxes, with their average value of masses, represent our findings for the
parameters β = 2.4072, κ = 0.3228, and λ = 1.110, using 244 lattice. The width of the boxes
represents uncertainty in the values of masses. The details about shown the naively expected
energy levels, represented by dotted lines, is as follows: The lowest line in 1− channel is used to
give physical dimensions to masses of energy levels. The lowest line in 0+ channel corresponds
to the situation when this state is heavier than the Higgs mass found at LHC. The first higher
line in 0+ channel is twice the lowest line in 0+ channel. The first higher line in 1− channel is
thrice the lowest line in 1− channel. The second higher line in 1− channel is the combination
of the first higher line in 0+ channel and the lowest line in 1− channel. The third higher line
in 1− channel is 5 times heavier than the lowest line in 1− channel.
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the experimentally found Higgs, is also shown in figure 2.36.

It is clear from figures 2.35 and 2.36 that our finding is similar to what is expected naively
in a weakly interacting theory. There are couple of more masses we found but still with the
present status it is hard to conclude whether they are really some other energy levels or they
will disappear when higher statistics is considered. Due to their vague status, if they are not
given status of a different state than the ones with which they are statistically in agreement, at
least for the selected values of parameters the YMH theory behaves like a weakly interacting
theory. If this is really the case for the YMH theory, the expectation is that nothing out of the
ordinary will be found before the TeV scale when the theory is speculated to become strongly
interacting anyway.

In figures 2.37 and 2.38, the spectra are shown for the situation when the ground state of
the spectrum lies in 0+ channel. During the whole investigation, the scale is set for the lowest
state in 1− channel. Despite that there are afew levels which do not exactly coincide with naive
expectations, they still agree within 3σ.

In figure 2.39 is shown the spectrum for the situation when the lowest state in 0+ singlet
channel is heavier than twice the lowest state in 1− triplet channel. For this situation, despite
only a few available energy levels in the theory, the agreement with naive expectation for spec-
trum is evident. It supports that the YMH theory might be indeed a weakly interacting theory
till the point when non-perturbative Physics takes over. Furthermore, 2.39 also encourages
us to consider a situation when transitions among different channels take place, which is the
subject of discussion in the next two sections.

2.7 Lüscher Method

As importance of YMH theory has already been established, study of spectroscopy takes the
utmost importance from the point of view of phenomenology. As it is already explained how
gauge invariant states can be used to calculate masses of the energy levels in the theory, exper-
imentally what is observed is not energy levels but the transitions between these levels. The
only requirements are conservation of the four momentum (momentum in four dimensions) and
quantum numbers. When it comes to calculating quantities, such as decay width and phase
shift, in continuum there exist formulas in the literature. For the case of lattice, there exist
Lüscher method [15] which can be used to relate information from the situation of a particle in
a box, to continuum. Since there exist energy levels in YMH theory, it can also be employed in
YMH theory.

However, there are limitations on this method. Every field comes with a (or set of) quantum
number(s). Set of energy levels with the same quantum number(s) forms a channel. Hence it
trivially also means that a transition can take place between one channel or more than one
channels. For Lüscher method to work, there has to be only one type of decay among the

46



channels in YMH theory. Such decays or scatterings are called elastic scattering. Since the
method itself can already be found in [15, 32], here only those mathematical expressions are
mentioned which are used during investigation of YMH theory.

In the following, the transition considered is from 0+ (parent) channel to 1− (daughter). In
terms of energy levels, one energy level with quantum numbers 0+ decays into two energy levels
in 1− channel. Since there are two daughters, and the whole computation is in the center of
mass coordinate system, each daughter takes the same value of energy which can be calculated
by

mp = 2
√
m2
d + k2

d (2.25)

where mp is the mass (energy) of the parent energy level, and md and kd are mass and mo-
mentum of each daughter. The masses are calculated using the gauge invariant correlation
functions, which means that kd can be calculated from above equation. With this information,
a variable q can be calculated using [15]

q = kdL

2π (2.26)

where L is the length of lattice along one direction. It can be used to calculate the zeta function
Z00(1; q) using the following equation [33] 4

Zd00(1 : q2) = γ

∫ 1

0
dtetq

2 ∑
uεZ3,u6=0

(−1)u.dy∗00(−π
−→γ .−→u
t

)(π
t

) 3
2 e
−|π−→γ .−→u |2

t

+γ
∫ 1

0
dt(etq

2
− 1) 1√

4π
(π
t

) 3
2 − γπ

+
∑

2πu
L εPd

y∗00(n)
|n|2 − q2 e

−(|n|2−q2) (2.27)

where, other than the traditionally used symbols, d, γ,−→γ ,ylm and L are number of dimensions,
relativistic factor, its vector form, spherical harmonics and lattice size along one direction,
respectively. The bold letters are for the vector components in three dimensions. For our
purpose 2πu

L becomes a set of integers in 3 dimensions [33]. Once the zeta function Z00(1; q) is
known, it is easy to calculate the angle φ(q) (phase shift) using [15]

φ(q) = tan−1(− π
3
2 q

Z00(1; q2) ) (2.28)

2.8 Spectral Transitions in Yang-Mills-Higgs Theory

The spectra in YMH theory for 0+ singlet and 1− triplet channels have already been discussed
for different regions in parameter space. It is always possible in these channels, and in principle

4An expression for Z00(1; q2) is also found in [15]. However, it was not used because from this expression is
divergent. The expression in [32] does not have this problem and hence it was used.

47



  

1-0+ 0+

0+0+

1-

Figure 2.40: A pictorial display of two possible transitions from 0+ channel into 0+ channel
and into 1− channel. On left hand side, the 0+ state is equal or more than twice of a state
in 0+ channel, which makes the transition possible. On the right hand side, a 0+ is equal or
heavier than twice of a state in 1− channel, hence making the transition possible.

in other channels too, that the system can make a transition from one energy level to another
energy level, provided that quantum numbers and the four momenta are conserved. These
transitions can take place within as well as among different energy levels. Figure 2.40 shows
two examples of such transitions pictorially. From the point of view of phenomenology, it is
interesting to investigate these transitions for HLD so that the ground state of the theory is in
1− channel. Transition from 0+ singlet to 1− triplet channel is discussed in this section 5.

In order to investigate these transitions, the first step is to check the nature of these excited
states. For this purpose Lüscher’s method can be used with the assumption that the transition
from a level in 0+ to the ground state in 1− lies in the so-called elastic scattering window. The
results for the parameters β = 3.881, κ = 0.3214, λ = 0.9974 in our theory fulfill the requirement
for this task because there exists an state in 0+ which is in the elastic region. Hence, results
from different volumes can be used to calculate phase shift as a function of center of mass energy.

As in figure 2.41, there is a vague sign that the phase shift might not cross the 90 degrees.
However, it is obvious from the figure that the error is still considerable for the present statistics.
Hence right now no reliable conclusion can be drawn from the situation in order to truly see the
trend of points in the figure. Since the whole calculation right from the variational analysis to
phase shift calculation is highly non-linear, it is also very hard to say how much more statistics

5For the transition 0+ to 0+, the situation is still not very encouraging. The reason is that already some of
the simplest operators have been used and as in the figures they turned out to be statistically very noisy. Even
for the variational analysis most of these operators were never used since they spoil the numerical computations
because of their statistical noise.
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Figure 2.41: Phase shift plot from Lüscher’s method, using the transition from 0+ to 1−, for
the parameters β = 3.881, κ = 0.3214, λ = 0.9974.

is needed to suppress the error bars in the figure to the point that a reliable conclusion can be
drawn. Moreover, since the lattice is rather coarse, such energy levels are also required to be
investigated for relatively finer lattices. If for higher, and maybe also with finer lattices, the
trend of points does pass through 90 degrees, it will be the indicative of a resonance for the set
of parameters which will be theoretically very fascinating discovery from the point of view of
Spectroscopy.

2.9 Duality between Elementary Particles and Bound States

The experimentally found Higgs turns out to be not too heavy to raise questions on the validity
of perturbative calculations [3]. It means that the Higgs mass can be a pole in the tree level
scalar propagator, while the perturbative corrections are not very significant for a Higgs with
around 126 GeV mass. However, theoretically it is also possible to propose a gauge invariant
state as a candidate for the experimentally found scalar state [27] with the experimentally
found mass for Higgs. It raises the question whether an elementary particle in a gauge theory
can mimic a gauge invariant state, such as a bound state, and in case it is true, if this is true
irrespective of how heavy the bound state is.

For this purpose, lets first note that (i) the propagators are gauge dependent quantities,
and (ii) the chosen gauge is a non-aligned gauge [27]. The four point function considered for
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Figure 2.42: Effective masses from Schwinger function and ground state in 0+ channel, with low-
est mass around 113 GeV in the channel, are plotted for parameters β = 2.4728, κ = 0.2939, λ =
1.036. The lattice size is 244.
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Figure 2.43: Effective masses from Schwinger function and ground state in 0+ channel, with low-
est mass around 171 GeV in the channel, are plotted for parameters β = 3.881, κ = 0.3214, λ =
0.9974. The lattice size is 244.
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Figure 2.44: Effective masses from Schwinger function and ground state in 1− channel, with low-
est mass around 113 GeV in the channel, are plotted for parameters β = 2.4728, κ = 0.2939, λ =
1.036. The lattice size is 244.
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Figure 2.45: Effective masses from Schwinger function and ground state in 1− channel, with low-
est mass around 171 GeV in the channel, are plotted for parameters β = 3.881, κ = 0.3214, λ =
0.9974. The lattice size is 244.
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two Higgs states is given by < h†i (x)hi(x)h†k(y)hk(y) >. Here h is the scalar (Higgs) field, the
Latin indices (i and k) are internal symmetry indices while x and y represent position in space
time coordinates. Scalar field can be written as [27]

hi(x) = vni(x) + λi(x) (2.29)

with v as a constant and ni(x) is the component of the unit vector in the direction along i.
λi(x) is a fluctuating field in the space of internal symmetry indices. Expanding the scalar field
using the above equation

< h†i (x)hi(x)h†k(y)hk(y) >=< (vni(x) + λi(x))†(vni(x) + λi(x))

(vni(y) + λi(y))†(vni(y) + λi(y)) > (2.30)

Since ni(x) is a component of unit vector,

n†ini = 1 (2.31)

we can use this information and the zeroness of one point functions, and considering negligible
quantum fluctuations, to achieve the equation [27],

< h†i (x)hi(x)h†k(y)hk(y) >≈ v4 + v2 < h†ihi > +c0 +©(λ) (2.32)

where c0 and ©(λ) are irrelevant constants and negligible terms, respectively, which are not
interesting at the moment.

Above equation implies that up to a multiplicative and an additive constant the two point
function, which is the propagator, behaves like a four point function which is a gauge invariant
quantity. If this is true, the mass calculated from the gauge invariant quantity should coincide
with the pole of tree level scalar propagator. However, this is the case only when λ is negligible.
If the quantum fluctuations are considerable, this duality may no longer exist. One of the pos-
sibilities to observe these two scenarios is to plot an effective mass from the Schwinger function
of Higgs (Schwinger function will be discussed in chapter 3, for now it is sufficient to know that
it is a propagator in space time coordinates) and mass from the GICF. This situation can be
seen in the results given in figures 2.42 and 2.43.

In figure 2.42 the agreement between the two masses suggests that when the pole mass of
bound state in 0+ is low, due to the negligible quantum fluctuations the pole mass of Higgs,
which came from Schwinger function, coincides with that of a gauge invariant mass in 0+ chan-
nel. On the other hand, in figure 2.43 the disagreement is also evident before the statistical
fluctuations become relatively stronger.

In the same way, it is also possible to investigate the existence of duality for the gauge field
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in YMH theory [27]. It is done choosing the operator in equation 2.15 which is in 1− channel.
However, for simplicity and direct relevance it is already considered that (1) the expectation
value of the Higgs field is zero, which is true for non-aligned gauges, and (2) the expectation
value of gauge field is zero, this point is explained in section 3.3.1. For simplicity, the operator
in equation 2.15 can be rewritten as follows;

©1−
aµ (x) ≈ Tr

(
τaϕ
†(x)(1− iτbW b

µ +©(W c
µ))ϕ(x+ eµ)

)
(2.33)

where ©(W c
µ) represents all the higher order terms, which are not very interesting for our

purpose, and hence will be ignored. Assuming that the quantum fluctuations in scalar field is
negligible, the (matrix of) fields ϕ(x) can be taken as approximately constant in comparison
with W b

µ. For this situation, they can be treated as constants and with a little bit of algebra
and properties of trace of matrix, the equation takes the following form;

©1−
aµ (x) ≈ caµ +W b

µ(x)dab (2.34)

where caµ and dab are not interesting terms for our purpose. Using equation 2.34 for expanding
the gauge invariant correlation function gives us the following expression.

<
(
©1−
aµ (x)

)†©1−
aµ (y) >= klb < W b

µW
l
µ > +constant (2.35)

where kbl is also an irrelevant term, while higher order terms in W have already been neglected.
With the most interesting parts explicit in above equation, it is clear that as long as the higher
order corrections are small, duality also holds for the gauge field.

In figures 2.44 and 2.45, the effective masses from Schwinger functions of gauge fields, and
masses from gauge invariant states are shown. For the situation when the lowest state in 0+

channel is around the observed Higgs mass, when the quantum fluctuations are considered to be
negligible, the agreement between the two masses for gauge field is very clear, which supports
the existence of duality. However, despite the fact that there seems to be some agreement
between the two masses for the case of heavy Higgs state, the matter is not completely resolved
since it is unclear till what extent the agreement between the masses from the ground state in
1− channel and that of gauge field propagator [13] will last for this particular set of parameters
[27].
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Chapter 3

Gauge Dependent Correlation
Functions

3.1 Introduction

The contents of this chapter have already been published [13]. In contrast to GICFs, gauge
dependent correlation functions can not be observables, trivially because anything that depends
upon gauge can not be the choice of nature for an observable.

There are a number of reasons for such investigations. Both for the propagators and the
vertices, knowledge of them can be used as input correlation functions for analytical methods,
such as Dyson Schwinger Equations [10]. As it has already been pointed out in chapter 1, DSEs
are mostly composed of coupling constants and correlation functions. It means that if DSE for
a particular correlation function is to be solved, it will require knowledge of other correlation
functions which are present in the DSE. Either an educated guess can be used for these input
correlation functions, or the knowledge of already known correlation functions can be used.

Not only is it very helpful for the purpose of computation, but such investigations are also
important for development of analytical techniques, finding solutions in DSEs is again an ex-
ample. As it is already known that in DSEs, solutions are attained by different assumptions,
such as truncation. Since these solutions are, in general, dependent upon ansatz and/or trun-
cation used, they can be attained and studied to see if they make sense, and in the meantime
computation techniques can also be developed and/or improved.

From phenomenology’s point of view, YMH theory is very helpful in understanding confine-
ment problem due to the reason that it has gauge field-scalar field vertices which can act as a
gauge field-matter field vertices for some special sets of parameters which represent QCD like
Physics [13]. This vertex can be helpful in understanding how the gauge field interacts with
matter fields which can gives us insight into confinement. Knowledge of these vertices will also
tell us different behaviors for different choices of parameters.
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The propagators of fields (in spacetime coordinates) in YMH theory can also be used to
study duality between the elementary particle state and bound state, which has already been
discussed in 2.9.

Here only the two point functions, which are propagators of gauge, ghost and Higgs fields,
and three point functions in the Lagrangian and the one by gauge and ghost fields, are studied.
In principle, it is possible to calculate even higher correlation functions. However, even for
Lagrangian vertices in YMH theory, calculating vertices has been a serious challenge due to
high demand of statistics of the vertices. This is the reason that 4 point gauge field vertices are
not computed while already 3 point vertices are statistically very noisy [13].

3.2 Gauge Fixing

Since the quantities in this chapter are gauge dependent correlation functions, non-aligned
Minimal Landau gauge is chosen for gauge fixing [16]. The mathematical condition on gauge
fields in Landau gauge is given by,

∂µW
i
µ = 0 (3.1)

It means that only the local part of the field is fixed for every index of internal symmetry of the
gauge fields. Beyond perturbation theory, there exists no unique solution to the above equation
[34]. Such independent solutions are called Gribov copies, and the ambiguity associated with
them is called Gribov-Singer ambiguity [34, 35]. A further restriction on the Gribov copies is
to demand that the Faddeev-Popov operator M defined as

M ij = −∂µDij
µ (3.2)

has eigenvalues which are zero or positive, i.e., it is strictly positive semi-definite. The lattice
version of Faddeev Popov operator is [22, 36]

M(y, x)abωb = c

(∑
x

(
Gab(x)ωb(x) +

∑
µ

Aabµ (x)ωb(x+ eµ) +Babµ (x)ωb(x− eµ)
))

(3.3)

where
Gab(x) =

∑
µ

Tr
(
{τa, τ b} (Uµ(x) + Uµ(x− eµ))

)
(3.4)

Aabµ (x) = −2Tr
(
τaτ bUµ(x)

)
(3.5)

Babµ (x) = −2Tr
(
τaτ bU†µ(x− eµ)

)
(3.6)

and c is a normalization parameter, while ωb is an arbitrary function acted upon by the Faddeev
Popov operator. Set of such copies is collectively called first Gribov region [34]. The prescrip-
tion, in which such a Gribov copy is selected randomly gives us gauge dependent quantities
which are Gribov copy independent. Hence throughout the collection of statistics, there has
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been no bias for Gribov copies, and in the end an average (arithmetic mean) is taken over the
samples. This prescription is called minimal Landau gauge [22].

At the same time, since gauge fields and the action are calculated using only positive
Polyakov loop [37], only the configurations with positive Polyakov loop have been considered.
Hence overall, with the absence of any other bias on how to select a gauge copy, collecting
such statistics and averaging over these quantities is equivalent to implementing the minimal
Landau gauge [22, 38, 39]. A random global gauge transformation is performed after fixing
the gauge. Hence the resulting quantity is the one calculated in non-aligned minimal Landau
gauge [13, 16]. It is the non-alignness in the theory which eventually results vanishing of the
expectation values with in statistical fluctuations of the scalar fields.

Since the procedure tends to show a longer auto-correlation time than the plaquette [40],
at least 2(N+30) updates were performed between measurement of gauge-fixed quantities. The
local part of gauge-fixing was performed by a self-tunning stochastic over-relaxation algorithm
with a quality parameter e6 < 1012 [24].

3.3 Correlation Functions

3.3.1 Propagators

One point correlation function is the simplest correlation function. In YMH theory all the one
point correlation functions are zero. For the case of scalar (Higgs) field, it is zero because during
the simulations no specific direction is kept constant in global part of the field. Hence, the mean
value of the field is zero within statistical fluctuation, which is the one point function of scalar
field. It also establishes that the symmetry breaking is not present in our theory, though even
in the case of a non-zero expectation value of Higgs field it is symmetry hiding than breaking.
For the case of gauge field, it is a field with a Lorentz index. If a one point correlation function,
which is the expectation value of the field, is non-zero, it will mean that there is a gauge field
along some specific direction. Since for us there is no such specific direction, this correlation
function has to be zero too. For the case of ghost field, since it is not a part of the theory for the
selected gauge, there exists no one point function of the ghost field. It brings us to propagators,
which are the next simplest correlation function.

Aside from knowing the propagators for understanding of theory, they also have advantage
that they can be used to calculate connected and amputated part of higher correlation functions,
whenever needed. Schwinger functions, which are space-time representation of propagators, are
also very important. A good example is duality between elementary particle state and bound
state, which has already been discussed in chapter 2. In comparison to what perturbation
theory tells us, it is also very interesting to see how much the results from non-perturbative
calculations differ from those of perturbative calculations. In principle, it is possible to calcu-
late the propagators to any order of correction in perturbation theory, the biggest contribution
is expected to come from the tree level. Hence it is reasonable to compare the results from
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non-perturbative calculations with the tree level result of the propagators. Furthermore, as
YM theory has already been investigated, it is also very important to understand how much
the YM theory’s propagators [22], of the fields which are also present in YM theory, differ from
the corresponding YMH’s propagators after the inclusion of scalar field.

For the case of scalar field, the tree level expression for propagator in minimal Landau gauge
is given by

D(p) = 1
p2 −m2 (3.7)

where D(p), p and m are the tree level scalar propagator, momentum and bare mass, respec-
tively. In the absence of higher order corrections, there is no need to consider renormalization
and hence bare mass in the above expression becomes the physical mass of scalar field.

For the scalar propagator to be non-perturbatively calculated on lattice, renormalization is
more involved. Computation of unrenormalized Scalar propagator is straight forward business.
The fields are already available from simulations, explained in chapter 1, hence the unrenor-
malized propagator is given by

Dab
NR(p) =< φa†(p)φb(p) > (3.8)

where φb(p) is the scalar field with p momentum and Latin index as index of internal symmetry,
and † implies complex conjugate in this case. Dab

NR(p) is the unrenormalized scalar propagator,
with a and b indices of internal symmetry of scalar field, and p momentum, while NR in the
subscript means that it is an unrenormalized scalar propagator. The renormalized propagator
is calculated by

Dab(p2) = δab

Z(p2 +m2) + π(p2) + δm2 (3.9)

where Dab(p) has the usual meaning as Dab
NR(p) (with missing NR in parenthesis since the

propagator is renormalized now), p is momentum, while Z and δm in above equation are
normalization constant and mass correction term, respectively. π(p) is calculated from

Dab
NR(p) = δab

p2 + π(p2) (3.10)

while the renormalization scheme is given by

Dab(µ2) = δab

µ2 +m2
H

(3.11)

∂Dab(µ2)
∂|p|

= −2µδab

(µ2 +m2
H)2 (3.12)

where µ is the renormalization point, the value of momentum at which renormalization takes
places, and m is the bare mass value.
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For the case of gauge field propagator, it is given by

Dij
µν(NR)(p) =< W i

µ(p)W j
ν (p) > (3.13)

where Dij
µν(p) is gauge field propagator with p momentum and i, j color indices while µ and

ν are Lorentz indices. W j
ν (p) is gauge field at p momentum value with j color index and ν

Lorentz index. Scheme of multiplicative renormalization is used, which means that with a
renormalization constant c the renormalized gauge field propagator Dij

µν(p) is given by

Dij
µν(p) = cDij

µν(NR)(p) (3.14)

where c is the renormalization constant. The multiplicative constant can be calculated from

c = 1
Dii
µν(NR)(q)

(3.15)

where q is the normalization point and summation convention for the Latin index is not implied.

The ghost propagator is calculated from Faddeev Popov operator by the following equation
[22].

Dab(p) =< (−∂µDab
µ )−1(p) > (3.16)

The renormalization scheme is the same as it is for the case of gauge field propagator. Hence,
the overall picture is that propagators are computed from the fields (for the case of gauge and
Higgs propagators) and the Faddeev Popov operator (for the case of ghost propagator), and
renormalization of gauge and ghost propagators are multiplicatively renormalizable, while scalar
propagator involves calculation of two quantities which are calculated from two renormalization
conditions.

For the Schwinger functions Fsch(t), they are obtained from the propagators D(p2) by

Fsch(t) = 1
aπN

Nt−1∑
P0=0

cos(2πtP0

Nt
)D(P 2

0 ) (3.17)

where a, P0, t and N are lattice spacing, momentum values in lattice units, time values in lattice
units, and number of points on the lattice along each axis, respectively.

3.3.2 Three Point Vertices

The next simplest correlation functions are the three point correlation functions, or three point
vertices. Before explaining the involved quantities for lattice calculations, let us start with the
Feynman rules for the three point vertices mentioned above 1.

∆ijk
µ (p, q, r) = gτ jik(r − p)µ (3.18)

1In the left hand side of the given expressions for Feynman rules, the expressions are used as only symbolic
representation of the vertices. Hence, the place for indices on the symbols are chosen for convenience.
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∆abc
µνη(p, q, r) = gfabc (δµν(p− q)η + δνη(q − r)µ + δηµ(r − p)ν) (3.19)

∆abc
µ (p, q, r) = −gfabcqµ (3.20)

In above ∆ijk
µ (p, q, r) is scalar-gauge field vertex with φ

i(p), W j
µ(q), and φk(r) are complex

scalar, gauge, and scalar fields respectively with i,j,k and p,q,r as internal symmetry indices
and momenta of fields, respectively. Similarly, ∆abc

µνη(p, q, r) is 3 gauge field vertex with similar
type of convention for indices, while ∆abc

µ (p, q, r) is gauge-ghost-anti ghost field vertex with a,b,c
and p,q,r are respectively indices for anti ghost, gauge, and ghost fields and their momenta,
respectively.

From lattice simulations, first the full correlation functions are calculated and then the am-
putated and connected part of the correlation functions are calculated [13]. In YMH theory,
finding connected and amputated part of gauge-scalar fields vertices is not straight forward
since if Lagrangian symmetries are not taken into account, the resulting vertex will be vanish-
ing within statistical error.

For the case of scalar-gauge vertex in YMH theory, the corresponding terms in the La-
grangian are φ†(x+a)U†µ(x)φ(x) and φ†(x)Uµ(x)φ(x+a). These terms can be used to calculate
lattice corrections [12].

φ†(x+ a)U†µ(x)φ(x) ' φ†(x+ a)(1 + iWµ(x))φ(x) (3.21)

where φ(x), Uµ(x) andWµ(x) are the scalar field, link variable and the gauge field, respectively.
In above the second term is the relevant term since it forms a vertex. Hence,

S1 = φ†(x+ a)Wµ(x)φ(x) (3.22)

where S1 is the relevant part for lattice corrections. The following equations are considered
[12].

φ(x+ a) = φ(x) + a∂φ(x) (3.23)

φ(x) = Σe
2πix.p
N φ̃(p) (3.24)

Wµ(x) = Σe
2πix.p
N W̃µ(p) (3.25)

where a is the minimum distance between two consecutive points on lattice lying on the same
axis, while φ̃(p) and Ãµ(p) are fourier transforms of φ(x) and Aµ(x), respectively. Note that
in the equation 3.23, Lorentzian index is not explicitly mentioned. This is acceptable at this
point since the lattice considered is symmetric, i.e., it has equal number of points along each
of the 4 dimensions, hence it has the same value of a for each Lorentz index. There also is a
constant of proportionality in the fourier transforms which has not been used because it does
not play any role in finding the lattice corrections. Using these equations gives us the lattice
corrections.

S1 = Σφ̃†(p)W̃µ(q)φ̃(r)e
2πix.(−p+q+r)

N {e
−2πia.p

N } (3.26)
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where the term in the braces is the lattice correction term. Similarly for the second term,
φ†(x)Uµ(x)φ(x+ a), repeating the same procedure gives us

S2 = Σφ̃†(p)W̃µ(q)φ̃(r)e
2πix.(−p+q+r)

N {e 2πia.r
N } (3.27)

Thus the total lattice correction Lc for these two terms is given by,

L(c)µ = −2sin(π(r − p)µ
N

)cos(π(r + p)µ
N

)− 2isin(π(r − p)µ
N

)sin(π(r + p)µ
N

) (3.28)

where r and p are the momenta (in lattice units) of the φ† and φ fields.

In momentum space there are three fields in the 3 point correlation functions, each with a
momentum. Considering conservation of momentum, which is a constraint, renders two inde-
pendent momenta. For the vertices with two independent momenta, two quantities are required
for the purpose of forming projections in some function space. In Landau gauge, only the tensor
component which is transverse in the W field momentum is accessible. Hence a dressing func-
tion is calculated whose behavior over momentum can give us information about deviation from
the corresponding tree level structure. Furthermore, propagators are also included in order to
take the amputated part out of the vertex [13].

< φa†(p)W i
µ(q)φb(r) >= igV Aτ í

áb́
Daá(p)Díi

µν(q)Dbb́(r)(r − p)ν (3.29)

where g is the coupling constant, τ í
áb́

are the components of the ith Pauli matrix, Daá is the
scalar propagators while Díi

µν is the gauge field propagator. i is iota in its customary meaning
and V is the volume. A peculiar advantage of this projection is that the right hand side of
the above equation contains tree level expression for the vertex which means that computation
of the function A in the expression can give information about how the non-perturbatively
computed vertex behave compared with the tree level vertex expression. Hence the A function
here is the dressing function which is, in fact, the most interesting quantity for us. Using the
following property of Pauli matrices τ i,

τ iacτ
j
cb + τ jakτ

i
kb = 2δijδab (3.30)

the following expression for dressing function is arrived.

A = i

gV

< φa†(p)W i
µ́(q)φc(r) > (r − p)µ́τ ica

D(p)Dµν(q)D(r)(r − p)µ(r − p)ν

Since lattice method is used for computation, above equation needs to contain lattice correc-
tions [12]. This is a straight forward procedure since the correction term Lc has already been
calculated in above. Hence the final expression for the dressing function A is,

A = i

gV

< φa†(p)W i
µ́(q)φc(r) > (r − p)µ́τ ica

D(p)Dµν(q)D(r)(r − p)µ(r − p)ν
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where for lattice calculations
(r − p)µ́ → L(c)µ́ (3.31)

The propagators without indices are (or similar to) color diagonal propagators. For this vertex,
there is one additional subtlety. The vertex in the above equation is not a flavor invariant term.
It means that since this symmetry is not broken in the YMH theory, the expectation value
of this vertex will be zero (within statistical fluctuations) if the form of vertex given above is
considered. The solution to this problem is to choose an expression which is flavor invariant.
Hence in the above equation, the following modification is made:

< φa†(p)W i
µ(q)φc(r) > τ ica →< Tr

(
X(p)X†(r)W i

µ(q)τ i
)
> (3.32)

with

X(p) =
(
φ1(p) −φ∗2(p)
φ2(p) φ∗1(p)

)
(3.33)

where Tr represents trace of the matrices. The reason for introducing the lattice correction [12]
in above is that lattice calculations are performed on a discrete spacetime coordinate system.
Since there nothing exists between the points, the derivatives in Lagrangian are particularly
effected because they directly involve the space between two points. As soon as fourier trans-
formation is performed to further continue in momentum space, terms with lattice spacings
propagate throughout the calculation and modify almost everything, including the Feynman
rules. Hence throughout the calculation of dressing function these modifications, or corrections,
propagate till the end and modify the expression for our dressing function.

For the case of the three gauge field vertex, there is no problem similar to the flavor invariance
of scalar field in the theory. Hence the only remaining work is to compare the non-perturbatively
computed vertex with the tree level vertex of the three gauge fields. Hence with the dressing
function A3w, the full vertex is given by,

< W a
µ (p)W b

η (q)W c
ν (r) >= A3wgf

áb́ć (δµ́ν́(p− q)ή + δν́ή(q − r)µ́ + δήµ́(r − p)ν́)

×Daá
µµ́(p)Dbb́

νν́(q)Dcć
ηή(r) (3.34)

and after some algebra the final equations for the dressing function is given by (including
lattice corrections),

A3w =
< W i

α(p)W j
β(q)W k

γ (r) > f ijk
(
δαγ(p− q)βcos 1

2rβ + δγβ(q − r)αcos 1
2pγ + δβα(r − p)γcos 1

2qα
)

fabcf áb́ćDaá
µµ́(p)Dbb́

νν́(q)Dcć
ηή(r)

(
δµν(p− q)ηcos 1

2rη + δνη(q − r)µcos 1
2pν + δηµ(r − p)νcos 1

2qµ
)

×

(
1(

δµ́ν́(p− q)ήcos 1
2rή + δν́ή(q − r)µ́cos 1

2pν́ + δήµ́(r − p)ν́cos 1
2qµ́
)) (3.35)
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For the case of ghost-gauge field three point vertex, the vertex can be written as

< ub(q)W a
µ (p)uc(r) >= Awuugf

áb́ćqµ́D
aá
µµ́(p)Dbb́(q)Dcć(r)

and after some algebra the dressing function Aggw can be written as (including lattice correc-
tions),

Awuu =
< uj(q)W i

α(p)uk(r) > qα(cos 1
2qα)f ijk

Daá
µµ́(p)Díi(q)Dkḱ(r)qµ(cos 1

2qµ)qµ́(cos 1
2qµ́)faikf áíḱ

Note that all the dressing functions have same structure with the three propagators in the same
place in the equations to get the amputated part and the same places for tree level structures.
Hence, the structure of the dressing functions appears as

A = ΓtreeΓ
ΓtreeΓtreeDDD

with Γtree is the tree level structure, Γ as the full vertex and D’s are propagators.

Once the dressing functions are obtained, the next step is to renormalize them. They need
only multiplicative renormalization which means that all the multiplicative constants are not
very important for a renormalized vertex, while the renormalization point can be chosen which
is suitable for the Physics to be understood [13].

Next simplest gauge dependent correlation function is 4 gauge field vertex, which has not
been explored due to its immense statistical fluctuations.

3.4 QCD and Higgs like Physics

Once the details of the quantities to be computed are understood, simulations can be carried
out for data collection and study of the results. At the same time it is also clear that not all
the sets of parameters can be explored since there are infinite choices for parameters’ values.
Hence the first step is to choose what values of parameters are interesting for simulations.

As it has already been mentioned, for YMH theory the phase diagram is continuously con-
nected [41]. It means that one can start at any point and end up continuously on any other
point in the phase diagram. Hence, there exists no clear boundary which completely separates
different parts (or regions) in the phase diagram. However, in YMH theory it is possible to
classify two regions of phase diagram based upon ordering in energy values of the ground states
in the 0+ and 1− channels. For some set of parameters, the ground state in 0+ singlet channel
is heavier than that in 1− triplet channel, while for the other sets of parameters it is vice versa.
Quantitatively, for m0+ and m1− as the ground state masses (energies) in 0+ and 1− channels,
the ratio m1−/m0+ is less than 1 in one phase (HLD) and greater than 1 in another phase
(QLD), while there also exists a cross over region (COR) where the ratio is equal to 1 within
statistical fluctuations. For the QLD region, a non-negligible intermediate distance string ten-
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sion can exist, before string-breaking sets in [42, 43]. Thus, loosely speaking, there is a phase
transition in a particular way in the phase diagram, but it ends at a critical end-point, and
therefore it does not completely separate phases [28, 44, 45]. Figure 2.14 shows the different
regions in the parameter space.

Let us recall here that absence of QED and fermions has already effected the reliability of
the results, and it remains to be seen precisely how much of error this narrowed down theory
has introduced in the calculated quantities. Hence, strictly speaking, the results are a lot more
important from the theoretical point of view rather than phenomenological point of view at
the moment. Since further lines of constant Physics can also be explored to have better under-
standing of YMH theory, situation with heavier Higgs, in which m0+ is much heavier than m1− ,
is also explored for gauge dependent quantities. This LCP lies deep in HLD region of the theory.

In order to give quantities physical dimensions, scale setting needs to be done. In the HLD
region, the ground state is in 1− channel. To set the scale, the ground state is set equal to
80.375 GeV.

For the case of QCD Physics, the gauge bosons (gluons in this case) are massless. Hence
any comparison between the results from YMH and QCD like Physics is not possible using
the above prescription for setting the scale. Furthermore, using the same prescription makes
it possible to also study the results in comparison with those for HLD cases. Hence, for both
HLD and QLD, same prescription for scale setting is used.

In the following three sets of parameters are chosen for three situations. For the case of
QCD like Physics, the parameters are β = 2.221, κ = 0.125, and λ = 0. Two cases in HLD are
chosen. The situation when the lowest state in 0+ channel is around the Higgs mass found in
LHC (∼ 124 GeV) and the situation when this quantity is heavier than the Higgs mass found in
LHC (∼ 198 GeV). For the first situation, , the parameters are β = 2.3, κ = 0.31, and λ = 1.0
and for the later case, the parameters are β = 2.3827, κ = 0.3176, and λ = 1.018. The lattice
sizes used for simulations are 124, 184 and 244.

3.5 Propagators

3.5.1 Gauge Field Propagator

For the gauge field propagator, it is known that in Yang-Mills theory lattice artifacts are
considerable [22], hence the lattice artifacts are considered first. Figure 3.1 shows the finite
volume effects on gauge propagators. As can be seen in the figure 3.1, the propagators for
different Physics are effected in a different way. For the case of QLD, the propagators are
suppressed as the volume of the lattice used increases, while for the case of HLD the propagators
have slightly increased values. For the heavy 0+ case the propagators are observed to be less
effected which is also evident on the figure 3.1. However, lets note at this point that the volume
at zero momentum is not important. In comparison to YM theory, gauge propagators in QLD
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show similar behavior which is an indication that, at least in Landau gauge, gauge sector in
YMH theory may not be affected by the scalar (Higgs) sector. For the corresponding Schwinger
functions, the deviations observed are typical for the those coming in for the large time values
for finite volumes.

As it is already very difficult to stay on the same LCP, which has already been mentioned in
chapter 2, and determination of masses becomes more difficult for heavier states since they need
relatively considerably more statistics, finding different lattice spacings for the same m1−/m0+

is a challenging task. Hence on figure 3.2, gauge propagators are shown with different lattice
spacings for the same or approximately the same m1−/m0+ , different gauge propagators are
shown. Though there exist very small difference, it is hard to make any statement because of
the unavailability of more values of lattice spacings for the same LCPs. In comparison with YM
theory [22], there also exist no considerable deviations for gauge propagators in YM theory. At
the moment an educated guess is that the same behavior should be expected for YMH theory.

However, relaxing the condition of a particular LCP gives a chance to calculate propagators
freely, figure 3.3 shows these propagators. All the propagators on the figure seem to indicate
the same (asymptotic) behavior in momentum space. This is expected since the mass scale
generated by the Higgs effect should become irrelevant at large energies. However, this behavior
is not that of a massless field. There are logarithmic corrections and partly renormalization
effects in the propagator. Furthermore, the space-time correlation functions also show different
behavior for different Physics. For the case of QLD, they have a zero crossing, which is also
observed in Yang-Mills theory [22, 46] as well as QCD [47, 48].

3.5.2 Ghost Field Propagator

Numerically, the ghost propagator is one of the most easily calculated quantities and the one
who does not contribute in our computation. Despite the fact that ghost fields are merely
the mathematically constructed fields and that they do not have the status of Physically im-
portant fields 2, they have importance of their own. Relevant to the work discussed here, it
is used to calculate running coupling which is calculated using miniMOM scheme [49]. The
ghost propagator can also serve as an input for other non-perturbative methods, such as DSEs.
Furthermore, other methods can be tested by calculating the ghost propagator and comparing
to the ghost propagator calculated here.

Since in Yang-Mills theory the ghost propagator is also effected by lattice artifacts, it is
essential to start with study of these effects. In figure 3.4 finite volume effects are shown for
the ghost propagator. It is clear that for the lattice sizes considered for simulations, there is
no prominent finite volume effects on the ghost propagator [50–52]. Ghost propagator in QLD
region is also included in figure 3.4, hence in comparison of QLD to Yang-Mills theory there
exist similarity in role of finite volume effects [22]. Perhaps the most obvious observation in

2in the sense that they are not gauge or matter fields, and they do not even follow the correct statistical
distribution.
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Figure 3.1: The gauge boson propagator in position space (left panel) and momentum space
(right panel) for different volumes. The top panel is in the QLD with m1−/m0+ = 2.2, the
middle panel has the physical mass ratio m1−/m0+ = 0.72, and the bottom panel is for a large
Higgs mass m1−/m0+ = 0.31, both in the HLD.
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Figure 3.2: The gauge boson propagator in position space (left panel) and momentum space
(right panel) for different mass ratios m1−/m0+ on 244 lattices and for two different lattice
spacings.

QLD is that the propagator is infrared finite in Landau gauge, see the figure 3.4. However,
whether this is really the true statement remains to be seen for very small momentum values
which are accessible on very large lattice volumes.

The situation is more interesting when it comes to the role of lattice spacing. In figure 3.5
ghost propagators with different lattice spacings for very close or the same ratio, m1−/m0+ are
shown. Qualitatively, the propagators behave similarly. However, they do show clear quanti-
tative difference which implies dependence on the lattice spacings, though for the propagators
this dependence does not influence very strongly and, as the dressing functions plotted in the
figure 3.5 shows, quantitatively the two propagators for approximately the same (or the same)
m1−/m0+ do not differ by more a factor of 2. However more propagators with different lattice
spacings and approximately the same (or the same) m1−/m0+ are needed for a more detailed
study of the effect of lattice spacings which is, in no doubt, a very difficult task since dependence
of LCPs on these parameters is not known which makes it impossible to determine m1−/m0+

in advance. The difference in figure 3.5 is not a mere multiplicative constant which could oth-
erwise be removed by a multiplicative renormalization.

Lets relax the condition of having approximately the same, or the same, m1−/m0+ . It
will give us propagators with different m1−/m0+ as well as lattice spacings. Figure 3.6 shows
ghost propagators for both QLD and HLD. The first observation is that the ghost propagators in
QLD and HLD behave drastically different from each other. For the QLD case, the propagators
behave similar to the Yang-Mills theory [22]. Even with different lattice spacings, it is clear
that the propagators are not infrared divergent, as in Yang-Mills theory. Though the dressing
functions for QLD show that the difference between propagators is considerable but not more
than a magnitude, it is still difficult to make a statement at this point since both m1−/m0+ and
lattice spacings vary for them. For the case of HLD, the ghost propagators do not differ a lot
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Figure 3.3: The top panels show the gauge boson propagator in position space (left panel)
and momentum space (right panel) for different mass ratios m1−/m0+ on 244 lattices. The
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dressing function, where Z = 1.4 is a wave-function renormalization constant. Note that the
propagators are unrenormalized.

67



p [GeV]
0 20 40 60 80 100 120 140 160 180 200 220 240

(p
)

G
D

2
p

1

1.5

2

2.5

3

3.5

4

N=8

N=16

N=24

N=32

(Ghost propagator)2p

p [GeV]
0 20 40 60 80 100 120 140 160 180 200 220 240

]
­2

) 
[G

e
v

2
(p

G
D

­5
10

­4
10

­3
10

­2
10

Ghost propagator

p [GeV]
0 200 400 600 800 1000

(p
)

G
D

2
p

1.1

1.15

1.2

1.25

1.3

1.35

1.4

1.45

1.5

(Ghost propagator)2p

p [GeV]
0 200 400 600 800 1000

]
­2

) 
[G

e
v

2
(p

G
D

­6
10

­5
10

­4
10

­3
10

Ghost propagator

p [GeV]
0 100 200 300 400 500 600 700 800

(p
)

G
D

2
p

1.06

1.08

1.1

1.12

1.14

1.16

1.18

1.2

1.22

1.24

1.26

(Ghost propagator)2p

p [GeV]
0 100 200 300 400 500 600 700 800

]
­2

) 
[G

e
v

2
(p

G
D

­6
10

­5
10

­4
10

­3
10

Ghost propagator

Figure 3.4: The ghost propagator (right panel) and dressing function (left panel) for different
volumes. The top panel is in the QLD with m1−/m0+ = 2.2, the middle panel has the physical
mass ratio m1−/m0+ = 0.72, and the bottom panel is for a large Higgs mass m1−/m0+ = 0.31,
both in the HLD.
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Figure 3.5: The ghost propagator (right panel) and dressing function (left panel) for different
mass ratios m1−/m0+ on 244 lattices and for two different lattice spacings.
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Figure 3.6: The ghost propagator (right panel) and dressing function (left panel) for different
mass ratios m1−/m0+ on 244 lattices. Note that the propagators are unrenormalized.
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from each other, and the difference is also less than an order of magnitude. It supports the idea
that maybe there is no drastic difference between the ghost propagators in HLD and they all
behave similar to each other. Furthermore, there is not much difference from the behavior of a
massless particle, as the construction of the dressing function shows, which is in agreement with
perturbation theory in Landau gauge [3]. It is also compatible with earlier indirect evidence
based on the spectrum of the Faddeev-Popov operator [53].

3.5.3 Higgs Field Propagator

Higgs Propagator also has its own merits for study. Since the discovered Standard Model Higgs
is around 125 GeV, at least apparently it seems very encouraging to use perturbative approach
whenever possible because the mass of Higgs is compatible with perturbative calculations [3].
However, it is clear that Higgs mass, which is perturbatively calculated as the pole in the prop-
agator, is a renormalization dependent quantity and it is yet to be seen what happens when
the same propagator is calculated non-perturbatively, and what happens if different values of
parameters are chosen.

First comes the study of lattice artifacts for Higgs propagator. Figure 3.7 shows the finite
volume effect for QLD, HLD and heavy HLD. It is clear from the figure that finite volume
effects are negligible in both QLD and HLD. There is some deviations for Schwinger functions
for different Physics but this deviation is not a surprise since they are fourier transforms of the
propagators. For different lattice spacings, it is similar situation, see figure 3.8. For all the
plotted propagators for different lattice spacings, there is no considerable difference between
the propagators. The only key point for Higgs propagators is that since they have a more
involved renormalization, the bare mass value needs to be fixed for all of them if agreement of
propagators is being sought. Anyway, here the gist of study of lattice artifacts is that Higgs
propagator is the least effected propagator among all the propagators in YMH theory.

The propagators for different spacings and different kinds of Physics are shown in figure
3.9. At higher momentum values, as the dressing functions in the figure 3.9 show, there is
a clear disagreement between the propagators. Since they are renormalized propagators, it
indicates that at least the effects of the mass, as a hard mass scale, pertain to the part of larger
momentum values. Schwinger functions also show disagreement, though after a while they are
overwhelmed by statistical noise.

3.6 Lagrangian Vertices

Vertices are formed by more than two fields. Since lattice calculation method is used during
the whole investigation discussed here, in the absence of analytical results only a finite number
of angles between the momenta of the involved fields are accessible. The first step is to choose
these angles, and hence the momentum settings, to compute vertices.
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Figure 3.7: The Higgs propagator (right panel) and dressing function (left panel) for different
volumes. The top panel is in the QLD with m1−/m0+ = 2.2, the middle panel has the physical
mass ratio m1−/m0+ = 0.72, and the bottom panel is for a large Higgs mass m1−/m0+ = 0.31,
both in the HLD. Note that the renormalization has been performed for all volumes with the
same renormalization constants.
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Figure 3.8: The Higgs propagator (right panel) and dressing function (left panel) for different
mass ratios m1−/m0+ on 244 lattices and for two different lattice spacings.
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Figure 3.9: The Higgs propagator (top-right panel), dressing function (bottom-left panel),
space-time function (top-left panel), and effective mass (bottom-left panel) for different mass
ratios m1−/m0+ on 244 lattices. All propagators are renormalized in the pole scheme.
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Figure 3.10: Different momentum settings for fields in vertices, Equal momentum setting (left)
and Orthogonal momentum setting (right), are shown in the figure.

Two momentum settings are selected for the analysis of three point vertices, equal momen-
tum setting (EMS) and orthogonal momentum setting (OMS). In EMS, all the momenta of
the three fields involved in the correlation functions have equal momentum. For this situation,
the only way they can conserve momentum is to have 60o as the minimum angle between the
momentum vectors of all the fields. Pictorially, if these momenta are plotted as vectors, they
will make an equilateral triangle. For the case of OMS, two of the fields involved in the corre-
lation functions make a 90o angle with each other as the name implies. In order to conserve
momentum, these fields have momentum components in such a way that if their momenta are
plotted as vectors on a diagram, they will make a right triangle. Figure 3.10 is a pictorial way
to explain the two settings 3.

In comparison, for the case of propagators these momentum settings were not a problem.
The reason is that, loosely speaking, they are only two point vertices which means that two
independent momentum selection can be made for two fields in one correlation function, and
when the conservation of momentum is taken into account it will introduce one constraint on
the two previously independent momentum values. Hence there is only one momentum for the
two point functions calculated in above.

The dressing functions for the computed vertices have already been explained. It is the
central part in understanding vertices, with respect to the projection of vertices (here tree level

3The third momentum setting, when in OMS the momenta along perpendicular and base of the right triangle
are equal, is implicitly included. It is the situation when the two internal angles in right triangle are equal.
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Figure 3.11: The ghost-W vertex. The top-left panel shows the case of equal ghost and W
vertex, orthogonal to each other. The top-right panel shows the case for vanishing W momen-
tum. The bottom-left panel shows the symmetric configuration. The bottom-right panel is a
three-dimensional plot of the possible ghost and W momenta orthogonal to each other. The
mass ratio is m1−/m0+ = 2.2. The results are not renormalized.

expressions). Hence, from now on vertex and dressing function will be used interchangeably.

3.6.1 Ghost- Gauge Fields Vertices

The ghost-gauge field vertices are statistically the most easily, though not trivially, computable
vertices [24]. Since the gauge selected is (minimal) Landau gauge there is also a ghost-anti-ghost
symmetry [54]. Therefore, the momentum dependency for anti ghost field can be inferred from
ghost field, and vice versa. For different Physics situation (different lines of constant Physics)
the vertices are given in the figures 3.11-3.13.

Lets start with the QLD Physics. Figure 3.11 shows the ghost-gauge field vertices for dif-
ferent momentum settings. As the figure shows, there is a clear bump for the case when all
momenta are equal. For this momentum setting, higher momentum values are accessible com-
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Figure 3.12: The ghost-W vertex. The top-left panel shows the case of equal ghost and W
vertex, orthogonal to each other. The top-right panel shows the case for vanishing W momen-
tum. The bottom-left panel shows the symmetric configuration. The bottom-right panel is a
three-dimensional plot of the possible ghost and W momenta orthogonal to each other. The
mass ratio is m1−/m0+ = 0.65. The results are is not renormalized.
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Figure 3.13: The ghost-W vertex. The top-left panel shows the case of equal ghost and W
vertex, orthogonal to each other. The top-right panel shows the case for vanishing W momen-
tum. The bottom-left panel shows the symmetric configuration. The bottom-right panel is a
three-dimensional plot of the possible ghost and W momenta orthogonal to each other. The
mass ratio is m1−/m0+ = 0.31. The results are not renormalized.
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pared with other settings hence the bump in the figure is clearly visible for this setting. Other
than this, it is not unfair to say that the vertex is rather flat while the bump is around the
lightest bound state in the YMH theory. There is a similarity with SU(2) Yang-Mills theory
[22, 54–58].

For the case of HLD, as in figures 3.12 and 3.13, the bump seems to be less prominent while
at the same time it is also shifted towards higher momentum side around the values which is
roughly two times the mass of the 0+. It is also apparent from the equation 3.21 which comes
from the relation between the ghost-gauge field vertex renormalization and the gauge and ghost
propagators [59].

3.6.2 Three Gauge Fields Vertices

The three point vertices of 3 gauge fields are shown in figures 3.14-3.16. In comparison with
gauge-ghost fields vertices, they are more effected by statistical fluctuations as in the figures.
It is also observed in YM theory [55]. These fluctuations increase with momentum and grow
considerably large to an extent that the results are not reliable after some momentum value as
shown in the figures.

For the case of QLD, as in figure 3.14, there is some suppression in infrared momentum
region, and shows some sign of zero crossing at some value of momentum. In comparison to
YM theory, this behavior has already been observed [22, 55, 56, 58]. For the case of YM theory,
the results in lower dimensions [55, 60, 61] show zero crossing, while for the case of four dimen-
sions [55] the volumes are not large enough to make a conclusive statement. As the simulations
are performed in four dimensions for YMH theory, the same problem is faced as in the results
of YM theory in four dimensions. Hence, it remains to clearly observe the behavior in deep
infrared region.

The vertices in HLD are shown in figures 3.15-3.16. The first observation is that for both
values of 0+ mass, there is no such suppression in the infrared region as in the case of QLD,
though a slight tendency is still found which is surely not as clear as in the case of QLD.
However, it remains to be seen what happens for larger lattices, which will give us a chance to
go further in infrared region. Furthermore, there seems to be a slight dependency on the mass
of 0+ but with the current statistics, it is not possible to clarify it.

3.6.3 Scalar- Gauge Fields Vertices

In comparison to Yang-Mills theory, Higgs-gauge field vertex is the additional vertex which we
get from the YMH theory. Not only is it important for understanding of YMH theory and Higgs
effect [3], it is also important for studies of confinement in QLD [62]. Already there have been
some speculations regarding this vertex and it remained to actually compute it and see how
this vertex actually behaves. YMH theory provides a good laboratory for this vertex. However,
it turns out to be the noisiest among the three point vertices in the theory and demands very
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Figure 3.14: The three-W vertex. The top-left panel shows the case of equal ghost andW vertex,
orthogonal to each other. The top-right panel shows the case for vanishing W momentum.
The bottom-left panel shows the symmetric configuration. The bottom-right panel is a three-
dimensional plot of the possible ghost and W momenta orthogonal to each other. The mass
ratio is m1−/m0+ = 2.2. The results are not renormalized.

78



p [GeV]
0 100 200 300 400 500

)
2

,p
2

,p
2

(p
3

W
G

­2

­1

0

1

2

424
418
412

Three­W vertex, all momenta equal

p [GeV]
0 50 100 150 200 250 300 350

)
2

,p
2

,4
p

2
(p

3
W

G

­2

­1

0

1

2

Three­W vertex, orthogonal momenta with two equal

p [GeV]
0 50 100 150 200 250 300 350

,0
)

2
,p

2
(p

3
W

G

­2

­1

0

1

2

Three­W vertex, one momentum vanishing

p [GeV]
0

50
100

150
200

250
300

k [GeV]

0
50

100
150

200
250

300

)
2

,k
2

+
k

2
,p

2
(p

3
W

G

­2

­1

0

1

2

Three­W vertex, orthogonal momenta

Figure 3.15: The three-W vertex. The top-left panel shows the case of equal ghost andW vertex,
orthogonal to each other. The top-right panel shows the case for vanishing W momentum.
The bottom-left panel shows the symmetric configuration. The bottom-right panel is a three-
dimensional plot of the possible ghost and W momenta orthogonal to each other. The mass
ratio is m1−/m0+ = 0.65. The results are is not renormalized.
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Figure 3.16: The three-W vertex. The top-left panel shows the case of equal ghost andW vertex,
orthogonal to each other. The top-right panel shows the case for vanishing W momentum.
The bottom-left panel shows the symmetric configuration. The bottom-right panel is a three-
dimensional plot of the possible ghost and W momenta orthogonal to each other. The mass
ratio is m1−/m0+ = 0.31. The results are not renormalized.
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Figure 3.17: The Higgs-W vertex. The top-left panel shows the case of equal ghost and W
vertex, orthogonal to each other. The top-right panel shows the case for vanishing W momen-
tum. The bottom-left panel shows the symmetric configuration. The bottom-right panel is a
three-dimensional plot of the possible ghost and W momenta orthogonal to each other. The
mass ratio is m1−/m0+ = 2.2. The results are not renormalized.
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Figure 3.18: The Higgs-W vertex. The top-left panel shows the case of equal ghost and W
vertex, orthogonal to each other. The top-right panel shows the case for vanishing W momen-
tum. The bottom-left panel shows the symmetric configuration. The bottom-right panel is a
three-dimensional plot of the possible ghost and W momenta orthogonal to each other. The
mass ratio is m1−/m0+ = 0.65. The results are is not renormalized.
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Figure 3.19: The Higgs-W vertex. The top-left panel shows the case of equal ghost and W
vertex, orthogonal to each other. The top-right panel shows the case for vanishing W momen-
tum. The bottom-left panel shows the symmetric configuration. The bottom-right panel is a
three-dimensional plot of the possible ghost and W momenta orthogonal to each other. The
mass ratio is m1−/m0+ = 0.31. The results are not renormalized.
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high statistics as already apparent in figures 3.17-3.19. Hence the results are shown as far as
they make any sense at all. As in the figures, statistical noise increases with momentum, hence
the points not shown in the results are for the high momentum values.

For the case of QLD Physics, the vertex is most effected by statistics, see figure 3.17. Though
it is already very hard to conclude anything from the results, within statistical errors the dress-
ing function seems to have a constant function around the value 1 against momentum for all
cases. It implies that the Higgs-Gauge field vertex is very close to the tree level expression for
the vertex. Hence the non-perturbative contribution for this vertex seems to be very small if
any. However, it remains to confirm it by much more statistics which is undoubtedly a chal-
lenging task in terms of resources for computation. Since the dressing function seems to be a
constant function of momentum, no infrared divergence or suppression is observed.

For the case of HLD Physics, the situation remains more or less the same. The dressing
function is again very close to 1 and it behaves like a constant function. The only good news
is that as the mass of 0+ state increases (the ratio m1−/m0+ decreases), the vertex becomes
slightly less noisy as shown in figures 3.18 and 3.19. For HLD, no infrared divergence or sup-
pression is observed.

For the quenched case, such flat behavior of functions have been observed and no angular
dependence is observed [63] and [64].

To sum up, in all the explored three lines lines of constant Physics the dressing function
seems like a constant function with no different behavior in the infrared region, and appears
to preclude any possibility to obtain a strong contribution to the intermediate distance string
tension from a single W exchange, as discussed for QCD [54, 65].

3.7 Running Gauge Coupling

The propagators, along with vertices, have already been discussed by now. Using only the
gauge and ghost propagators, running gauge coupling can be defined in the miniMOM scheme
[49, 59] as

α(p2) = α(µ2)p6DGh(p2, µ2)2Dw(p2, µ2) (3.36)

where DGh(p2, µ2) and Dw(p2, µ2) are ghost field and gauge field propagators, respectively. The
scale µ2 is the momentum value where the experimental input value for the running coupling
is selected. Lets note here that running gauge coupling is a gauge dependent quantity and in
PDG [30] the coupling is available at the Z mass in a different scheme. Since α(p2) acts as
merely a normalization constant, the ratio α(p2)

α(µ2) is considered for plotting in the figure 3.20. It
is easy to anticipate that lattice artifacts on ghost and gauge field propagators enter directly
into the running gauge coupling.

As in figure 3.20, for larger values of momentum all the plotted running gauge couplings
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Figure 3.20: The running coupling for different mass ratios m1−/m0+ on 244 lattices. Renor-
malization has been performed such as to agree with the perturbative running coupling at large
momenta. See the text for details on the latter.

agree very well with the leading order massless running gauge coupling given by [13]

α(p2)
α(µ2) = 1

1 + 1
4πβ0ln( p2

µ2 )
(3.37)

where β0 is 43
6 in this theory which is the the first coefficient of the β−function. There is a

remarkable difference from that case with the 12 species of the SM fermions included, for which
β0 = 19

6 . For the case of YMH theory, the running gauge coupling is considerably weaker than
the one with SM in which fermions are included, as remarked in [66].

For the momentum values of the order of the bound state masses between 50 and 250 GeV,
a strong quantitative difference between the QLD like and HLD Physics is found. In QLD, the
running gauge coupling shows a pronounced peak, like in YM theory [22]. In HLD, though it is
by construction infrared and ultraviolet vanishing running coupling, only remnants of the peak
does remain.

In our gauge, which is a non-aligned gauge [16], there is no three Higgs vertex, while currently
no simple relations as the one for α(p2) exist so that the 4 Higgs coupling could be computed.
As stated already, the statistical noise is also a serious factor to be considered for any Higgs
related coupling.
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Chapter 4

Conclusions

The investigation discussed above gave us considerable insight into the YMH theory, while at
the same time provided us the quantities which can be used for further studies. At the same
time, it also raised a number of questions to consider for further investigation.

With the investigation conducted, some part of the parameter space of YMH theory is clas-
sified and it is known whether they belong to HLD or QLD, hence the Physics concerned with
several regions in parameter space is further known [26]. In these explored regions there is also
some information at hand how lattice artifacts effect, at least the explored, gauge invariant
quantities in the theory. Despite the fact that still a lot of exploration needs to be done for
finding lines of constant Physics, some more approximate LCPs are known to us now. Since
now we already know some of the regions where it is possible to do Spectroscopy in an attempt
to compare the results with experimentally known results, results from two sets of parameters
have already been presented in chapter 2, along with other situations which are more interesting
from theoretical point of view. Not only is the information about phenomenology is available
at hand, we also have cases when it is actually possible to study transitions between channels,
as an example is already included in chapter 2. It presented an opportunity to see how the
theory behaves with a heavy state in 0+ channel. It is also known from simulations how a gauge
dependent quantity, which is not an observable, can mimic a gauge invariant quantity, which
is also an observable. Based upon spectra from different parameters in both HLD and QLD,
overall YMH theory appeared to behave like a weakly interacting theory.

For the gauge dependent quantities, one of the most important information comes for the
vertices between gauge and scalar fields. YMH theory served as a laboratory to test how these
vertices behave and if there is any extra ordinary feature of this vertex specially for the case of
QCD like Physics. Despite that collecting reasonable statistics had been a very serious issue,
at least from relatively smaller lattices we know how these vertices behave, and at the same
time it also gave us at least a clue that there is no sign of suppression or divergence towards
ultraviolet and infrared region, as far as we could explore on the momentum scale.
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Another extraordinary finding was that the gauge field behaves like in Yang-Mills theory
in QLD, which means that inclusion of the scalar field did not have any drastic effect on the
gauge field. In general it is not expected since the simulations performed do not strictly forbid
the fields from influencing each other in a Monte Carlo simulation. These similarities raises the
question whether inclusion of more scalar fields will have any effect on such observed similarities.

One aspect of our findings is that for the case of heavy Higgs in HLD, all propagators
and vertices are clearly in disagreement with their tree level counterparts, as in chapter 3. It
clearly means that were the experimentally found Higgs particle heavier enough, it would not
be accessible by perturbation theory at all [3]. Hence we should consider ourselves very lucky
with a relatively light Higgs so that we could have a possibility to compare the results from
perturbative and non-perturbative calculations.

Our findings are also very useful for investigating the theory, calculation approaches and
computation techniques. The whole investigation was an effort towards finding new correlation
functions which is a crucial requirement for DSEs, and also FRGs. For the DSEs, with these
correlation functions known, they can serve as input to DSEs rather than as ansatzes for DSEs,
and new correlation functions can be calculated which are either not calculated, or difficult
to deal with by other non-perturbative approaches. Note that from lattice calculations, no
analytical results are obtained, and it remains always a question how reliable any interpolation
or extrapolation is.

At the moment, the immediate step is to have more statistics in order to be able to conclu-
sively observe if there is any new state which is not what we naively expected. Finding a new
state will surely be a great achievement since it will also show that there is more in nature than
what we could naively expect while assuming that the YMH theory is a weakly interacting the-
ory. If bound states really exist in nature, and they are theoretically found and experimentally
discovered, it will surely help us in cataloging the findings during the searches for new Physics.
At the same time, they will also open the door for Spectroscopy which is interesting both from
the point of view of phenomenology as well as experiments.

It also remains to be seen what happens in the extreme infrared region. For this purpose,
larger lattice sizes need to be considered with lattice calculations. It also remains to find more
LCPs and more points on the already known LCPs which will eventually take us very close to
the continuum if it exists. Furthermore, it will also help us in conclusively finding the renor-
malization scheme which is crucially important for calculations.

From the side of completely understanding the theory itself, other channels are also to be
thoroughly explored which will also result in a much richer Spectroscopy than it is with only
two channels explored [31]. Already knowledge from another channel was used while exploring
the LCPs. It clearly implies how important such explorations are.
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The results from computation of quantities and their analysis are very encouraging to ex-
plore the theory further. Besides the computation and understanding of Physics, they can be
used as input for other non-perturbative calculation methods, such as DSEs. However, there
are a number of problems in the theory which really need to be addressed in order to fully
understand the theory. The first, and perhaps the most important one, is the triviality of the
theory in non-perturbative sense. As it is already stated before, there is no conclusive proof
for the triviality of the theory, it remains to be seen whether the theory is truly a non-trivial
theory. The second problem is to check if there are possible lattice artifacts when the lattice size
is increased and/or finer lattices are used. Furthermore, the remormalization of, particularly,
scalar propagator needs to be understood.

For an extension of the work done, the first non-trivial extension of YMH theory is to include
the QED sector in the theory so that degeneracy in gauge boson masses is lifted, and fermions
are added in the theory. It will turn this relatively simpler theory into the theory which could
describe nature more completely. It may bring changes in the quantities already computed but
as a theory which could be a true description of the nature, it will allow us to make predictions
with more confidence which is, in the author’s opinion, the ultimate goal of scientific research.
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