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Abstract −The role of modelling in science and in 
measurement is first discussed. This is followed by a section 
on modelling in measurement, either for founding the meas-
urability of a characteristic or for performing a measure-
ment. A general probabilistic model of the measurement 
process, capable of addressing calibration, static and dy-
namic measurement, is then examined. To demonstrate the 
application of the model, a working example is developed in 
detail. Lastly, the current status of measurement modelling 
is reviewed and commented.  
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1.  FOUNDATIONS OF MEASUREMENT MOD-
ELLING 

 
1.1.  Background: realism versus instrumentalism 

in science 
The notion of model is central in science and engi-

neering since it is related to the epistemological value 
of scientific theories and the effectiveness of engineer-
ing activities.  

A controversy about the value of scientific theories 
accompanied the birth of modern science. When they 
first appeared, Galileo’s theories were challenged as 
being potentially aversive for the then dominating 
view of the world which was based on the authority of 
the Scriptures and their authentic interpretation by the 
religious authorities [11, 25]1. 

In defence of the new approach, Galileo claimed 
that scientific investigation set out to find out how 
nature operates: to understand “the way the heavens 
go” rather than “the way to go to heaven”. This is 
possible – in his view – since the book of nature is 
written in the same language as science, that is, a 
mathematical language whose “characters are trian-
gles, circles and other geometrical figures”. 

By contrast, his opponent, Cardinal Bellarmino, 
made a clear distinction between the quality of the 
knowledge provided by the holy scriptures and that 
provided by the new theories. These are developed ex 
suppositione and are based on a mathematical descrip-
tion of things that is instrumental to predicting events, 

                                                           
1 References are linked in chronological order, to give a 
feeling of the development of the subject in the last twenty 
years. 

but incapable of grasping the real basis of what exists 
as this may only be revealed by the holy scriptures.  

Galileo’s and Bellarmino’s arguments are the pre-
cursors of two views that are still debated today, real-
ism versus instrumentalism [12, 13]. Both have 
evolved over time, nonetheless. Modern instrumental-
ism, which is quite popular especially in the area of 
computer science, is somewhat related to Anglo-
American pragmatism. Yes, models are essentially 
good for making predictions and for supporting deci-
sion-making processes, but this is what really matters 
– a pragmatist would argue. In fact, modelling has 
grown greatly as regards the development of computer 
technology, and related speculation areas include 
information and system theory. 

On the other hand, today Galileo’s realism sounds 
rather extreme although there are still scientist that 
adhere to it. He believed that science can give a “true” 
description of reality but, as we are now aware, espe-
cially after the criticisms of Kuhn, in a given historical 
period scientific theories are strongly influenced by 
leading paradigms [18, 25]. When such paradigms 
change, science undergoes profound transformations 
which Kuhn called scientific revolutions. So how can 
we believe that our knowledge in a given period is the 
true one? This strong, so to speak, realism is hard to 
support. Yet, if models are good at making predictions 
and supporting decision-making processes - and most 
people, at least in industrialised countries, now agree 
on this – they must somehow “bite into reality”, as 
Barone used to say [2]. This is a form of moderate 
realism which I personally agree with.  

In this perspective, I propose to consider a model 
as an abstract system setting out to represent, to some 
extent and from a certain viewpoint, a real system (or 
a class of real systems). I do not make a sharp distinc-
tion between a model and a theory, rather I consider a 
theory as a very general model. Simply put, a model 
(or a theory) is “good” if it succeeds in its task, which 
consists in giving a proper representation of a piece of 
reality. The ultimate decision on the acceptance of a 
model is up to the scientific community and is subject 
to the dialectics of that community and may change 
over the course of time. 

In the process of controlling the consistency of a 
model with reality, measurement comes into play. 
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Measurement thus enjoys a peculiar position in 
science [6, 14] since it is, on the one hand, the key 
tool for assessing the validity of scientific models, yet, 
being a scientific activity, it is subject to modelling 
itself. This peculiar position is the reason for the 
intrinsic difficulty in measurement modelling which 
will emerge at a later stage2. Before proceeding, we 
must establish some language. I will call 
characteristic what we (want to) measure, whilst I 
will use the term property for denoting the empirical 
properties of a characteristic that allows its 
measurement; a measurable characteristic will be 
called quantity. I will use the term object for 
conventionally denoting what carries (expresses, 
manifests) the characteristic under investigation, 
irrespective of whether it is a material object, an event 
or even a person. Furthermore, since objects manifest 
the characteristic of interest in different ways (levels, 
degrees), I will call the way in which an object 
manifests a characteristic a state. 

  
1.2.  Foreground: measurement modelling 
Measurement modelling concerns modelling both 

the measurand and the measurement process. In both 
cases three types of models can be considered: con-
cerned with the internal properties of a quantity, deal-
ing with influence quantities or related to derived 
quantities. 
 Concerning the internal properties of a character-
istic, we should remember that, according to represen-
tational theory, measurement may be seen as the 
mapping of objects into numbers (measures) [6]. 
Measures reproduce in a numerical domain the rela-
tions that the objects empirically hold in respect of the 
characteristic under investigation. So if object a is 
longer that object b, its length measure, m(a), will be 
greater than that of b, m(b), and so on. Consequently, 
a characteristic is measurable, i.e., it is a quantity in 
our language, if it satisfies proper empirical proper-
ties. In the case of length, for example, the required 
empirical properties are order (one object being longer 
than another) and additivity (e.g. similar blocks may 
be piled to form a block whose length is the sum of 
the length of individual blocks). Typical solutions, as 
concerns length, are the geometrical models of “seg-
ment” or “pair of parallel planes” which may be used 
for objects, such as rods or blocks, respectively. The 
models guarantee measurability in that they incorpo-
rate the property of order and the operation of addi-
tion. As long as the model can give a good description 
of the empirical reality, similar properties may be 

                                                           
2 In some academic environments a division has historical 
aroused between “modellers” and “experimenters”, the latter 
including measurement experts. This division has confined 
measurement in the purely experimental disciplines, with 
noxious consequences, including a biased attitude in the 
funding of research projects. I think, on the contrary, that 
theoretical and modelling challenges in measurement are not 
less demanding than in other, apparently more theoretically-
oriented, disciplines. 

assumed for the real objects (rods, blocks) and for the 
corresponding abstract ones (segments, parallel 
planes).  

In other cases, we do not have a well-established 
model that can guarantee measurability. This is often 
the case, for example, when perception is involved. In 
such cases, measurability can be proved by empiri-
cally assessing that the required properties are satis-
fied. Here the representational framework itself consti-
tutes the reference model [27, 28]. 
 Modelling the effect of influence quantities is of 
major concern when designing a specific measurement 
task. In general, a real object can be characterised by a 
set of quantities, linked by equations. Even though 
measurement aims at just one of them, the others must 
also be accounted for if they affect the measuring 
process. The model here is essential for evaluating 
whether the effect of influence quantities is acceptable 
for the target uncertainty. If it is not, the model may 
support the design of corrections. Suppose, for exam-
ple, that we are considering length, l, and wish to 
account for the influence of temperature, t. Consider 
two rods, a, b, and suppose that if they are at the same 
temperature, a is longer than b, that is a b . Suppose 
now that the temperature may differ from one object 
to another. Then we must use the model to evaluate 
whether b a  can be observed due to temperature 
variations. The model will enable us to prevent this 
from happening and/or to evaluate the uncertainty 
related to this thermal effect.  

Lastly, derived quantities are those that are meas-
ured on the basis of some “natural laws” that link 
them to other quantities. For example, density, ρ , 
may be indirectly measured by measuring mass, m, 
and volume, V, through the relation ρ = m V . In the 
case of loudness, L, we may measure its related physi-
cal intensity, I, and then apply a psychophysical law, 
such as Stevens law, βα=L I .  

 The second reason why we use a measurement 
model is to perform measurements. In this case, we 
must consider not only the measurand object but also 
the measuring system and the interaction between the 
two. The measurement process may be seen as the 
concatenation of two phases [4, 20]3, 

− Observation, in which the object to be 
measured is entered to the measuring system 
that produces indications, and 

− Restitution, where the measurement value is 
obtained on the basis of instrumental 
indications thanks to a previously established 
calibration function. 

If x denotes the unknown value of the measurand the 
quantity to be measured, a the object to be measured 
                                                           
3 The term “restitution”, which I learnt from my mentor, 
Professor Michelini, is routinely used in photogrammetry. 
“Reconstruction” (Morawski) and “gauging” (Aumala & 
Sobolev) are synonymous. “Measurement evaluation” is 
sometimes used (Woeger) with a similar but more vague 
meaning. 
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and x̂  the measurement value, the overall 
measurement process may be seen either as a mapping 
from things to numbers, ˆa x , or from numbers to 
numbers, ˆx x . The latter is the usual perspective in 
science and engineering and the one we will also 
develop here. Yet in measurement, the former is also 
important and needs to be considered, especially from 
a foundational viewpoint. Further on, I will 
concentrate on the measurement process and will 
present and discuss a general probabilistic model. But 
before doing that, we must briefly discuss the notion 
of probability in this modelling perspective. 
 

1.3.  Notes on the philosophy of probability 
The discussion on the nature of probability was 

part of nineteenth century epistemological debate [16]. 
According to Hacking [7], probability may be under-
stood either as a relative frequency or as a degree of 
belief. This is also related to seeing the objects of 
probability as events or statements and the two per-
spectives are sometimes convertible: if I am interested 
in the probability that tomorrow it will rain, I may see 
“tomorrow it will rain” as an event, that may happen 
or not, or as a statement, that may be true or false.  

Historically, both positions were pursued up to 
their extreme consequences. Von Mises, for example, 
fully investigated the frequentistic approach which 
admitted the possibility of a probabilistic estimation 
only when it refers to a “collective”4 of realisations 
[16]. On the other hand, De Finetti, reached a subjec-
tivistic vision. Pursued up to its extreme conse-
quences, this approach leads to considering probabilis-
tic statements as reflecting the vision of a single per-
son, and, as such, having limited scientific value since 
scientific knowledge is understood to be inter-
subjective.  

In my opinion, these two views are related to the 
general question in science of whether the properties 
that we attribute to objects have an ontic or an epis-
temic character [14]. Ontic means that they are inher-
ent in the object, epistemic means that they strongly 
dependent on our cognitive categories. Again, I think 
that the notion of model is essential for solving this 
dilemma. My view is illustrated in Figure 1.  

 

 
 

Fig. 1.  The role of the model in the scientific method of 
observing the world. 

 
In science we do not look at things directly but 

through the intermediation of a model [11]. This 
model interfaces with us on one side and with the 

                                                           
4 A “collective” is an infinite series of outcomes in which 
each attribute has a limiting relative frequency that is insen-
sitive to place selection. 

empirical reality on the other. As long as it is a model 
of ours, it must comply with our cognitive categories: 
hence its epistemic character. Yet, as it “bites into 
reality” it must take on some ontic aspects. So these 
two perspectives are not, in my opinion, irreconcil-
able: rather they are two faces of the same coin, in 
general not separable.  

Coming back to probability, as this is used to de-
velop probabilistic models, it belongs to this pattern. 
Probabilistic models are those that are expressed in 
terms of probabilistic relations and/or variables, and, 
as models, they usually give a description of things 
which is both epistemic and, to some extent, ontic. 
Thus, concerning the “nature” of probability, I basi-
cally regard it as a primitive notion – everyone intui-
tively understands the term “probability” as they do 
terms such as “line” or “plane” – mathematically 
characterised by a set of axioms. In science, probabil-
ity is used as a kind of “logic” that allows models to 
be developed and inferences made, whose validity is 
subjected to evaluation by the scientific community, 
as is the case for any scientific construct. The adher-
ence of the scientist who formulated the model to 
some credo, Bayesian, frequentistic or any other, does 
not, in my opinion, add to or subtract from the validity 
of the model. 

 
2. A PROBABILISTIC MODEL OF THE MEAS-

UREMENT PROCESS 
 

2.1.  General framework 
We are now ready to present and discuss the pro-

posed probabilistic model of the measurement process 
[21]. More in general, we consider all the quantities 
and parameters involved as vectors. Let x  denote the 
measurand, y  the instrument indications and θ  the 
influence quantities or parameters.  

Observation may then be described by the condi-
tional distribution  

 
( )p y | x,θ .                                                         (1) 

 
This distribution is the core of the model and, in 

practice, its formulation is the main modelling task. 
We will thus call it the characteristic distribution of 
the measurement process. Once it has been obtained, 
what follows is simply calculation. Restitution may be 
seen as the probabilistic inversion of observation and 
may be obtained by the Bayes-Laplace rule, followed 
by probabilistic de-conditioning from influence quan-
tities/parameters: 

 

( ) ( )
( )

( )d
d

= ∫ ∫
p

p p
pΘ

X

y | x,θ
x | y θ θ

y | x,θ x
.               (2) 

 
A probabilistic description of the overall meas-

urement process may be obtained by combining the 
above two transformations: 
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( )

( )( ) ( ) ( )( )
ˆ

ˆδ E | d d ,

=

−∫ ∫

p

p p
Y Θ

x | x

x x y y | x,θ θ θ y
    (3) 

 
Where δ  is the Dirac-delta operator. 

Let us now apply this general framework to cali-
bration and to static and dynamic measurement. 
 

2.2.  Calibration 
Calibration is an experiment performed in order to 

characterise a measuring system and provides vital 
information for the measurement processes that are 
based on it. In terms of our model, we may simply say 
that calibration sets out to obtain the characteristic 
distribution (1). This may be done – and usually is – 
by assuming a parametrical expression for the distri-
bution (1) and by estimating the relevant parameters. 
Calibration may be either static (steady-state) or dy-
namic; here we shall focus on the former. The experi-
ment consists in inputting the system with a series of 
standard objects that materialise a series of values of 
the quantity, and in recording the corresponding 
steady-state indications of the instrument. The ex-
perimental data thus consist in a series of pairs, 
( ){ }, , 1,...,=i ix y i n . The reference distribution is as in 

(1), where θ  is now the vector of the parameters to be 
estimated. Since in this case x  and y  are known, we 
may apply the Bayes-Laplace rule to obtain θ : 

 

( ) ( ) ( )
( ) ( )

,
d

=
∫

p p
p

p p
Θ

y | x,θ θ
θ | x y

y | x,θ θ θ
,                  (4) 

 
Where ( )p θ  may be a vague prior [1]. Again, the 
main modelling task is to obtain a proper expression 
for the characteristic distribution. This may be done 
by assuming an input-output model for the measuring 
system, on the basis of our knowledge of its behav-
iour. For a single static measurement, this may be 
expressed in quite general terms as 
 

( ), ,=y f x wθ ,                                                 (5) 
 
Where w is a random variable accounting for observa-
tion noise. Assuming that the realisations of this noise 
are uncorrelated along the calibration process, one 
obtains 
 

( )
( )( ) ( )

,

δ , , d ,

=

−∏∫
i

i i i i i
i

p

y f x w p w w
W

y | x θ

θ               (6) 

 
Which allows us to solve our problem by applying 
formula (4). An explicit analytical example will be 
provided at a later stage. 
 

 
2.3.  Static measurement 
Static measurement is a measurement in which the 

measurand is assumed to be constant, at least for a 
time span that includes the duration of the experiment. 
Observation is based on the steady-state indication of 
the measuring system; it may be single or repeated. In 
the case of repeated observations, we may observe 
variations that are generally attributed to random 
noise. The final result is usually obtained by averaging 
the indications and this method is considered to give a 
better quality than the one based on a single observa-
tion, since the averaging operation allows the noise to 
be filtered to some extent. Variations are usually as-
sumed to be uncorrelated, especially if sufficient time 
elapses between subsequent observations and the 
initial conditions of the measuring device are each 
time restored. In our model, the reference description 
is still provided by the characteristic distribution (1), 
where the measurand is now a scalar, x, and influence 
parameters define the behaviour of the device and the 
effect of influence quantities. For some parameters, 
we must totally rely on information obtained, for ex-
ample, during calibration or, in general, outside the 
measurement experiment. For others, we may also 
obtain information from the measurement process 
itself, from repeated observations. An example of the 
latter is the variance of the random variations which 
may be estimated during the measurement process.  

We will thus distinguish between unobservable and 
observable parameters, and denote the former by θ , 
the latter by σ . The input-output model for the single 
observation may be still expressed by formula (5)5.  

If we also assume that the random variable describ-
ing the random variations is always the same, denoted 
by w, the characteristic distribution may be obtained 
by 
 

( )
( )( ) ( )

, ,

δ , , | d ,σ

=

−∏∫ i
i

p

y f x w p w w
W

y | x θ σ

θ                 (7) 

 
Whilst restitution is provided by 

 
( )

( )
( )

( ) ( )
,

| d d .
, d
σ

σ σ
σΣ

=

∫ ∫ ∫

p x

p x
p p

p xΘ
X

| y

y | ,θ
y θ θ

y | ,θ x
    (8) 

 
Note the difference between θ and σ : for the for-

mer, the reference distribution is ( )p θ , which does 
not depend upon y , since for θ  we do not obtain 
information from the indications y ; for σ , instead, 
we use the distribution ( )|σp y , which is a “poste-

                                                           
5 The parameters in vector σ  appear at a higher level than 
that expressed by function f and, for this reason, they are 
sometimes called hyper-parameters. 
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rior” distribution that follows the acquisition of y . 
This case will be also treated in the illustrative exam-
ple in the next section. 

 
2.4.  Dynamic measurement 
Dynamic measurement sets out to measure the 

variations in the values of a quantity over time [4, 19, 
23]. Such measurement is typically affected by the 
dynamic characteristic of the measuring device and by 
noise in the measuring chain. Although continuous 
variations in time are often assumed for the quantities 
involved, a discrete-time representation is also appro-
priate, provided that the sampling rate is sufficiently 
high (Nyquist condition). Therefore the measurand is 
now a vector, x , that collects the values assumed by 
the quantity tx  in a time interval = ∆T N t , where ∆t  
is the sampling interval and y  is the corresponding 
vector of instrument indications. Let us discuss the 
structure of the characteristic distribution in this case. 
Let t be a discrete time index and let us define  
 

( )
( )

1 2

1 2

, ,... ,

, ,... .

t
t

t
t

x x x x

y y y y
        (9) 

 
The characteristic distribution (1) may be factorised as 
(ignoring, for the sake of simplicity, the dependence 
on θ ): 
 

( )
( ) ( ) ( )1 1

1 | ... | , ... | , .− −

=

⋅ ⋅t N
t N

p

p y p y y p y y

y | x

x x x
 (10) 

 
Furthermore, given the causality condition (the cause 
must precede the effect), the indication at instant t 
does not depend on the measurand at instants follow-
ing t. Thus we obtain 
 

  
( )
( ) ( ) ( )1 1 1 1

1 1| ... | , ... | , .− − − −

=
t t N N

t N

p

p y x p y y x p y y x

y | x
 (11) 

 
Proceeding further, we describe the measuring system 
using the following, very general, stochastic model: 
 

( )
( )

1 , , ,

, ,
+ =

=
t t t t

t t t

g x

y f w

z z ξ

z
         (12) 

  
Where z is a m-dimensional (stochastic) state vector. 
Interestingly, the t-eth term of formula (11), 
( )1 1| ,− −t t

tp y y x  may be calculated iteratively. This is 

possible through the mediation of the state vector, tz , 
that in a sense summarises the relevant information at 
each instant. We need to calculate ( )1| , −t t

tp y xz  

first: at step 1=t , by setting 0 0=x , we have 
 

   
( )
( ) ( ) ( )

1 0
1

1 1 0 1 1 1

,

, ,= ∝

p y x

p y x p y p

z |

z | | z z
                     (13) 

 
Where 
 
   ( ) ( )( ) ( )1 1 1 1 1 1 1δ , d= −∫p y y f w p w w| z z .    (14) 
 
At step t , instead we obtain,  
 

( ) ( )
( ) ( )
( )
( ) ( )

1 1 1

1 1 1 1

1 2
1 1 1 1

, , ,

, , | ,

| , | , d .

− − −

− − − −

− −
− − − −

=

∝

= ×

∫

t t t t
t t t

t t t t
t t t

t t

t t
t t t t t

p y x p y y x

p y y x p y x

p y

p x p y x

z | z |

| z z

| z

z z z z

  (15) 

 
Now, since 
 

( ) ( ) ( )| , dδ= −  ∫t t t t t t tp y y f w p w wz z       (16) 
 
And 
 

( )
( ) ( )

1 1

1 1 1 1

| ,

, d ,δ ξ ξ ξ
− −

− − − −

=

−  ∫
t t t

t t t t t

p x

g p

z z

z z
     (17) 

 
Formula (15) allows ( )1| , −t t

tp y xz  to be calculated 

once ( )1| , −t t
tp y xz  is known. 

Finally, to calculate ( )1 1| ,− −t t
tp y y x , we observe that 

 
( )
( ) ( )

1 1

1 1 1 1

| ,

| , , | , d .

− −

− − − −

=

∫

t t
t

t t t t
t t t t

p y y x

p y y x p y xz z z
  (18) 

 
The right side of this equation is simply the integral, 
in respect of d tz , of the right side of (15). Consider-
ing what has already been observed, we finally obtain 
 

( ) ( )

( ) ( )

1 1

1 2
1 1 1 1

| ,

| , | , d d ,

− −

− −
− − − −

= ×




∫
∫

t t
t t t

t t
t t t t t t

p y y x p y

p x p y x

| z

z z z z z
  (19) 

 
Which, together with (15-17), provides the required 
result.  
 

2.5  Uncertainty evaluation 
 The probabilistic approach allows uncertainty to 
be expressed in the most complete way, since the final 
results are probability distributions. Any desired un-
certainty figure can be immediately obtained from 
such distributions. For example, the Guide to the ex-
pression of uncertainty in measurement (GUM) [3] 
considers standard and expanded uncertainty, usually 
denoted by the symbols u and U respectively.  
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 When we perform a static measurement, we ob-
tain, as result of restitution, the distribution ( )|p x y , 
from which we obtain the measurement value 
 

( ) ( )ˆ E | | d= = ∫X
x x xp x xy y ,                      (20) 

 
The standard uncertainty 
 

( )

( ) ( )

2

2

ˆE |

ˆ | d

 = − 

= −∫X

u x x

x x p x x

y

y
                           (21) 

 
And the expanded uncertainty, at coverage level 0p , 
as the value U such that 
 

( )
ˆ

0ˆ
| d

+

−
=∫

x U

x U
p x x py .                                 (22) 

 
The probabilistic approach is particularly useful for an 
accurate evaluation of expanded uncertainty. 

Instead, if we want to characterise the overall per-
formance of a measuring system for any measurement 
in its measuring range, we should refer to the distribu-
tion ( )ˆ |p x x  and the standard uncertainty for each 
possible value x of the measurand, as given by 
 

( ) ( )

( ) ( )

2

2

ˆE |

ˆ ˆ | d

 = − 

= −∫X

u x x x x

x x p x x x
                              (23) 

 
Usually, in order to simplify communication, the 
maximum value is only provided: 
 

( )0 max=   x
u u x .                                          (24) 

 
The expanded uncertainty can be obtained in a similar 
way. 

The above formulae generalise in the case of vec-
tor measurement, such as dynamic measurement, and 
calibration. For example, in the case of dynamic 
measurement, we obtain the covariance matrix  
 

( )( )( )Tˆ ˆE |= − −Σ x x x x y ,                              (25) 

 
Where the vectors involved are column and “T” de-
notes transposition. The standard uncertainty of each 
individual value can be obtained by the square root of 
the corresponding diagonal term in the matrix. Infor-
mation on correlation between the measurement val-
ues is also provided. It may be noted that, at present, 
the GUM does not explicitly address vector and dy-
namic measurement, which could be included in a 
forthcoming new edition. The results presented in this 
paper anticipate such a development, however. 

Let us now discuss the application of the above 
model in an example. 
 

3.  A WORKING EXAMPLE 
 
Consider the case of a contact linear thermometer 

[8], whose steady state behaviour is described by the 
input-output equation: 
 

= +y kx w ,                                                       (26) 
 
Where k is the sensitivity and w is a normal random 
variable that accounts for noise in the measuring 
chain. Suppose, furthermore, that the dynamic behav-
iour can be described by the first order equation: 
 

τ + =
= +

z z kx
y z w

                                                      (27) 

 
Where z is a state variable. The system may be cali-
brated by putting the sensor in a bath where a series of 
different thermal states are achieved, the temperatures 
of which are accurately measured by a reference plati-
num thermometer. The data set ( ){ }, , 1,...,=i ix y i n  is 
then acquired. Introducing the standard Gaussian 
distribution 
 
    ( ) ( ) ( )1 2 22 exp 2ϕ ξ π ξ−= − ,                          (28)                          
 
We can express the characteristic distribution as: 

 
( ) ( )1 1, ,σ σ ϕ σ− − = − ∏w w w i i

i

p k y kxy | x ,     (29)                          

Where the dependence upon the dispersion parameter 
σ w  is apparent. Let us rearrange this expression by 
including the (sufficient) statistics: 

 

( ) ( )

2

212

ˆ / ,

ˆˆ 1 .σ −

=

= − −

∑ ∑
∑

i i ii i

w i ii

k x y x

n y kx
                          (30)   

 
After some calculation, we obtain                           

 
( ) ( )

( ) ( )

/ 2

2
2 2

2

, , 2

1 ˆˆexp 1 .
2

σ π σ

σ
σ

− −=

  − − + −    
∑

n n
w w

w ii
w

p k

N k k x

y | x
   (31)                         

 
After assuming non informative priors for k and σ w , 
we reach the final joint distribution: 

 
( ) ( )

( ) ( )

1

2
2 2

2

, | ,

1 ˆˆexp 1 ,
2

σ σ

σ
σ

− +∝

  − − + −    
∑

n
w w

w ii
w

p k

n k k x

y x
  (32)                          
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From which the marginal distributions for k and σ w  
can be obtained. Recalling the t-Student distribution, 
with ν  degrees of freedom: 
 

    ( )
1

2 2
; 1

ν

ξψ ξ ν
ν

+
−

 
∝ + 
 

,                                (33)                                            

 
And the inverse gamma: 
 
    ( ) ( ) ( )1; , expαζ ξ α β ξ β ξ− +∝ − ,                 (34)                                            
 
We finally obtain, ignoring from now on the depend-
ence on ( ),x y [9],  

 

( )

( ) ( )

2 2

2 2

ˆ
; 1 ,

ˆ

1ˆ ˆ; 1, 1 .
2 2

ψ
σ

σ ζ σ σ

 −
= −  

 
 = − − 
 

∑w ii

w w w

k kp k n
x

np n

            (35)                             

 
The calibration result provides all the information 
required to use the instrument in equivalent operating 
and environmental conditions to the calibration ones, 
i.e., in the same or a similar laboratory and with 
equivalent definition-uncertainty for the measurand. In 
this case, the characteristic distribution is (again omit-
ting dependence on the calibration data ( ),x y ): 

 
( ) ( ) ( )

( ) ( )1/ 22 2

| | , , , d d

ˆ 1 ; 1 .

σ σ σ

ψ σ

Σ
=

 = − + −  

∫
∑
w w wK

w ii

p y x p y x k p k k

y kx x x n
  (36)                             

 
On the other hand, a more widespread case, whereas 
measurement conditions are different from calibration 
ones, they may be treated by properly combining 
information from different sources.  

Consider, for example, the case in which we have a 
different, usually higher, level of random noise and a 
limited resolution. Indeed, operators working with 
variable-resolution devices often prefer to decrease 
resolution in order to obtain more stable readings. 
Then a proper model is  
 

( )'= +y Q kx w ,                                                 (37) 
 
Where w’ is the current random effect and Q is a 
quantisation operator, defined by 
 

( ) ( )1ξ ξ= ⇔ − ≤ <Q iq i q iq ,                        (38) 
 
Where q is the quantisation interval. Note that the 
observation y is now a discrete random variable: we 
will then denote its distribution with P, to underlie that 
this function now is a probability rather than a prob-

ability-density. Suppose we take M observations. Then 
the characteristic distribution is: 

 
( )

( )
'

/ 2 1 1
' '/ 2

' '

, ,

d

/ 2 / 2
,

σ

σ ϕ σ ξ ξ

σ σ

+ − −

−

=

 − + 

   − + − −
= Φ −Φ   

   

∏∫

∏

w

q

w w iq
i

i i

i w w

P x k

y kx

y kx q y kx q

y |

  (39)                        

 
Where Φ is the cumulative normal distribution. The 
corresponding restitution equation is, according to the 
general formula (2): 
 

( )
( )
( )

( )
'

1
' '

1
' ' ',

|

, ,
d ,

, , d d
σ σ

σ σ σ

−

−

Σ

=

∫ ∫
w

w w

K
w w wX

p x y

P x k
p k k

P x k x
y |

y |
       (40)                       

 
Where ( )p k  is the first distribution in formula (35), 
obtained by calibration. Expression (40) may be nu-
merically calculated by general-purpose prototype 
software, such as the UNCERT package developed in 
our Laboratory [15], or by an ad hoc code. On the 
other hand, an approximate solution can also be ob-
tained if standard uncertainty is the sole concern. Our 
simulation studies have shown [5] that the effect of 
resolution is negligible for 2σ >u q , in which case it 
may be ignored. When this condition is not satisfied, 
remembering that the variance of a t-Student variable 
with ν  degrees of freedom is ( )2ν ν − , the standard 
uncertainty may be approximately evaluated by 
 

2 2
2 2'ˆ1 ˆ ˆ ,

3 3
σ

σ−
= + +

−
w

k
N qu x
N N

                          (41) 

 
Where x̂  is the measurement value and 2σ̂ k  has been 
provided by calibration, according to 
 

( ) 1

2
2

2

ˆ ,

ˆ1ˆ .
3

σ
σ

−
=

−
=

−

∑

∑

ii

w
k

ii

x kM y

n
n x

                                          (42) 

 
The model thus provides both the complete solu-

tion in terms of probability distributions, or simple 
practical approximate solutions for less demanding 
applications. 

Lastly, consider the case of dynamic measurement, 
governed in this example by equation (27). 

We must first obtain an equivalent discrete-time 
representation. This may be done, in this case, by 
using the criterion of having the same impulse re-
sponse to a stepwise constant input. This yields the 
system 
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1

ε
+ = +

= +
t t t

t t t

z az bx
y z

                                                   (43) 

 
Where ∆t  is the sampling interval, ( )exp /τ= −∆a t , 

( )1= −b a k  and ε t  is the discrete-time version of the 
continuous-time random process w. By introducing 
the process 
 

1 1 ,ε ε+ + −t t tv a                                                  (44) 
 
We obtain 
 

1 1+ += + +t t t ty ay bx v                                        (45) 
 
And 
 

( ) ( )
( ) ( )

( )

1 1 1

1 1

1

|

| , | ,

.
+ +

+

=

=

= − −

t t
i i t t

v t t t

p y x p y

p y y x p y y x

p y ay bx

                     (46) 

 
Observation is now characterised by 
 

( ) ( ) ( )
1

1 1
1

|
−

+
=

= − −∏
N

v t t t
t

p p y p y ay bxy x       (47) 

 
And restitution by 
 

( ) ( )
1

1
1

| .
−

+
=

∝ − −∏
N

v t t t
t

p p y ay bxx y                (48) 

 
The marginal distribution for each time value tx  may 
be explicitly expressed by: 
 

( ) ( )( )1 1 ˆ| σ ϕ σ− −= −t c c t tp x x xy                      (49) 

 
where 

1ˆ + −
= t t

t
y ayx

b
                                                 (50) 

 
And 

1ˆ ,ε ε+ −
− = − t t

t t t
ac x x

b
                              (51) 

1 21 . εσ σ−= +c b a                                         (52) 
 
Note that formula (51) defines a (non-causal) 

probabilistic de-convolution filter. The final distribu-
tion will derive from a combination of the marginal 
found and the distribution for k, (35), provided by 
static calibration. Again we have an example of the 

combination of pieces of information coming from 
different experiments. 
 

3.  FINAL REMARKS 
 
Mathematical modelling is essential for measure-

ment as well as for any other scientific activity. In 
measurement, modelling concerns both the object to 
be measured and the process of measuring. In both 
cases, uncertainty is an inherent feature that needs to 
be accounted for at some stage.  

I think that, at a high level of abstraction, model-
ling may be somewhat discipline-independent, since 
measurement follows a common pattern in physics, in 
engineering and, say, in psychology [27, 28]. Here I 
have mainly discussed the modelling of the measuring 
process which, in my opinion, can be addressed in 
fairly general terms.  

In fact, measurement may be seen as a mapping of 
states of objects, in respect to some characteristic that 
interests us, into measurement values, that is, num-
bers. This requires an intermediate step, consisting in 
acquiring indications from a measuring system, that 
must be processed in order to obtain the final result. 
Uncertainty may be accounted for by adopting a prob-
abilistic approach and, in this case, the main part of 
the model is a conditional probabilistic distribution 
that I have called the characteristic distribution of the 
process. Interestingly enough, this distribution ad-
dresses both calibration and measurement, and is ap-
plicable in both the static and the dynamic case. Since 
the approach is probabilistic, the final results are al-
ways expressed as probabilistic distributions from 
which the desired uncertainty features, such as the 
standard or the expanded uncertainty, may be directly 
obtained. Starting from the general formulation, it is 
also possible to introduce simplifications which may 
provide acceptable results, in practical cases, using a 
simpler form of mathematics. To illustrate the applica-
tion of the model, I have discussed in some analytical 
detail the case of a linear measuring device, with first 
order dynamics, such as a thermometer, and I have 
shown how the same model can be used to address 
calibration and static and dynamic measurement. I 
have also shown how it is possible to combine calibra-
tion information with that derived from the measuring 
process. 

At present, current approaches to uncertainty 
evaluation range from a pragmatic application of 
agreed good practices [3] to more theoretical formula-
tions [10, 22, 24]. The latter often refer to a “Bayes-
ian” approach. Yet, as I have discussed elsewhere 
[26], although the restitution process naturally “em-
beds” a Bayesian inference, it is not appropriate, in my 
opinion, to claim that it is totally reducible to a Bayes-
ian inference. In fact, part of the restitution process, 
the one that deals with systematic effects, does not fit 
in with a Bayesian scheme since, simply, for system-
atic effects is not possible to learn from experience 
during the measurement process (whilst it is in some 
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side verification processes). So, in my opinion, the 
approach proposed in this paper is more satisfactory in 
that it provides a general framework based on an 
analysis of how the measuring system works rather 
than on generic adherence to some school of thought 
(such as the Bayesian one). Once the general frame-
work - which consists of just three formulae (1-3)! - is 
accepted, no additional ad hoc assumption is required: 
the framework has simply to be explicated for the case 
under consideration, as illustrated in the above exam-
ple. Moreover, there is another, even more stringent 
aspect in favour of this approach. Although, for the 
sake of brevity, I have mainly discussed the measuring 
process, elsewhere I have shown that this framework 
is just part of an overall probabilistic and interdiscipli-
nary theory of measurement [17, 21]. The statements 
made in this paper are part of a general coherent 
framework. In fact, for any measurement theory, the 
first question to be asked concerns the meaning of 
measurement and the related issue of measurability. 
This leads to the notion of measurement scale and of 
measuring system that have to be correctly integrated.  

The GUM, for example, does not consider this 
kind of problem, and this is good, provided the GUM 
is correctly interpreted as a practical pragmatic guide. 
But this is no longer satisfactory, in my opinion, when 
a general theoretical framework is searched. In order 
to find a simple approach to measurement evaluation, 
the GUM starts from the paradigm of indirect meas-
urement. This makes sense to some extent in that it 
provides practical computation guidelines, but it is no 
longer appropriate when the goal is to put measure-
ment on a solid foundation. In this case, it is apparent 
that the indirect measurement paradigm is inadequate 
since it requires direct measurement to be defined 
first. In a system of quantities, one of them at least 
needs to be defined directly.  

In conclusion, I would say that modelling is essen-
tial in measurement and that it may be addressed in 
general terms within a coherent framework for the 
overall theory of measurement. One such framework, 
which uses a probabilistic logic for expressing uncer-
tainty, has been discussed in this paper. Alternative 
solutions could and should be explored. I am firmly 
convinced that the richness of a discipline lies in its 
openness and not in any kind of homologation. But a 
measurement theory should in any case consider the 
overall building and not just a single problem if meas-
urement is to play a key role in science. 
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