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ABSTRACT

Video transmitted over unreliable environment, like wire-
less channels or in generally any network with unre-
liable transport protocol, is always subject to packet
loss due to network congestion and channel noise.By
using compressed video, errors could propagate to the
subsequent frames with resulting worse video quality.
On the one hand, traditional error control and recovery
schemes for data communication were adapted to com-
bat transmission errors.In this paper we have dealed
with Kalman Filter based error concelament. We have
tried to find motion vector for lost macroblock bound-
ary matching algorithm. After that we have filtered ob-
tained motion vectors with Kalman filter in order to ob-
tain more accurately estimation.

Index Terms— One, two, three, four, five, six, seven,
eight, nine, ten

1. INTRODUCTION

Video transmitted over wireless environment, e.g. WiFi
networks based on IP protocol or in generally any net-
work with unreliable transport protocol, is facing the
losses of videopackets due to network congestion and
noises of different kinds. By using highly effective
videocodecs problem is becoming more important. Vi-
sual quality degradation could propagate to the subse-
quent frames due to redundancy elimination in order to
gain high compression ratio.
On the one hand, traditional error control and recov-
ery methods for data communication were adapted to
combat transmission errors. These techniques intro-
duced some redundancy which is helpful in lossless
reconstruction of damaged video signal, but they also
increase amount of data needed to be transmitted. On
the other hand, signal reconstruction and error conceal-
ment have been proposed to obtain close approxima-
tion of the original signal or attempt to make the output
signal at the decoder less objectionable to human eyes.
While in data transmissions is such procedure impos-
sible, in video communication it is sufficient. Error
concealment utilizes statistical redundancy which is al-
ways presented in video streams due to various reasons,

e.g. coding delay and implementation complexity.
Error concealment methods can be classified into three
categories: 1) spatial, 2) temporal, 3) hybrid. Spa-
tial error concealment techniques use the information
from the surrounding correctly received or already con-
cealed blocks to reconstruct damaged area. Typical
representative of this class is weighted pixel averag-
ing. Temporal error concealment techiques use the in-
formation of the corresponding blocks from the previ-
ous/successive blocks to conceal corrupted block. Typ-
ical representative of temporal error concealment meth-
ods is boundary matching algorithm. Hybrid error con-
cealment techniques use as information from the spatial
domain as information from the temporal domain. Lost
motion vector estimation techniques developed over the
times employ several mechanism: 1) lost motion vec-
tor is replaced with zero motion vector, 2) lost motion
vector is replaced with spatially corresponding vector
in the previous frame, 3) lost motion vector is replaced
with average of the surroundings correctly received vec-
tors, 4) lost motion vector is replaced with median of
the surroundings correctly received vectors. All of these
techniques, i.e. temporal error concealment techniques,
are very effective when high temporal correlation be-
tween following frames exists and also is suitable for
P frames in compressed video sequences. Recently, it
grows also an interest in error concealment methods
based on Bayesian filter theory. Hence we have fol-
lowed this way in our paper.
In this paper we have dealed with Kalman Filter based
error concelament. We have tried to find motion vec-
tor for lost macroblock with boundary matching algo-
rithm. After that we have filtered obtained motion vec-
tors with Kalman filter.

2. BAYESIAN FILTERING

In Bayesian approach we attempt to construct the pos-
terior PDF of the state given all measurements. All
available information is used to form such PDF. So this
PDF represents complete solution.
Let xk, k ∈ N, be the state sequence:

xk = fk(xk−1,uk−1,vk−1) (1)
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where fk is in generally non-linear function of the pre-
vious state xk−1 ∈ Rnx , vk−1 ∈ Nnv is state noise,
uk−1 ∈ Rnu is known input, nx, nv , nu are dimen-
sions of the state, process and input noise vectors.
Next, let zk be the measurement:

zk = hk(xk,nk) (2)

where zk ∈ Rnz , hk is in generally non-linear measure-
ments function, nk ∈ Nnn is measurement noise, nz

and nn are dimensions of the measurement and mea-
surement noise vectors.
We want to find estimate of the xk based on all avail-
able measurements at time k (marked as z1:k) by con-
structing the posterior PDF p(xk, z1:k). It is assumed,
that initial PDF p(x0|z0) ≡ p(x0) is available. Pos-
terior PDF can be obtained recursively in two stages,
namely prediction and update. Suppose that required
PDF p(xk−1|z1:k−1) at time step k-1 is available. Then
using the system model it is possible to obtain the prior
PDF of the state at the time step k [1]:

p(xk|z1:k−1) =
∫

p(xk|xk−1)p(xk−1|z1:k−1) dxk−1

(3)
Prediction step usually deforms, spreads state PDF due
to noise.
Measurement zk is available at time step k, so it can
be used to update the the prior. Using Bayes’ rule we
obtain:

p(xk|z1:k) =
p(zk|xk)p(xk|z1:k−1)

p(zk|z1:k−1)
(4)

where the normalizing constant is:

p(zk|z1:k−1) =
∫

p(zk|xk)p(xk|z1:k−1) dxk (5)

In the update equation (5), the measurement zk is used
to modify the predicted prior from the previous time
step to obtain PDF of the state.
Equations (3) and (4) theoretically allow optimal Bayesian
solution. But it is only conceptual solution and inte-
grals in these equations are intractable. Solution exists
in some restricted cases such as Kalman Filter and grid-
based filters.

2.1. Kalman Filter

Kalman filter together with its basic variants are com-
monly used tools in statistical signal processing, espe-
cially in the context of causal, real-time applications.
There are several approaches in the derivation of the
Kalman Filter. We can assume Gaussian distribution of
the deriving process and of the initial state. In the next
phase, we derive the posterior distribution of the states
given the observations, taking the mean of the resulting
distributions as the estimation of the state. The second
approach combines a recursive-weighted least-squares

method with special weighting of the previous estimate
of the states in the role of additional measurements [2].

To model state of the internal process let’s assume
that posterior density in time k-1, p(xk−1|zk−1), is Gaus-
sian. Hence, p(xk|zk) is also Gaussian. Next, ran-
dom variables vk−1 and nk are independent with nor-
mal probability distributions and with covariances la-
beled as Qk−1 and Rk. fk(xk−1, vk−1) and hk(xk, nk)
are linear function. Hence, equations (1) and (2) for
derivation of the optimal Bayesian solution can be rewrit-
ten to the form:

xk = Fkxk−1 + Bkuk + vk−1 (6)

zk = Hkxk + nk (7)

where Fk and Hk are matrices defining the linear func-
tion [3]. In practice, these matrices and covariance ma-
trices Qk−1, Rk might change with each time step or
measurement. As the Kalman filter is recursive esti-
mator, only estimated state from the previous time step
and measurement at the current time step are needed to
compute current state [4].
Kalman Filter is based on Bayesian filtering, and thus it
works also in the two phases: Predict and Update. Pre-
dict stage can be described with following two equa-
tions:

x̂k|k−1 = Fkx̂k−1|k−1 + Bk−1uk−1 (8)

where x̂k|k is the estimate of the state at time k given
observations up to time k and

Pk|k−1 = FkPk−1|k−1FT
k + Qk−1 (9)

where Pk|k is the error covariance matrix.
Update stage can be described with the following equa-
tions:

ỹk = zk −Hkx̂k|k−1 (10)

where ỹk is innovation term,

Sk = HkPk|k−1HT
k + Rk (11)

where Sk is innovation covariance and Rk is covari-
ance of nk,

Kk = Pk|k−1HT
k S−1

k (12)

where Kk is Kalman gain,

x̂k|k = x̂k|k−1 + Kkỹk (13)

is update state estimate and

Pk|k = (I −KkHk)Pk|k−1 (14)

is update estimate covariance.
With using least-square methods we obtain the same

results. By using least-square method all the distribu-
tions are described by their means and covariances in
the derivation procedure.



3. AUTOREGRESSIVE PROCESS

In dependence on motion amount in video scene, spa-
tially or temporally neighboring motion vectors can be
highly correlated. So motion vector can be predicted
from spatially or temporally neighboring motion vec-
tors. Autoregressive random process is used to model
the correlation between motion vectors [5].
Let Bi(m,n) be the block at the location (m,n) in the
ith frame. Motion vector of this macroblock will be
highly correlated to the motion vector of Bi(m − 1 ,n).
It is also assumed that (x,y) components of motion vec-
tor are independent and have zero mean and the same
variance. Let xvx (m,n), xvy(m,n) are the compo-
nents of motion vector [6]:

xvx(m, n) = a1xvx(m− 1, n) + wvx(n, m) (15)

xvy(m, n) = a2xvy(m− 1, n) + wvy(n, m) (16)

The noise term wvx(m, n), wvy(m, n) are normally
distributed as

wvx ≈ N (0, svx(m, n)) (17)

wvy ≈ N (0, svy(m, n)) (18)

where

svx(m, n) = E [w2
vx(m, n)] = svy(m, n) =

= E [w2
vy(m, n)] = s(m, n)

Recovered motion vector can be obtained with one
of the popular estimation techniques, like BMA. Let
yvx (m,n), yvy(m,n) are components of such vector
[6]:

yvx(m, n) = xvx(m, n) + rvx(m, n) (19)

yvy(m, n) = xvy(m, n) + rvy(m, n) (20)

Again as in previous case, the noise term rvx(m, n) and
rvy(m, n) are normally distributed:

rvx ≈ N (0, tvx(m, n)) (21)

rvx ≈ N (0, tvy(m, n)) (22)

where

tvx(m, n) = E [r2
vx(m, n)] = tvy(m, n) =

= E [r2
vy(m, n)] = t(m, n)

Equations 15 – 18 are similar to the typical Kalman
filtering problem. The parameters a1 and a2 can be
estimated by using the least square error method.

4. KALMAN FILTER BASED ERROR
CONCEALMENT

Kalman filter based error concealment can be described
by following steps (2D notation(m,n) is abbreviated to
the 1D notation(m)) [6]:

1. Error detection

2. Initialization – xvx(0) = xvy(0) = 0 and pvx(0) =
pvy(0) = 0

3. Get the noisy motion vector measurements by
using BMA

4. Kalman filtering

• xvx(m|m− 1) = a1xvx(m− 1|m− 1)
xvy(m|m− 1) = a2xvy(m− 1|m− 1)

• pvx(m|m−1) = a1pvx(m−1|m−1)a1 +
+s(m)
pvy(m|m−1) = a2pvy(m−1|m−1)a2 +
+s(m)

• kvx(m) = pvx(m|m−1)
pvx(m|m−1)+t(m)

kvy(m) = pvy(m|m−1)
pvy(m|m−1)+t(m)

• Update predicted motion vectors – finally
estimated motion vectors
xvx(m|m) = xvx(m|m−1)+kvx(m)[yvx(m)−
−xvx(m|m− 1)]
xvy(m|m) = xvy(m|m−1)+kvy(m)[yvy(m)−
−xvy(m|m− 1)]

• pvx(m|m) = [1− kvx]pvx(m|m− 1)
pvy(m|m) = [1− kvy]pvy(m|m− 1)

5. Repeat steps 3-4

5. EXPERIMENTAL RESULTS

The Kalman based error concealment technique was
tried on several standard video sequences like Foreman
and Mobile. All tests were made in Matlab. The values
for the system parameters and also for sn and tn can be
found in [5].

Figure a) and b) shows Kalman filter performance
in estimation of the lost motion vectors. In this sim-
ulation it was assumed that four neighboring vectors
are available So macroblock with the lost motion vec-
tor is surrounded with correctly received macroblocks
and therefore missing motion vectors can be relatively
easily and correctly obtained through Kalman filter es-
timation. Difference between these two figures is in
values of surrounding motion vectors. While in first
case the values of the surrounding motion vector have
varied, in second case are first two values the same. But
the result of the approximation is relatively the same.
Effectiveness of Kalman filter error concealment method
can be also viewed in the Table 1. In this table we
can see results for typical video sequence named Fore-
man. This sequence include medium amount of mov-
ing edges. We have compared performance of BMA al-
gorithm, Kalman filter based concealment method and
typical and widely used spatial error concealment method
known as weighted pixel averaging, in which is value
of the lost pixel computed as inverse distance between



lost pixel and pixel to be concealed. In this test se-
quence Kalman filter based error concealment gives
slightly better results then traditional BMA algorithm.
Weighted pixel averaging has problem with losses on
the building corners what results in worse performance
in comparison with other two methods. Second test se-
quence, Mobile, is challenging task for many error con-
cealment methods, it contains a lot of moving edges
what is difficult to conceal with spatial error conceal-
ment methods. Performance results confirmed effec-
tiveness of the previous simulation, again Kalman filter
based scheme gives the best results and the weighted
pixel averaging the worst.

(a) MV estimation, Foreman sequence, varying values

(c) MV estimation, Foreman sequence

Table 1. PSNR comparison for Foreman sequence

EC scheme PSNR[dB] PSNR[dB]

Foreman Mobile

WPA 25.9715 22.458

BMA 27.9012 24.016

KF 28.101 24.110

6. CONCLUSION

In this paper we have described Kalman filtering based
error concealment method. Also we have compared
this method with conventional error concealment method,
like BMA and weighted pixel averaging. Motion vec-
tors obtained through boundary matching algorithm rep-
resents input for Kalman filter, which is trying to re-
duce inaccuracy in prediction process. Experiment re-
sults shown that such approach to the visual quality
improvement helps to increase PSNR for about 0.1–
0.2 dB. Effectiveness of the Kalman filter based error
concealment and of course of other concealment meth-
ods is markedly dependent on the character of video
sequence. As we have shown, spatial error conceal-
ment method offers poor results in concealment of lost
in video sequence with a lot of motion. This method
can be easily used in any video codec which uses mo-
tion compensation scheme and in regard of its compu-
tational cost can be used in various environments.
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