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ABSTRACT 
 
The goal of modern human-computer interaction 
(HCI) systems is to fully immerse the end-user to the 
virtual environment using non-invasive techniques for 
tracking human pose and gestures. In this paper we 
introduce a novel method for video-based head and 
hand gesture mapping based on the natural 
geometrical scene characteristics. The method 
involves an adaptive mechanism for hand/head 
regions-of-interest extraction, dynamic estimation of 
the relationships between head and hands regions, 
followed by analysis and real-time recognition of the 
dynamic gestures. Furthermore, a proposed model has 
been implemented for the multi-user interaction 
schema, allowing real-time multi-user human – 
machine interaction with a single webcam. 
 

Index Terms – HCI, face detection, gesture 
recognition. 

1. INTRODUCTION 

Different object recognition methods have been used 
for head/face detection and for hand gesture 
recognition separately. In our studies we concentrate 
on combining these two technologies and adapt them 
for a multi-user needs. For the current project two 
different systems, described in [1] and [2], have been 
taken as a reference. In [1] the authors discuss the 
problematic of a holistic approach to facial expression 
recognition and its circumference with the gesture 
localization. For their research they have used a tuned 
HMM method for dynamic gestures classification. 
However, the proposed model seems to be suitable 
only for symmetrical hand movements (e.g. hand 
clapping). Thus, there is a need for an extended 
asymmetrical model, which may provide a user with 
more capability to communicate with machines via 
natural gesticulation using independent movement of 
both hands. In [2] the analytical method for 
personalized gesture control of the mobile robot is 
described. The authors use a non-independent face-
gesture model. This issue of not taking in account the 
relationship between user’s face and hand positions 
reduces the gesture recognition possibility only to the 
static hand gestures. Furthermore, the development of 
a multi-user interface, where two or more users might 

“talk” to the machine at the same time, will enhance 
the classical field of HCI. 

2. PROPOSED MODEL 

Thus, we introduce an analytical model for gesture 
mapping in multi-user applications. The approach 
involves the asymmetrical dynamic gesture 
recognition technique combined with an efficient face 
localization algorithm. Fig. 1 shows the proposed 
technology architecture. 

 

 

 
 

Figure 1. Algorithm architecture.  
 

The proposed method is divided into three main 
parts. The first part deals with skin color extraction, 
edge detection and noise reduction. In the beginning 
several approaches for skin color extraction [4, 5, 8, 
9] have been tested. The method from [4] showed 
better results and fully fit the requirements for the 
development of the sufficient gesture recognition 
system. The edge detection is performed with help of 
a modified Canny algorithm from [3]. Image noise 
reduction algorithm has been implemented as in [6].  

The second part comprises the object localization 
algorithm, where the face and gesture regions are 
detected. The algorithm for this part comprises the 
approaches which are described in [7, 10, 11].   

The main section in our model is the asymmetric 
gesture recognition, which introduces a triangular 
model and serves as a core for the proposed 
algorithm. This model is shown in Fig. 2a. 

The first image in Fig. 2a shows the picture, 
captured by the camera. As it might be seen on the 
second image, the corresponding face and hand 
regions have been extracted and then marked through 
Pf, Plh and Prh on the third image. 
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Figure 2. Triangular model and its representation for 
single and multi-user application.  

 
The relationship between the hands and the face has 
been build up in triangular form. The correspondence 
between Pf, Plh and Prh is described by its Euclidean 
distance di. 

The algorithm starts with initialization of the 
triangular model, which will represent a particular 
user. First, the face will be detected and if the 
detection succeeds, the image area below the face will 
be scanned for the corresponding hand regions. Here 
the hands have to be hold for a pre-defined duration, 
for instance for several seconds, and for the 
initialization they should be located below the head 
region. 

The model exists as long as all components Pf, Plh 
and Prh appear on the image. To guarantee the 
triangular relationship to be hold continually, a 
cancelling criterion has been defined. If the triangle 
disappears from the image for less than one second 
and then shows up again with the same coordinates 
Pf, Plh and Prh, the tracking process goes further. If the 
triangle Δ does not show up again during a pre-
estimated period τ, the model starts the initialization 
phase once again (Eq. 1).  

 

    
As soon as the triangular relationship has been set 

up and as long the triangular is hold successfully, the 
user is allowed to perform the gestures.  

In order to realize the multi-user modus (Fig. 2b) 
for simultaneous control of different applications, the 
synchronization is needed. This means, that the hand 
regions should be synchronized with the 
corresponding face region. For this purpose the hands 
detection in multi-user modus will be done using a 
region-of-interest principle from the previous image.   

3.  EVALUATION 

Evaluation aimed to prove the concept on the real 
world images. First, the face and hand regions test 
have been performed. Fig. 3 shows the real world 
images with the corresponding regions highlighted. 

 
 

 
 

Figure 3. Images with face (red) and hand (yellow) 
regions detected.  

 
At the same time the triangular model has been built 
between the centers of hand and face regions. Thin 
green bars in Fig. 3 show the corresponding 
Euclidean distances. As it was described above, for 
the initialization phase the hand regions should be 
below the head region.  

On the next stage we tested, how the system will 
react on the horizontal dynamic gestures. The subject 
has been asked to hold his left hand steady and do the 
movement only with the right hand towards the left 
one. As it can be seen in Fig. 4, the face and hands 
regions as well as the Euclidean distances between 
them have been detected, although right hand wasn’t 
hold always correctly. 
 

 
 

 
 

Figure 4. A dynamic gesture (right to left).  
 

The next test phase was performed with a multi-user 
modus and aims to verify how the system will react 
on more than one user on the image. Fig. 5 shows the 
test sequence. At the beginning, the one hand of the 
first subject and both hand of the second subject were 
hidden. In this case, the system doesn’t build any 
Euclidean distances. 
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Figure 5. The multi-user modus.  
 

On the second image, the first subject shows both 
hands. Thus, the system builds up the triangle from 
the Euclidean distances and allowing to make the 
control gestures. The third image shows the situation, 
when the hands of subjects lay in the same hand 
region. Since the system possesses the information 
from the previous stages and the left subject had his 
hand in this region before, the right subject is not 
allowed for gesture control. The last image displays 
the two-user modus. 

4. CONCLUSION 

In this paper a novel model for personalized dynamic 
gesture has been discussed. It is based on detection of 
the hand/head regions-of-interest, dynamic estimation 
of the relationships between head and hands regions, 
and the real-time analysis of the user’s gestures. The 
proposed method showed good performance in single 
user as well as in multi-user modus. In the future this 
system will be extended with static gestures 
recognition functionality. This will give more 
freedom to the end-user to interact with the computer 
in a natural way.  
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