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Zusammenfassung

Wir studieren Funktionenrdume mit dominierenden gemischten Glattheitseigenschaften. Die
ersten Rédume von diesem Typ wurden von S. M. Nikol’skij in [21] und [22] definiert. Er hat
die Raume vom Sobolev Typ eingefiihrt:

SR = { f1f € L,(R2), || 15,0 (R2)||—||f|L||+nglm | L, ||+
1 5 1000+ e 1 [l <<

I (,;QQ spielt die
dominante Rolle und hat dieser Klasse von Funktionenraumen den Namen gegeben. Diese
Réaume, sowie Raume vom Besov-Typ, wurden von vielen Autoren studiert, zum Beispiel
T. I. Amanov, O. V. Besov, K. K. Golovkin, P. I. Lizorkin, S. M. Nikol’skij, M. K. Potapov
und H.-J. Schmeisser. Wir verweisen auf [1] fiir einen systematischen Zugang zu diesem
Thema. Wie auch in der Theorie der klassischen isotropen Sobolev-Raume kann man eine

alternative Definition mit Hilfe der Fourier-Transformation angeben (siehe (1.8) und (1.9)).

wobei 1 < p < oo,7; = 0,1,2,...:(i = 1,2). Die gemischte Ableitung 2 o

Diese Definition basiert auf der Zerlegung

f= Z (op, @ -+~ @ @i, f)Y, Konvergenz in S'(R?),

wobei {4 }ren, eine aus der Theorie der klassischen Besov-Réume bekannte Zerlegung der
Einheit auf R ist und ¢ = ¢, @ -+ - @ @i, k = (k1, ..., kq), das Tensorprodukt ist.

Eine ausfiihrliche Darstellung findet man in [26]. In Kapitel 2 dieses Buches wird die klassi-
sche Theorie der Réume mit dominierenden Glattheitseigenschaften S] B und ST F (siehe

Definition 1.2) entwickelt. Man beweist die Aquivalenz mehrerer Typen von Quasinor-
men, Einbettungen, Spursitze und Charakterisierungen dieser Rdume durch Differenzen.
Grundlegende FEigenschaften wichtiger Operatoren auf diesen Raumen - Lifting- und Ma-
ximaloperatoren und Fourierische Multiplikatoren werden studiert. In Kapitel 1 geben wir
eine Darstellung dieser Ergebnisse, sofern sie spater benotigt werden. Im Gegensatz zu
[26] beschrdnken wir die Dimension des zugrundeliegenden Euklidischen Raumes nicht auf
d = 2, sondern betrachten Rdume auf dem R?, d > 2. Wie in [26] bemerkt, ist diese Verall-
gemeinerung offensichtlich.

Das zweite Kapitel widmet sich lokalen Mitteln, atomaren, subatomaren und Wavelet-
Zerlegungen. Wir geben die Ergebnisse sowohl fiir Besov als auch fiir Triebel-Lizorkin Raume
an, konzentrieren uns in einigen Fallen allerdings nur auf die Beweise fiir die Triebel-Lizorkin
Skala. Die Beweise fiir die Raume vom Besov Typ sind analog. Zunachst charakterisieren
wir diese Klassen von Funktionenrdumen durch sogenannte lokale Mittel (siehe Theorem
1.25 fiir Details). Diese Charakterisierung dient uns als Ausgangspunkt fiir alle drei in der
Arbeit beschriebenen Zerlegungstechniken.

Unter einer atomaren Zerlequng einer Funktion f versteht man iiblicherweise Zerlegungen
des Typs

= Z Z Ay m@ym (2), Konvergenz in  S'(R?),

wobei a,,, gewisse einfache Bausteine, sogenannte Atome, und A, ,, komplexe Zahlen sind.
Man zeigt, dass eine Funktion f zu einem Funktionenraum genau dann gehort, wenn die



Koeffizientenfolge {\,,,},.m zu einem Folgenraum gehort. Fiir die genaue Formulierung ver-
weisen wir auf Theorem 2.4. An dieser Stelle sei bemerkt, dass die Atome nur implizit
definiert sind - eine Funktion a ist ein Atom genau dann, wenn sie gewisse qualitative Be-
dingungen erfiillt (siehe Definition 2.3).

Eine subatomare Zerlequng ist eine Zerlegung des Typs

Z Z Z )‘ m(Ba)ym (), Konvergenz in S’(]Rd)7

wobei (Bqu), m(z) die sogenannten Quarks und A, komplexe Zahlen sind. Ein Quark ist ein
durch (2.36) explizit gegebenes spezielles Atom. Die grundlegenden Bausteine, die Quarks,
sind also viel spezifischer in dieser Art der Zerlegung. Der Preis, den man dafiir bezahlen
muss, ist eine wessentlich kompliziertere Beziehung zwischen f und {\? }. Dies ist im Detail
in Theorem 2.6 beschrieben. Die letzte Zerlegungstechnik, die hier entwickelt wird, ist die
Wavelet-Zerlegung. In diesem Fall benutzt man als Bausteine eine Klasse von Wavelets
mit kompaktem Tréger (vergl. Theoreme 2.10 und 2.11 fiir genaue Formulierung). Der
Hauptvorteil der Wavelet-Zerlegung ist die Eindeutigkeit der Darstellung. Der Preis dafiir
ist die beschrankte Glattheit der Wavelets mit kompaktem Trager.

In diesem Sinne hat jede dieser Zerlegungen ihre Vor- und Nachteile. Sie haben aber
auch etwas gemeinsam: sie stellen eine Verbindung zwischen Funktionenraumen und Fol-
genraumen her. Weil man mit Folgenraumen viel einfacher arbeiten kann, zeigt es sich,
dass diese Verbindung in vielen Situationen nutzbringend ist (Einbettungen, Spuren, En-
tropiezahlen,...). An dieser Stelle sei eine andere Beziehung zwischen Funktionen- und Fol-
genraumen erwahnt - namlich die sogenannte p-Transformation von M. Frazier and B. Jaw-
erth. Wir verweisen auf [15] und die dort angegebenen Referenzen fiir Details.

Die Theorie der atomaren Zerlegung von Funktionen in isotropen Besov- und Triebel-Lizorkin-
Raumen wurde vor allem in Arbeiten von M. Frazier und B. Jawerth ([12], [13]) und
H. Triebel ([33], [34]) entwickelt. Die subatomare Zerlegung stammt von H. Triebel ([35],
[37]). Wir folgen diesen Ideen und beweisen Zerlegungstheoreme fiir R&ume mit dominieren-
den Glatheitseigenschaften. Diese Resultate findet man in Kapitel 2, und sie bilden einen
der wichtigsten Abschnitte dieser Arbeit.

Im dritten Kapitel studieren wir die Entropiezahlen der Einbettungen von Folgenraumen
und zugehorigen Funktionenrdaumen mit dominierenden Glattheitseigenschaften. Der Begriff
der Entropiezahlen hat seine Wurzeln im Studium der metrischen Entropie, das vor allem
von Kolmogorov in den 30er Jahren des letzten Jahrhunderts betrieben wurde. Fiir einen
vorgegebenen beschrinkten linearen Operator T zwischen zwei Quasi-Banachraumen A und
B (T € L(A, B)) bezeichnet die Quantitét egx(7"),k € N, den kleinsten Radius ¢ > 0, so
dass das Bild der Einheitskugel in A durch 2*~! Kugeln in B mit dem Radius € iiberdeckt
werden kann. Die Folge {ex(T)}72, strebt gegen Null genau dann, wenn der Operator T
kompakt ist. Den Abfall dieser Folge kann man dann als ein Mass fiir die Kompaktheit von
T betrachten. Die wichtigste Eigenschaft der Entropiezahlen wurde von B. Carl erkannt
([6]). Er beweist, dass die Entropiezahlen eines kompakten Operators T' € L(A, A) in einem
gewissen Sinne seine Figenwerte dominieren.

Wir benutzen die Zerlegungstechniken um die Frage nach dem asymptotischen Verhalten der
Entropiezahlen auf das Folgenraumniveau zu reduzieren. Es zeigt sich namlich, dass

ex(id : S)!  AQ) — 872 A(Q)) = e(id - 57! a(Q) — 572 a(Q)), (1)

p1,91 Pp2,92 p1,q91

il



wobei die Aquivalenzkonstanten nicht von k& € N abhéngen. Das dritte Kapitel ist somit
hauptsachlich dem Studium von Entropiezahlen von Einbettungen von Folgenrdumen gewid-
met. Wir beschrinken uns auf den Fall 7; = (rq,...,7) € R und 7y = (rq,...,75) € R<.
Im Gegensatz zum Fall der klassischen isotropen Besov- und Triebel-Lizorkin-Réaume zeigt
es sich, dass die Abschitzungen der Entropiezahlen von dem zweiten Parameter ¢ abhangen.
Die benutzte Methode liefert uns das Ergebnis leider nur unter gewissen Einschriankungen
an die Parameter. Wir beweisen, dass die Einbettung in (1) genau dann kompakt ist, wenn

1 1
a:rl—TQ—maX<———,O)>0. (2)
b1 P2

Die direkte Methode liefert uns die Abschitzung fir (1) nur fiir

1 1 1 1

a>—— — —_—.
m1n<p17p27QI> p1 P2 maX(p%(h)

Wir tiberwinden dieses Hinderniss in Kapitel 4 mit Hilfe der komplexen Interpolationsmeth-
ode von O. Mendez and M. Mitrea (vergl. [20]). Das abschliessende Resultat ist:

Unter der Bedingung (2) gilt

ex(id : ST A(Q) — T2 A(Q)) > ek (log k)4 VO T Ta)

P1,91 p2,92

Falls ry — ro — qil + q% > 0, dann gilt

en(id: ST A(Q) — ST A(Q)) < ck™ " (log k)4

P1,91 P2,q2

Falls r{ — ry — qil + q% < 0, so existiert flir jedes € > 0 eine Konstante c¢. > 0, so dass

er(id : S)1 AQ) — 82 A(Q)) < e k™7 (log k)°.
(Siehe Theorem 4.11 fiir die exakte Formulierung.) Im Abschnitt 4.6 vergleichen wir die
erzielte Resultate mit Abschétzungen von Entropiezahlen der Einbettungen von Funktio-
nenraumen mit dominierenden Glattheitseigenschaften von Belinsky [4], Dinh Dung [8] und
Temlyakov [30].
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Preface

We study the function spaces with dominating mixed smoothness. First spaces of this type
were defined by S. M. Nikol’skij in [21] and [22]. He introduced the spaces of Sobolev type

T 7" 67’1
S (RY) = {711 € LR IIS;W ) = AL + || 5or 1 2, ||+
67’2 67’1+7’2f
s | o |
*Ha" ’*Hax?aﬁ [y || < oo},
where 1 < p < oo,7; = 0,1,2,...;5(z = 1,2). The mixed derivative ;Trla Q plays the

dominant part here and gave the name to this class of spaces. The detailed study of spaces
of such type was performed by many authors, for example T. I. Amanov, O. V. Besov,
K. K. Golovkin, P. I. Lizorkin, S. M. Nikol’skij, M. K. Potapov and H.-J. Schmeisser. We
refer to [1] for a systematic treatment of this topic. As in the theory of classical Sobolev
spaces an alternative definition in terms of Fourier transform may be given (see (1.8) and
(1.9)). This definition is based on a decomposition

= Z (or, ®-+-® cpkdf)v, convergence in S'(R?),
keNg

where {¢g }ren, is a decomposition of unity on R known from the theory of classical Besov
spaces and ¢ = g, @ -+ @ @p,, k = (k1,...,kq), is a tensor product.

We refer mainly to [26], as far as the Fourier-analytic approach to these spaces is considered.
In Chapter 2 of this book the classical theory of spaces with dominating mixed smoothness
properties is developed. Several types of equivalent quasinorms, embedding and trace theo-
rems and characterisation of these spaces by differences are proved there. One studies also
basic properties of crucial operators on these spaces, namely of lifting and maximal opera-
tors and Fourier multipliers. We recall some facts from this book, which shall be useful later
on, in Chapter 1. In contrary to [26], we do not restrict the dimension of the underlying
Euclidean space to d = 2, hence we state these results formulated for general dimension
d > 2. As mentioned in [26], this generalisation is obvious.

The second Chapter is devoted to local means, atomic, subatomic and wavelet decomposi-
tions of spaces with dominating mixed smoothness. We state the result for both Besov and
Triebel-Lizorkin spaces but in some cases we give the proofs only for the Triebel-Lizorkin
scale. The proofs for Besov-type spaces are omitted as they are very similar to the proofs
presented here. First of all, we characterise this class of spaces by so-called local means. See
Theorem 1.25 for details. This fundamental characterisation serves us as a basis for all three
decomposition techniques.

By atomic decomposition of a function f one usually means a decomposition of a type

= Z Z Avm@ym (), convergence in  S'(R%),

where a,,, are some simple building blocks, called atoms, and A, ,, are complex numbers.
A function f then belongs to some function space if and only if the sequence of coefficients
{Avm}vm belongs to some sequence space. For the exact formulation see Theorem 2.4. Let
us mention that the atoms are specified only implicitly - a function a is an atom if and only
if it satisfies some qualitative properties (see Definition 2.3).

v



By a subatomic decomposition we mean a decomposition of a type

Z Z Z >‘ m(Ba)ym (), convergence in S’(Rd)7

where (Bqu),m(z) are so-called quarks and \° — are complex numbers. A quark is a special
type of atom defined explicitly by (2.36). Hence the basic building blocks, quarks, are much
more specific in this kind of decomposition. The price one has to pay for that is a more
complicated connection between f and {)\’ }. It is described in detail in Theorem 2.6.
The last decomposition technique developed here is the wavelet decomposition. In that case
a class of compactly supported wavelets is used as the building blocks, see Theorems 2.10
and 2.11 for precise formulation. The main advantage of the wavelet decomposition is the
uniqueness of the series obtained. The price paid for that is the limited smoothness of the
compactly supported wavelets.

In this sense each of these decompositions has its advantages and disadvantages. But all
of them have something in common : they establish a connection between function spaces
and sequence spaces. As the sequence spaces are simpler to deal with, it turns out that this
connection is very useful in many situations (embeddings, traces, entropy numbers, ...). On
this place we have to mention another important way how to switch from function spaces
to sequence spaces — namely the so-called -transform of M. Frazier and B. Jawerth. We
refer to [15] and references given there for details.

The classical theory of atomic decompositions of Besov and Triebel-Lizorkin spaces was
developed mainly in the works M. Frazier and B. Jawerth ([12], [13]) and H. Triebel ([33],
[34]). The subatomic decomposition of these spaces is due to H. Triebel ([35], [37]). We
follow their ideas and prove similar decomposition theorems for spaces with dominating
mixed derivatives. This is done in Chapter 2 and is one of the main results of this work.

In the third chapter we study the entropy numbers of embeddings of sequence spaces asso-
ciated with the function spaces with dominating mixed smoothness. The notion of entropy
numbers has its roots in the study of metric entropy done in 1930’s by Kolmogorov. Given
a bounded linear operator 7' between two quasi-Banach spaces A and B (T € L(A, B)), the
quantity ex(T),k € N, denotes, roughly speaking, the smallest radius ¢ > 0 such that the
image of the unit ball of A under the operator 7' may be covered by 2*~! balls in B of radius
e. The sequence {ex(7T)}72; tends to zero if, and only if, the operator T" is compact. The
decay of this sequence is then understood as a measure of compactness of 7. The crucial
property of entropy numbers was observed by Carl [6], who proved that the entropy numbers
of a compact operator T' € L(A, A) dominate in some sense its eigenvalues. In general, we
use the method of [10] in this part.

We use the decomposition techniques to reduce this question to the sequence space level.
Namely, it turns out that

ex(id: S)1  A(Q) — 2 AQ)) = eplid : st a() — 572 a(€)), (1)
where the constants of equivalence do not depend on k£ € N. So, in the third chapter we study
mainly the entropy numbers of embeddings of sequence spaces. We restrict ourselves to the
case T = (r1,...,71) € R4 and 7y = (r9,...,73) € RY. Unlike in the case of the classical
Besov and Triebel-Lizorkin spaces, it turns out that the estimates of entropy numbers depend
on the second, fine, summability parameter q. Unfortunately, the method used here gives



the optimal answer only under some restriction on the parameters involved. We prove that
the embeddings appearing in (1) is compact if, and only if,

1 1

a:rl—TQ—maX<———,O)>0. (2)
b1 P2

But the direct method gives the estimates for (1) only for

1 11 1
> — + — —

min<p17p27QI> p1 P2 max(pQ,qQ)'

We overcome this obstacle in Chapter 4 by the use of a complex interpolation method as
developed by O. Mendez and M. Mitrea in [20]. Our final result may be summarised in the
following way.

Under condition (2),

exlid : St A(Q) — 72 A(Q)) = ek (log k)@ T )

P1,91 P2,92

Ifrl—rg—qil+qi2>0then

ep(id : ST A(Q) — S72 . A(Q)) < ck™ ”(logk:)(d Dir—rat b= k)

P1,91 P2,92

If r; —ry — + + L <0 then for every £ > 0 there is a constant ¢. > 0 such that
q1 q2 y

enlid: ST A(Q) — ST A(Q)) < ¢ k" (log k)E.

P1,91 P2,q92

(See Theorem 4.11 for exact formulation). Finally, we compare results obtained by this
method with estimates on entropy numbers of embeddings of function spaces with dominat-
ing mixed smoothness obtained by Belinsky [4], Dinh Dung [8] and Temlyakov [30].

vi
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1 Function spaces on R

Our aim in this Chapter is to recall the known aspects of the theory of function spaces with
dominating mixed smoothness S7 B(R?) and ST F(R?). First of all, we introduce some
basic notation which we shall need later on. Then we quote some definitions and theorems
stated in [26] which are crucial in the sequel. In the last part we develop the so-called local
mean characterisation of the spaces S} B(R?) and Sj  F(R?).

1.1 Notation

As usual, R? denotes the d—dimensional real Euclidean space, N the collection of all natural
numbers and Ny = N U {0}. The letter Z stands for the set of all integer numbers and C
denotes the plain of complex numbers.

We denote the points of the underlying Euclidean space by z,vy, z,.... Their components
are numbered from 1 to d, hence x = (11, ..., z,4). If 7,y € R, we write z > y if, and only if,
x; >vy; for every ¢ = 1,...,d. Similarly, we define the relations z > y,x < y,z < y. Finally,
in slight abuse of notation, we write z > A forx e R4, N € Rif o, > \,i=1,...,d.

The d—dimensional vector indices will be denoted by k, 1,7, ... and their components are
also numbered, hence k = (ki,...,kq). When a = (a,...,a4) € N¢ is a multi-index, we
denote its length by |a| = E;l:l ;. The derivatives D* = 91l /9§ - - - 9x* have the usual
distributive meaning as well as the symbol 2% = 27" - - - 2.

Let S(R?) be the Schwartz space of all complex—valued rapidly decreasing infinitely differ-
entiable functions on RY. We denote the d—dimensional Fourier transform of a function
¢ € S(RY) by Fo, F(p) or by . Its inverse is denoted by F~lp, F~1(p) or pY. Both F
and F~! are extended to the dual Schwartz space S’(R?) in the usual way. Sometimes, we
need to distinguish between the d—dimensional and one-dimensional Fourier transform. In
that case we denote the later by F; or "t and its inverse by F; ' or VI. We point out that
for functions ¢(x) = p1(z1) - - pa(za) = (p1 @ - - - @ pa)(z) the following formula connects
F with fl

(Fe)(€) = (Frp) (&) - (Frpa)(&a) = (Frpr) @ - ® (Fi0a))(€), € €R™ (1.1)

Let 0 < p,q < co. Having a sequence of complex-valued functions { fE}EeNg on R?, we put

el = (32 @) = (X ([ 1sear) ™)™ )

keNd

and

/a

Isdzatel = || (X bt ) 11, (R%)

keNd

</ (Zm q)p/qu)l/p, (1.3)

keNd

appropriately modified when p and/or ¢ = oo

We denote a; = max(a,0) for a real number a € R. Furthermore, let

Oy = (m - 1)+ and o, = (]% - 1)+ (1.4)



for every 0 < p < oo and 0 < ¢ < 0.

All unimportant constants are denoted by c. So, the meaning of the letter ¢ may change
from one occurrence to another. By a;, = b, we mean that there are two constants ¢y, co > 0
such that ciar < b, < ¢y for every admissible k.

1.2 Definitions and basic properties

In this section we define the function spaces with dominating mixed smoothness on R¢ and
recall their basic properties as they are described in [26]. We quote the results for general
dimension d of the underlying space R?, although they were stated and proved only for d = 2
in [26]. But, as mentioned there, this generalisation is rather obvious.

1.2.1 Definitions

Definition 1.1. Let ®(RR) be the collection of all systems {¢;(t)}32, C S(R) such that

{ supp o C {t e R: |t| <2} | (15)
suppp; C{t e R: 271 < i <27t} if j=1,2,...;
for every a € Ny there exists a positive constant ¢, such that
219 D%;(t)| < cq forall j=0,1,2,... and all t € R, (1.6)
and .
Zgoj(t) =1 forevery teR. (1.7)
=0

For k = (ki,...,ks) € Nd and x = (zy,...,74) € R? we define pz(z) = o, (21) - - @n, (Ta).
Using this kind of notation, we can give a definition of spaces S} B(R?) and S} F(R?).
Definition 1.2. Let 7 = (r1,...,7¢) € R%, 0 < ¢ < oo and ¢ = {;}72; € ®(R).
(i) Let 0 < p < co. Then S;  B(R?) is the collection of all f € S'(R?) such that
~ T A 1/q T .
1155 BEYIL, = (3 277 e 1@ = 127 (eI (18)
keNd
is finite.
(ii) Let 0 < p < oo. Then S} F(R?) is the collection of all f € S'(R?) such that

1185 F@, = || (3 1257 (eh O1) 1o @] = 11257 (o) 1Ly )

keNg

| (1.9)

is finite.

Remark 1.3. According to (1.7), we have
Z op(z) = (Z gokl(xl)) (Z gpkd(xd)> =1 forallz = (zy,...,24) € R
keNd k1=0 ka=0

In this sense, {‘PE}EeNg is also a decomposition of unity, in this case on R
Remark 1.4. The symbol S7  A(R?) stays, as usual, for S7 . B(R?) and S} F(R?) respectively.



1.2.2 Basic inequalities

One of the most important questions in the theory of spaces S;qA(]Rd) is the independence
of Definition 1.2 on the system ¢ = {SDE}EeNg' The answer is given by

Theorem 1.5. Let {@;}52,{1;}72, € ®(R). Let T = (r1,...,74) € R? and 0 < ¢ < .

(i) Let 0 < p < co. Then ||f|S} B(RY)||, and ||f|S] ,B(RY)||y are equivalent quasinorms.
Furthermore, S} B(R?) is a quasi-Banach space (Banach space if min(p, q) > 1) and

S(RY) c S ,B(R?Y) C S'(RY).

(i) Let 0 < p < oo. Then ||f|S}  F(R)|], and || f|S}  F(R?)||y are equivalent quasinorms.
Furthermore, S} \F(RY) is a quasi-Banach space (Banach space if min(p, q) > 1) and

S(RY) c 5] F(RY) c S'(RY).

For the proof in the case d = 2, see [26, pages 87, 93]. So, we may write || f|S} B(R?)|| and
[ £1S] o F (R%)|| without any index ¢ or 1) meaning one of these equivalent quasinorms.

Remark 1.6. The reader noticed that we did not define the spaces Sj F(R?) for p = oo.
The reason is very similar to the case of classical Triebel-Lizorkin spaces. If one extends
Definition 1.2 to the case p = oo, which is actually possible, than there is no counterpart of
Theorem 1.5. In particular, these spaces do depend on the choice of the system {¢;} € ®(R).

We recall also the following version of the famous Nikol’skij inequality which is due to

B. Stockert [29] and A. P. Uninskij [39)].

Theorem 1.7. (Nikol’skij inequality) Let 0 < p < u < 0o and a = (a1, ..., aq) € N§. Let
b= (br,...,bg) >0 and Qy = [~by,b1] X -+ X [=bg,bs] C R, Then there exists a positive
constant ¢, which is independent of b, such that

a d a1+%_1_1t ad+%_% d
|D* I Lu(RY)]| < cb, by L ILp(RY)]

holds for every f € S'(R%) N L,(R?) with supp f C Q.

1.2.3 Lifting property

As in the case of classical Besov and Triebel-Lizorkin spaces, we can define a lifting operator.
Definition 1.8. Let 5 = (p1,. .., pa) € R% Then we define the so-called lifting operator I;
by

Lf = F A4+ )2 (L+ &) Ff, [ eSRY. (1.10)
Theorem 1.9. Let 0 < ¢ < o0, p,7 € R?.
(i) Let 0 <p < oo. Then I; maps Sy B(RY) isomorphically onto Sy PB(RY) and
H[pf\S;;]pB(]Rd)H is an equivalent quasinorm in S;qB(Rd).
(ii) Let 0 < p < oco. Then Iz maps Sy JF(RY) isomorphically onto Sy PF(R?) and
1155 P F(RY)|| is an equivalent quasinorm in S}, F(R?).

The proof may be again found in [26, page 98].
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1.2.4 Maximal operators

It has been observed throughout many decades that maximal operators (and their bound-
edness on appropriate function spaces) play a crucial role in harmonic analysis and function
spaces theory. Our constructions given later are based on the Hardy-Littlewood maximal
operator and the maximal operator of Peetre. Now we give the definition of the first one.
For the definition of the latter one, see Section 1.3.1.

For every locally integrable function f(x) € L'(R?) we define the classical Hardy-Littlewood
maximal operator

= Su L X d
(M f)(w) = sup o /Q fW)ldy,  zeRY, (1.11)

where the supremum is taken over all cubes () centred at x with sides parallel with coordinate
axes. The symbol |@Q| denotes the Lebesgue mass of the cube ). The famous Hardy-
Littlewood inequality tells that for every p with 1 < p < oo there is a ¢ such that

IMFIL,R < cllf LRI, f € Ly(RY). (1.12)

The following theorem is a vector-valued generalisation of (1.12) and is due to C. Fefferman
and E. M. Stein [11].

Theorem 1.10. Let 1 < p < oo and 1 < q < oo. There exists a constant ¢ such that

[|M FEI Ly (€o)l| < e[ ol Lp(Eo)] (1.13)

holds for all sequences {fE}EeNg of locally Lebesque-integrable functions on RY.

To reflect the tensor structure of the decomposition of unity ¢ = {p;} used in Definition
1.2, we consider following ”directional” maximal operators. We define

x1+s
(M f)(z) = sup — |f(t,za, ... zq)|dt (1.14)

S>O 28 Tr1—S8

and in a similar way for other variables. We denote the composition of these operators by
M = Myo---o M. The following maximal theorem is due to R. J. Bagby [2] (actually, it
is a special case of more general theorem given there).

Theorem 1.11. Let 1 <p < oo and 1 < q < oo. There exists a constant ¢ such that
M frl LpUDI| < el f5l LIl i=1,....d (1.15)

holds for all sequences {fE}EeNg C Ly(¢,) of functions on R,
Iteration of this theorem shows that the estimate (1.15) holds also for the operator M.

1.2.5 Fourier multipliers

Let Q = {QE}EeNg be the sequence of compact subsets of R? with following properties

QEI {SL’ € Rd : ‘1’1‘ < a17k1,...,|xd\ < ad,kd} with Al ks -+ Ad ey > 0.



Theorem 1.12. Let 0 < p < 00, 0 < ¢ < o0 and T = (ry,...,rq) > min%pq) + % Let

Q= {QE}EeNgaaLkm .., aqk, > 0 be the same sequences as above. Then there is a positive
constant ¢ such that

xS Lp(C)I] < e sup [lop(ar - - aar, NSEF RN - 1fl LylLy)]

keNd
holds for all systems {fz} € L, (£y) with supp fz C Qr and all systems {o5} C S5, F(RY).

Remark 1.13. The proof may be found in [26, page 77].

1.2.6 Littlewood-Paley theory

We state also a theorem of Littlewood-Paley type for spaces with dominating mixed smooth-
ness. But first we define the Sobolev spaces with dominating mixed smoothness. This is the
very direct generalisation of the definition of Nikol’skij given in the Preface.

Definition 1.14. Let 1 <p < occ and T = (ry,...,7r4) € N¢&. We put

S;W(RY) = {f1f € LR, IS W R = Y 1D FILy(RY)]| < o0}

0<a<r
Clearly, we have SOW(R?) = L,(R?). The connection between STW (R?) and S F(R?) is
then given by
Theorem 1.15. Let 1 <p < oo andT = (ry,...,rq) € Nd. Then
STW(RY) = 87 ,F(RY)
where the corresponding norms are equivalent to each other.

Remark 1.16. See [26, page 104] for details.

1.3 Local means

In this part we present the main technical tool, namely, we characterise the spaces S;qA(Rd)
by the so—called local means. In general, we follow the method presented by Rychkov [25].
Recall, that the spaces Sy  A(R?) were introduced by Definition 1.2 and, according to The-
orem 1.5, we know that this definition does not depend on the choice of the decomposition
of unity {¢;}52, C ®(R). Hence we may fix some specific system {¢;}22, for the rest of our
work.

We fix ¢(z) € S(R) with

[\OR GV

4
plz)=1 if |z| < 3 and p(z)=0 if |z|>
We put @o = ¢, ¢1(x) = ¢(35) — ¢(z) and
oi(x) =p (2771 2), r€eR,jeN.

One verifies easily that (1.5)—(1.7) holds.



1.3.1 The Peetre maximal operator

Next we discuss the analogy of the Peetre maximal operator introduced in [23]. The con-
struction of Peetre adapted to the case of function spaces with dominating mixed smoothness
assigns to every system {@DE}EeNg C S(R%), to every distribution f € S'(R?) and to every
vector @ > 0 the following quantities

£\V
p DL
yerd [ iy (L4 |25 (y; — 2)[*)
As ¢ € S(RY) for every k € NY then 1), f is well defined for every f € S'(R%) and, according

to the Theorem of Paley-Wiener—Schwartz (see [32] and references given there for details),
(¢Yf)Y is an analytic function. In particular, (¢ f)"(y) makes sense pointwise.

reRY keNd (1.16)

Unfortunately, as we are interested also in non—smooth kernels (for details, see Section 2.4),
we need to consider also kernels 17 & S(R?). We weaken in a natural way the definition of

the Schwartz space S(R?) and obtain the class of spaces X3(R?) defined for every S € N¢
by

X(RY) = {ip € STW(RY - || XS(R)| < oo},
oS @)= (Y e D@l La®))

0<a,B<S

We denote w(z) = [, (1 + 2 )52' and observe that ¢ € X5(R?) if, and only if, w - D% €
Ly(R?) for every 0 < o < S. This is obviously equivalent to D*(w - ¢) € L2(Rd> for every
0 < a < S, which may be written as w - p € SSW (R?). Hence

¢ € X5(RY if, and only if, w-¢ € SSW(RY).
This allows us to characterise the dual of X5(R%). We get
¥ e (X3(RY) if, and only if, w™'-1 € (S§W(RY)) = Sy5 F(RY).
As a trivial consequence of the embedding (S € N¢)
X5(RY) < SSW(RY) — S5.2B(RY)
we get for every K € N? and every S > K + 1
X3 (RY) — CF(RY).
Having now a function ¥z € X5(R?) and some distribution f € (X5(R%)), we write
(P )0) = [ F@ly—o)de = f(¥ly =), ye R
So, given a system {¢g}zeng C XS(R?) for some S € N¢, we denote Uy, = ¢, € X5(R?) and
define in analogy with (1.16) for every f € (X*(R%))

|(Y5 + W)
Wil alo) = yeRd [T (1 + 25 (s — )
Furthermore, for S = oo, we put X5(R%) = S(R%).

i reRY ke N (1.17)
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1.3.2 Helpful lemmas

We split the proof of the local-mean characteristics of Besov and Triebel-Lizorkin spaces and
give in this subsection the technical lemmas. This will allow us a straightforward proof later
on. The lemmas originate in [25] and we quote them only with some minor modifications,
mainly forced by the tensor structure of function spaces with dominated mixed smoothness.

We start with lemma describing the use of the so—called moment conditions.

Lemma 1.17. Let K € Ny and g, h € XE+2(R). Furthermore, let M > —1, M < K be an
integer and
(D°§)(0) =0, 0<a<M.

Then for every N € Ng with 0 < N < K there is a constant Cy such that

sup\(gb*h)(z)\(1+|z\N) < CNMT 0<b<, (1.18)

z€R
where gy(t) = b~tg(t/b).
Proof. Using the elementary properties of the Fourier transform we get

a A
LHS(1.18) < ¢ max [|D*([(gs * 1)"]| L1(R)]].
By Leibnitz formula,

ID[g(b) () < ¢ Y V(D) 1) (D*Ph)(E)l, £ ER. (1.19)

0<f<a
As g € CMFL(R), we may use the Taylor formula and get
(DPg) ()] < clbgM P, 0< <M (1.20)

for [b¢] < 1. But, as DP§ € C(R), (1.20) holds for all b,¢ € R. Hence, for 0 < 3 < M, we
get X R
V7 [(D%g) () (D h) ()] < cb™ (D Ph)()] - [N, g eR. (1.21)

If M < <Kand0<b<1, wehave b° < b™*1 which, together with D?j € C(R), gives
(1.21) forall 0 < f < K.

We put (1.21) into (1.19) and obtain (1.18). O
Furthermore, we shall need the following convolution inequality.

Lemma 1.18. Let 0 < p,q < oo, § > 0. Let {QE}EeNg be a sequence of nonnegative
measurable functions on R? and let

Gp(x) = Z 2"3%‘5%(3:), reRY TeNL (1.22)
keNg

Then there is some constant C' = C(p, q,0) such that

GElg(Lp)[| < Cllgglty(Ly)]] (1.23)
||GE|LP(£Q)|| < C||9E|Lp(£q)||- (1.24)



Proof. Step 1.
We start with the proof of (1.23). If p > 1, we get by triangle inequality

|G| Ly(RY|| < Y 2770 g L, (RY)]], 7 € NG,
keNd
When ¢ < 1, we use the embedding ¢, — ¢; and get

G (LIl < (337 277 H00] g L, (R |9) 2.

veNd keNd

Interchanging the order of summation, we get (1.23) with C' = C = (3 gz 9~ IKloay1/a,
If ¢ > 1, we apply Young’s inequality. We denote
e =270 E ezl (1.25)
ve = ||zl Ly(RD)||, k€NE and ~;=0 for ke Z*\ N
Then we get
1Go|Ly(RY)]| < (A% 7)(P), 7€Nf
and Young’s convolution inequality gives

A A gl < I TGl

This proves (1.23) with C' = Cy = ||A44]].
If p <1, we use the ¢, — ¢, embedding and get

G2 (z)dx < 2—IV—EI5P/ P(z)d
[ Gt < 3 [

keNg
For ¢/p <1 this implies
D NGHLRY(T< Y Y 277 g Ly (RY)] |
DENG veNd keNg

Now we interchange again the order of summation and take the 1/¢ power. This proves
(1.23) with C' = (.

Finally, if ¢/p > 1, we use again Young’s inequality, with A? and ~? instead of A and ~. This
gives

G lg(Lp)|[” < A[N1eL]] - 177 qyll,
which proves (1.23) with C = ||A|(,]].
Step 2.
Next we turn to (1.24). This is a trivial consequence of the pointwise inequality

1Go(@)I6g]] < Cllga(@)1l]], = € R, (1.26)

with C independent of z € RY.

To prove (1.26), just use the ¢, — ¢, embedding for ¢ < 1 and Young’s inequality for ¢ > 1.
We do not give details, which are very similar to the calculation in Step 1. O
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As we do not want to exclude the case of arbitrary smooth functions, we use the following
notation. We say that the vector N = oo if and only if N; = oo for all ¢ = 1,...,d. The
symbol N € N¢ U {oo} then admits N = oo or N to be a vector of nonnegative integers.

Lemma 1.19. Let 0 <r < 1, and let {Vi}pena, {Br}pena be two sequences taking values in
(0,00). Assume that, for some N e Ng,

0

=02V, 7] - . (1.27)
Furthermore, we assume that there s N € N U {0} with N > N such that

W< Cx Y 27" Bt TEN], Cy< oo, (1.28)
keNg

holds for every 0 < N < N if N s finite or for every N € N4 if N =
Then, for the same set of N,

1< Cx Y 27"V By, TEN, (1.29)

keNd

with the same constants Cy.

Proof. Put o
[, 7 = sup 2_’“'N7k+ﬁ, v, N e Nl
keNd
By (1.28),
—(k+0)-N 1—r
Lo < Cysup 3 27060ty
ReNg leNg
“Cxmp 3 2ol
FENG jend1E
= Cx D2 B (1.30)
leNg
<Oy 27"V,
leNd

When I'; i < oo, we finish the proof by

<T

N

e D e (131)

leNd

T
57

From (1.27), I',  is finite for all N <N<N (or for all N <NitN = 00). As the
right-hand side of (1.29) decreases when N increases in any coordinate, this proves (1.29)



also for all N * N with the constant Cx+, where N, = max(N
N # N’ and apply (1.29) with Cx~ instead of C to get

N;). Take now any

_ kN
Loy =sup 27"y 5
kend

< sup (Cﬁ* Z 2*(E+Z)-N1‘ﬁz+g+ﬁ) 1/r

T d _
keNg leNg

- Clﬁ/*r(z Q_Z.Nrﬁwrv) Ur?

leNg

which is finite whenever the right-hand side of (1.29) is finite (otherwise there is nothing
to prove). So, even in this case, we may apply (1.30) and (1.31) and finish the proof of the
lemma. 0

1.3.3 Comparison of different Peetre maximal operators

In this subsection we present one inequality between different Peetre maximal operators.
This inequality (together with the boundedness of Peetre maximal operator) forms the basis
for our characterisation of S;qA(Rd) through local means.

Because of the limited smoothness of our kernel functions (discussed in detail in section 2.4),
we cannot expect to get such an inequality for all f € S’(R9).

We start with (given) functions ¢, 1%, i = 1,...,d defined on R and denote

w;i(t) =i(277t), teR, j=23,...,

d
Uple) = [ i (z:), = €RLEeNE, (1.32)
=1

~

U, =1, keN&.

To (also given) functions ¢f, ¢, = 1,...,d we associate ¢y and Py in the same way. Fur-
thermore, we suppose that ¢, ¢z € X°(R?) for some S € Ng.

Using this notation we may state the main result of this section.

Theorem 1.20. Leta,7 € R4 Re N0 < p,q<oowitha>0and7 < R+ 1. If S> R is
large enough,

D4 (0)=0, i=1,...,d, 1=0,1,...,R;, (1.33)

and, for everyi1=1,...,d and some € > 0,
6(t)] >0 on {teR:[t <e} (1.34)
19i(t) >0 on {teR:e/2<|t| <2} (1.35)

then

]

1257 (W5 f)al g (Lp)l| < el |27 (B f)alol(Ly) | (1.36)

127 (W5 £ )al Ly (Ca)l| < el 287 (B3 )al L(£o) | (1.37)

for all f € (X5(RY)).
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Proof. Step 1. — formal calculations.
It follows from (1.34) and (1.35) that there exist functions {\;}22, 7 = 1,...,d with

D X(t)gi(t) =1, teR, (1.38)
J=0
No(t) =X (277t), teR, jeN, (1.39)

supp Ay C {t e R:[t| <e} and supp\; C{t e R: 2% < |t <2}, jeN. (1.40)
Now we define, as usually, Az(z) = A} (21) - AL (24) for every k € N&. From (1.38) we
obtain

> M(2)gp(x) =1, zeR’
keNd

Finally, we denote Ay = S\E, k € NZ. This gives us the following identities

f:ZAE*(I)E*fa llfg*f:Z\IIU*AE*qDE*f, 7 € N& (1.41)
FeNd keNg
We have
(W5 Ag+ O f)(y)] < » [(W5 o+ Ap)(2)] - [(Pg + )y — 2)[dz
d
< (P2f)aly) 9 (U5 Ap) (2)] TT (L + 122" d (1.42)
i=1
d
= (q)%f)EQJ)[DE = ((I)%f)a<y) H [Vikﬂ
i=1
where

Lk, = / (), % MG ) (20) (1 + [2%2]")d .
R

We claim that by Lemma 1.17,

Q(k‘rw)(RhLl)’ if k; <y
Log, = € {Q(Viki)(aiJrViJrl)’ if k; > v, (1.43)

We namely have (for 1 < k; < ;) with the change of variables iz, — 2

/\ L MEEI 5
< e sup (W], AL (/)L + |2

z€R

“i)dzi

a¢+2> S c 2(]4)2'71/2')(R¢+1)’

when S; are chosen sufficiently large.

Analogously, for 1 < v; < k; with the change of variables 2"iz; — z;

Ly, < 20l / (U8 AL, ) ()| (1 4+ 2] dz,
R

S c 2(Vi—ki)(—ai+M+1)’
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where M may be taken as large as S; allows. Taking M > 2a; + |r;| (which is possible for
S; large enough), we get (1.43). This covers the cases where v;, k; > 1,1; # k;. The cases
ki=v; > 1,k >v; =0 and v; > k; = 0 can be treated separately in the similar way. The
needed moment conditions are always satisfied by (1.33) or (1.40), respectively. The case
k; = v; = 0 is covered by the constant C' in (1.43).

Next, we point out that

(®5S)a(y) () [T+ 2% (s = o))

=1

d
(¢ f H ]. + |2Vz( L yl)|az) maX(l 2(k; —l/z)al)
=1

We put this into (1.42) and use (1.43)

W x Ay x O % . d Ve
sup A E AL WL (e 0) T o, max(1, 2000
verd [Ty (1 + 127 (i — yi)|™) i=1

i=1

d {2(k¢V¢)(Ri+1)’ if k’z <y

This inequality, together with (1.41) and (1.42), gives for
d=min{l,R;+1—r;i=1,...,d} >0
the estimate

27U f)a(x) < ¢ Y 27 FRT(@r f) (), TENI, xeR™

keNd

Lemma 1.18 now gives immediately the desired result.
Step 2. — theoretical background.

In the Step 1 we did not took care about problems caused by limited smoothness of functions

;'», gb; not to disturb the elegant calculation done there. Nevertheless, to complete the proof,
we have to fill some gaps. We go through the proof of the Step 1 once more and discuss the
theoretical aspects of the calculation.

e Functions A;

By the choice Xi(t) = ¢;(3)/¢i(t) we ensure (1.38)-(1.40). The functions ¢;, j € Ny,
were fixed in the beginning of Section 1.3. And by conditions (1.34) and (1.35) we get

Ar € X5(RY).
o Identities (1.41)

First, we point out that the expression Ay * ®; * f is well defined for every Eie Ng.
As the function A = AY has compact support, we have Ag * & = (A\gop)" € X (RY).
The same holds for Wy * Ay * &,
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Next we prove the convergence of both sums in (1.41) for every f € (X3(R%)) and
every 7 € N¢ in (X®(R?))". By the duality arguments, it is enough to prove that

> rdgdpn — Yo, VNG,

keNg

converges in X°(R?) for every pu € X5(R%). This follows from (1.38) and (1.40).

Finally, to come over from (1.41) to (1.42), we have to ensure that (1.41) converges
also pointwise. Better said, we need to prove

(U5 )] < D (W Ay x By x f)(y)] (1.44)

keNd

for all 7 € N¢ and almost all y € R?.
Fix 7 € N¢ and let fz(y) = (¥ * A * &% % f)(y). Then we know from (1.42) that

W) < (25 f)aly) Lz, y € R

By (1.43) (and by Holder’s inequality for ¢ > 1)

> AL RY|] < el |25 (0% f)allo(Ly)] -

keNg

So, whenever the right-hand side of (1.36) is finite, we obtain the L,—convergence of
the series ZEeNg | fz|. Hence, this series converges in the Lebesgue measure as well and

therefore also pointwise almost everywhere. We recommend [19] as far as several types
of convergence of sequences of functions are concerned. So, whenever the right hand
side of (1.36) is finite, we get (1.44).

When the right-hand side in (1.37) is finite, we use

127l st (L) | < llZET (@5 F)al Ly(6)]

and apply the same arguments as above.

O

Remark 1.21. The conditions (1.33) are usually called moment conditions while (1.34) and
(1.35) are the so-called Tauberian conditions.

1.3.4 Boundedness of the Peetre maximal operator

In this subsection we present a theorem describing the boundedness of Peetre maximal oper-
ator in the framework of weighted L,(¢,) and ¢,(L,) spaces. We use the notation explained
in the beginning of section 1.3.3. Especially, we still suppose that the functions ’QZJE,E € N¢,
belong to the space X°(R?), where the vector S will be specified later on. Our main result
now reads as

13



Theorem 1.22. Let a,7 € RY,0 < p,q < co. Let for everyi=1,...,d

[Ye(t)] >0 on {teR:|t| <e} (1.45)
[0i(t) >0 on {teR:e/2<|t| <2} (1.46)

(i) Ifa > % and S > 0 is large enough then
127 (U5 )alba (L) < el 287 (U5 % )€y (L) (1.47)

holds for all f € (X5~ 1(R4)).
(i) If a > % and S > 0 is large enough then

min(p,q
127 (W5 f)al Lo(Ca)l] < el 287 (T % F)IL, (6] (1.48)
holds for all f € (X5 %" 1(R%)).

Proof. In analogy to (1.38)-(1.40) we find functions {\;}32,,7 =1,...,d with (1.39), (1.40)
and

XLt =1, teR (1.49)
=0
Instead of (1.41) we now get the identity
f=) AgxUpxf.
keNd

A dilation t — 27%¢ in (1.49) leads to
Ups f=> AgpxUpxUpx f, 7EN] (1.50)
keNg

where

Agl€) = De@ () = 27A5(276), Fme Ny,

Uy 5 is defined similarly. We recall that 27§ = (213, ..., 2"¢;). Hence, for k>1,7¢€Ng,
we obtain Wy, = W, .. To simplify the notation, we point out that

%(27?1’)1/5(1’) = O-Ep(x)d}@rv(x)v E,? € Ng?

where
d
JE,E('T) = H O-]Zi‘i,l/i ('r2>7
i=1

ki,ui('ri) = il( _Z. .
@Z)O(2 ZZL‘Z‘) if kfl = 0.

Hence we may rewrite (1.50) as

U f=> Agpx0pp* Vg% f, VeEN] (1.51)

keNd
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By Lemma 1.17, the estimate
9—k-N
d e o
[Ty (14 [2viz|%)
holds for k,7 € N¢ with any N < S — 2. The last estimate, together with (1.51), gives

|(AE,3 * C}E,v)(zﬂ < Cﬁzm

2 '( (T s D)z (152)

keNd R4 Hz (1127 (ys — 2:)|)

Fix now any s € (0,1]. Divide both sides of (1.52) by H?Zl(l + [2¥(z; — yi)
supremum over y € R? and apply following inequalities

(L4127 (ys = 20)[") (L + |27 (s — w2)

%), take the

) > (14 127 (x; — z)

ai)
)

d
(P55 (2] < (Vg = £) () (W )al@) ' H(l + 125 (s — )| ™)1,
(1 + |2ki+Vi(l» _ Zi)|ai)1_8 2]9,'(11-

< .
(14 [2v (i = zi)[*) (14 280 (2 — ) ])®
Finally, we get

2R 71| (T * f)(2)]°
R [T, (1 + |26t (y — z)|as)s

(T f)a(z) < e D 2PN f)a(z)' =

keNg

I

and apply Lemma 1.19 with

* 20, )2 -
o= (Vof)alz), By = /m11+|2 D —a: veny

N =S5-a — Ll and N giving the order of the distribution f, which is finite for S = co and
smaller than S if S is finite.

By Lemma 1.19, we obtain for every N < S —a—1, v € R? and 7 € N¢

EW 2| (W 5 f)(2)]°
()8 ‘ k-Ns + o )
(lpvf)a( ) S C1N Z 2 . H;l:1<1 + ‘Qk +Vl<xz' _ Zi) ai)sd (1 53)

We point out that (1.53) holds for s > 1 as well with much simpler proof. In that case, we
take (1.52) with @ + 1 instead of @, divide by []%,(1 4 [2“ (z; — %;)|*) and apply Holder’s
inequality for series and integrals.

keNd

1

We now choose s > 0 with 1, < s < p (or ; < s < min(p,q), respectively) for every

t=1,...,d. Then the funct1on
1
d i €
[Tiey (1 + |zi])™

and by the majorant property of the Hardy-Littlewood maximal operator M (see [28, Chap-
ter 2]) it follows

Li(R%),

(U5 )alw)* < O > 27PN M (|0, % f19) (2). (1.54)

keNg
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We choose N > 0 such that N > —7 and denote

gr(x) = 257 M (|9 + f1°) (@).
Then we get from (1.54)
Gil(x) = 277 (U flalw)* < O > 2N T ge(a)
k>v

Hence, for 0 < § < min{N; +r;,i = 1,...,d}, we may apply Lemma (1.18) with L,/s(y/s)
and {y/s(Ly/s) norm respectively. This results into

12575 (U (@) [y s (Lyy)l| < e 1287 M (|05 % £1°) (@) Lays(Lyys)| (1.55)
and
1257 (U2 @) | Ly (Lop) || < el |28 M (|05 % F1°) (@) Ly (L) (1.56)

In the first case, we rewrite the left-hand side of (1.55) and use the classical Hardy—
Littlewood Theorem (see (1.12) for details, we recall that s < p),

1287 (W f)al) € (Ly)|] < el |287 (W = f)(2)[64(Ly)]].

In the second case, we rewrite the left—-hand side of (1.56) and use Theorem 1.11 (now we
recall that s < min(p, q)),

1287 (W f)al() | Ly (€)]] < ] |287 (W = f) ()| Ly (£,)]],

which concludes the proof. O

1.3.5 Local means characterisation

We summarise sections 1.3.3 and 1.3.4 and give the usual formulation of the local means
characterisation. We still use the tensor construction of functions v described in the be-

ginning of section 1.3.3. The spaces X5(R%) and the Peetre maximal function (V% f)a were

defined in section 1.3.1. We still suppose that ¥, 1} € Xg(Rd), where the vector S will be
specified later on.

Theorem 1.23. (i) Let 0 < p,q < oo, T,a € R, R, S € Z* withT < R+ 1 anda > . If
S > R is large enough,

Dawi(O):O, ’izl,...,d, O[:O,l,...,Ri’ (157)

and
|@Z)6(t)| >0 on {teR:|t|<¢e} (1.58)
[Wit) >0 on {teR:e/2 < |t| <2} (1.59)

for some € > 0, then
1£1S7  BRD)| 2 [|257 (W5 + £)|0o(Ly)]] 2 [1257 (WL f)al € (Ly)|]
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for all f € (X577 Y(RY)).
(i) Let 0 < p < 00,0 < g< o0, T,a € RLR,S € Z withT < R+ 1 and @ > —. If
S > R is large enough, and (1.57) — (1.59) are satisfied then

/157, F R & 1257 (T % HILp (L] ~ 11257 (W5 f)al Ly (6|
for all f € (X577 1(RY)).

Remark 1.24. 1. Theorem 1.23 is just reformulation of Theorem 1.20 and Theorem 1.22.

2. In the proof of Theorems 1.20 and 1.22 we followed essentially the approach described in
[25]. We point out that recently very similar results were obtained in [3].

3. We may set S = o0 in Theorem 1.23. Then one obtains equivalent quasinorms on
S'(R%). By choosing S large, but finite, we may always ensure, that the new quasinorms are
equivalent at least on S7 A(R?) C (X~ *"1(R?))".

Next we reformulate Theorem 1.23 using the local means in the sense of [33].

Theorem 1.25. Let 0 < p,q < oo (with p < 0o in the F-case), T € Rd,§1,§2 e Nd with
-5 i +1 in the B-case and S — 8 > —L— + 1 in the F-case. Let R € N¢ be a

- min(p,q)
vector of d nonnegative integers with R > 7. Further let ko, k', ..., k% be d+1 complez-valued
functions from X° (R) whose supports lie in the set {t € R : |t| < 1} and
Fy (ko) (0) # 0, Fi(K)(0)#0, i=1,...,d. (1.60)

Let us denote

. . df
k(t) = ko(t) and kr(t) =2" (dtR'kl> (2"t), i=1,...,d, neN, t € R.
As usually, we denote by ky(x) =k}, (x1) - ki (24),7 = (11,...,va) € N§, the tensor product
of these functions.
The corresponding local means are defined by
bl = [ )ty 7EN zeR! (1.61)
R4

appropriately interpreted for any f € (X§1 (RY)). Then, if 5% s large enough,
—— _ =2
127 ks ()L (€| = [ IS5 FRDIL - f € (X (RY)), (1.62)

and

1277 ko Dl L) | =~ 11£1S) BRYIL,  f € (X5 (R (1.63)

Proof. Put i = F; 'ky and i = F;7'(42k%). Then the Tauberian conditions (1.58) and

dtf

(1.59) are satisfied and (1.57) is also true. If we define 1,7 € N&, as in (1.32), we get

(W) (z) = C/Rd(wy)v(y)f(x —y)dy = C/Rd(Fwy)(y)f(x +y)dy (1.64)

— [ (ITerweoo0 ) sto + may

i=1
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Finally, if v; = 0, we get (F1¢})(y;) = ki(y;) and if v; > 1 we obtain in a similar way

R;

(Fugh) () = (R0 ) ) = 2 (Fy) (2% = 2 (S b (2) = K, ().

Using this calculation and (1.64) we get

o) @) = [ I+ pds, TEN, zeR
R
and the theorem follows. O

Remark 1.26. We point out that §' =5 = 0o is allowed in Theorem 1.25.

We shall need some other modifications of Theorem 1.23. But first we give some neces-
sary notation. For 7 € N¢. m € Z? we denote by Quw the cube with the centre at the

point 27Vm = (27"'my, ..., 27 Y4my) with sides parallel to coordinate axes and of lengths
271 . ..,27%, Hence
Qum={reR: |z, —27m| <27 1 i=1,...,d}, ©veNI mez (1.65)

If v > 0 then 7@z denotes a cube concentric with Q)57 with sides also parallel to coordinate
axes and of lengths y27"1 ... ~27"4,

Defining the Peetre maximal function by (1.17), we get
(U3 f)alx) 2 ¢ sup  [(Tpx f)(y)l, 7EN; xR’

r—y€YQv,0
where the constant ¢ depends on @ > 0,7 > 0 but does not depend neither on z nor on .
This very simple observation gives together with Theorem 1.23 following
Theorem 1.27. Let7 € RY, 0 < p,q < 0o (p < oo in the F-case). Let R € Nd with R > T,
31,32 € N and ky be as in Theorem 1.25. Then, for any v > 0,

’(Z 2T sup |ku(f)(y)lq)1/q|Lp(Rd)

T—yevy
UEN(C)I Yy ,YQV,O

] ~ (|71, R[], fe (X5 ®Y) (166)

and

1/q =2
(S 27w I DWILEI) = IUISBEI). T e @Y. (Lo

— e —
UENg -y 'YQV,O

Another modification of Theorem 1.23 is rather technical and deals with ’directional’ local
means, namely with local means of the form (d = 2):

/ kllq (y1) f(x1 4+ y1, x2)dys.
R

To introduce these local means in the general dimension, we define for every A C {1,...,d}
ko a(f)(z) = /A (H Ky, (wi) f (1 + y1xa(1), - -, 2q + yaxa(d)) (H dy;). (1.68)
RIF iea icA

It means, we restrict the integration in (1.61) to those variables y; for which ¢ € A. The
others are left untouched.

Using this notation, we may state our next Lemma.
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Lemma 1.28. Let 0 < p < 00,0 < g <00, AC {1,...,d} and v > 0. Let7 € R? be such
that r; > ——— fori ¢ A. Let R; € Ny and k% be as in Theorem 1.25 for every i € A.

min(p,q)

Further let ky a(f) be defined by (1.68). Then

o /g -
H( > 27 sw ) 1LE)|| < difis; R (1.69)
7N r—y€YQw,0
l/z:07’l€A

holds for every f € S] F(RY). The sum is taken over all7 = (11, ...,vq) € N§ with v; = 0
whenever 1 € A. The Ly,-quasinorm is then taken with respect to x.

Remark 1.29. There is again a direct analogy of this Lemma for the B-scale and for non-
smooth kernels. The proof of this Lemma follows the proof of Theorem 1.23.
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2 Decomposition theorems

In this chapter we present three decomposition theorems. We give atomic, subatomic and
wavelet decomposition characteristics of spaces with dominating mixed smoothness. But
first of all we explain some notation used in connection with sequence spaces.

2.1 Sequence spaces

We recall that for 7 € Nd,m € Z? we denote by Qum the cube with the centre at the

point 27m = (27"'my,...,27"4my) with sides parallel to coordinate axes and of lengths
27 ... ,277, By X(yp)m we denote a p-normalised characteristic function of Q)5+, it means

7]
that x7) (z) = 27 X0y (). Furthermore, we write Xym(x) = Xgy= (7).
Definition 2.1. If 0 < p,q < oo, 7 € R? and
A={\m€eC:7e N, mez} (2.1)

then we define

7 7 7 (F—1)q p a/p) M4

S b=3N: sl = (Y 27 (Z pu— ) < 0 (2.2)

vENG mezZ?

and

1/q
ol = {A NS, o1 = H (Z > |2”'FAm><m<->|q) Ly (RY)

veENE meZd

‘ < oo} (2.3)

with the usual modification for p and/or ¢ equal to oco.

Remark 2.2. We point out that with A given by (2.1) and gz(x) = Z ApmXom(T), we

meZd
obtain that

[[Alsp bl = 11277 gulla (L), [Isp o f 1] = 11277 gw| L (€9)] -
Sequence spaces of this kind were denoted by Ey;s in [14] and may be understood as a discrete
version of ST F(R?) and S]  B(R?).
2.2 Atomic decomposition

Definition 2.3. Let K € Ng,zt 1eNd andy > 1. A K-times differentiable complex-
valued function a(z) is called [K, L]-atom centred at Qp if

suppa C Vv, (2.4)
|D%(x)| <2*”  for 0<a<K (2.5)
and
/x{a(x)da;i =0 if i=1,....d; j=0,...,L; and 1; >1. (2.6)
R
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Using this notation we may state the atomic decomposition theorem.

Theorem 2.4. Let 0 < p,q < o0, (p < 00 in the F—case) and T € Re. Fiz K € N¢ and
L+ 1€ Ng with

K; > (1+[r])+ and L;>max(—1, oy, — i), i=1,...,d (2.7)

(L; > max(—1,[o, —13]) in the B-case).

(i) If A € s, 4a and {apm(2) tyeng meza are [K, L]-atoms centred at Qum, then the sum
Z Z Aompm () (2.8)
veNg mezd
converges in S'(R), its limit f belongs to the space S, A(R?) and
1185, AR < el|Alsp qall, (2.9)

where the constant ¢ is universal for all admissible A and az.
(ii) For every f € Sy A(R?) there is a X € s7 ja and [K, L|-atoms centred at Qyr (denoted

again by {azm () }pend meze) such that the sum (2.8) converges in S'(RY) to f and
IAlspqall < el 1S, AR (2.10)

The constant ¢ is again universal for every f € S;qA(Rd).

Proof. We give the proof only for the F-case. The proof for the B-scale is very similar.
Step 1.

First of all we prove the convergence of (2.8) in S’'(R%). Let ¢ € S(R%). We use the Taylor
expansion of ¢ with respect to the first variable

D10, 0)()0(2—1/17”1’ Yo, ... 7yd) , N
ply) = — (yr — 2"0my )™ (2.11)
a1<[Ly 1
1 . —Vv1 L1 (L1+10 0)
73 (t1 = 27" my) " DY P o(ty, ys, - - ya)dt
1- 27 V1my

and (2.6) to obtain

Arm y ur —v
/d%m(y)s@(y)dy: /d L1<l )/ (tr — 27" my) L DTty o ya)dtydy.
R R . 27 V1my
(2.12)

Using an analogy of (2.11) iteratively for the remaining d — 1 variables we see that the left
hand side of (2.12) is equal to

d

- Y1 Yd s T
/Rd (v) /2 - /2 H(tl —27Yim) M DE  p(ty, L tg)dtdy.

L' _l’lml _”dmd i=1

Using the support property (2.4) of aym we may estimate the absolute value of the inner
d—dimensional integration from above by (y € 7Qzm)

2 sup |(DMg)(@)] < e2 F ()M sup ()M (D) (@),

r€YQvm r€YQvm
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where M is at our disposal. Here we denote (z) = (1 + |z|?)2 for z € R%.

Let us now suppose that p > 1 and use (2.5) and Hélder’s inequality to get for M large
enough

_ _ﬁ.l _
< 2772775 qup ()M (DF ) \/ (Z 2" |)\um|X’vam(y>)<y> My

meZd

o 1/p _
< cx I D (T Ponl) s (P

d
ezl zeR

Ashesy fCsy band T+ L+ 1> 0, the convergence of (2.8) in S'(R?) now follows.

If p <1, we get a similar estimate

/RZ)\umaum (y)dy

A

p

p
< e~ u(L+1)p sup | DL+1 |p Z |)‘ |p ‘/d X’YQﬁm(y)dy

d
zeR ez

< C2—3-(F+f+1—1/p-|-1)p Sup | DL+1 |p Z 2 r—f p|>\ |p'

zcRd mezd

In this case we use the fact that 74+ L+ 1 —1/p+ 1> 0 and the embedding s f C s} b.
Step 2.

Next we prove (2.9). We use the equivalent quasinorms in S} F(R?) given by (1.62). Let us

choose R > K and define the functions k; for [ € N¢ as in Theorem 1.25. Then we have for
all ,7 € Nd and all m € Z4

P h(aom)(0) =27 [ Ky () va)asm(o + )y, (213)

Further calculation depends on the size of the supports of k; and apm. Hence we have to
d_istinguish between [; > Vi and [; < v;. This leads to 2¢ cases. We describe the first one
(I > 7) and the last one (I < 7) in the full detail and then we discuss the 'mixed’ cases.

L. [>w
We suppose that [ > 0. This only simplifies the notation, the terms with {; = v; = 0 may be

incorporated afterwards. We use the definition of klzl and make partial integration (K;-times
in the ¢*® variable) to obtain

d s gk

2k (apm ) (x) = 28D / d I1 (dtRi k) (2"ys)apm (@ + y)dy
RT =1

o de .
— 2”/ H (d R; kl) (yi)apm(x1 + 271, .. wq + 27 yq)dy
R s

=1

df—r K ! !
<dtRi—Ki kl) (i) (D" apm) (1 + 27y, - g + 27 ya)dy.



Next we use the smoothness of k¢, the boundedness of their supports and the properties (2.4)
and (2.5) to estimate the absolute value of this expression.

2l-r‘kz<apm) (.T)‘ < 622-(F7F)23-f.
d
' /d (H Xsupp ki (yz)) X’yQ;m(Il + 27l1y17 cee, Xg + 27ldyd)dy'
R* \j=1

Assuppk’ C{t e R: |t| <1}, =1,...,d, it follows that

27|k amm) (2)] < c2- KPP E\ 0 (g, (2.14)

I I<w.
The integration in (2.13) may be restricted to {y : |y;| < 27%}. We use the Taylor expansion
of functions k}l (y;) with respect to the off-points 27"im; — x; up to order L;
27Nk (i) = Y (@) (s — 27+ )P 4 24O 4y — 27 ma| M) (2.15)
0<B;<L;
and (2.6) to get

d

2 ky(apm) (x) = 280D / am(x +y) [[ 20z + yi — 277 myFH ) dy
{y:lyi|<27 1} i=1
Since
lazm(z + )| < Xa@om (T + )
we obtain
27| k() ()] < ¢ 20 THD 209 (T4+D) / XvQom (T 4 y)dy. (2.16)
{y:lyi|<27l}

The last integral is always smaller then ¢2~"! and is zero if {y : z +y € YQum} N {y : |yi| <
271} = (). Hence

/ Xo@um (T + 9)dy < 27N o (). (2.17)
fylwl<24)

But the last expression may be estimated from above with the use of maximal operators M;

defined by (1.14).

2‘l_ﬁ|X627,ngm(x) < c(Mxzm)(z). (2.18)
Let 0 < w < min(1, p, q). Taking the 1/w-power of (2.18) and inserting it in (2.17) we obtain

g~

L
/ Qo (T + y)dy < 27 M2 S (Mg = (2). (2.19)
{y lyi| <2 l'}

Next we replace xzm by X(j’l in (2.19) and insert it in (2.16).
7 k(o) ()] < €20 PHEHHTHD) 97 =) (T Wy ).

23



By (2.7) and (1.4) we may choose the number w such that 7 = (F+1+L+1— 1) > 0.
ITI. Mixed terms.
We estimate for example the term with I; > 1y, [; < v;,1=2,...,d.

First we apply (2.15) for i = 2,...,d and use (2.6) to leave out the terms with 3 < L. Then
we use K partial integration in the first variable. In the expression we get we use again the
support properties of the functions involved and (2.5) to obtain

2Z?|kf(a'§ﬁ) ([L‘) | S 2?-?2(11—111)(7’1—[(1)22?:2 Li(ri+1)+(li—vi) (Li+1)—vir;

/A XAQom (71 + 27 My, 20 + Yo, . g + ya)dy,
1

where A; = {y € R : |yy| < 1, |yl < 27%i =2,...,d}. Due to the product structure of
the integrated function we may split the last integral into a one-dimensional integral with
respect to dy; and d — 1 dimensional integral with respect to the remaining variables. The
first integral then may be estimated from above by cxs.j—2-v1m,|<2-+i} (21). Finally we use
the maximal operators M;,i = 2,...,d to estimate the second integral. And, exactly as in
the second step, it turns out, that there is some vector ¢ > 0 such that

7 k) (2)] < €2 Thet il gP T3 (D) (). (2:20)

vm

Let us observe that also (2.14) may be estimated from above by the right-hand side of (2.20).
Hence the estimate (2.20) is valid for all [,7 € N&.

Using this estimate, we get for ¢ < 1,

_ q
QI.FICZ (Z )\Vmaym) ($)

For ¢ > 1, the same estimate is justified by Holder’s inequality.

S C Z |)\§m|q2ﬁ~(?—%)QQ*q Z(ii:1 |l17V'L‘Q1 (Mx(vp%d)% (l‘)

)

We sum over [, take the %—power and then we apply the L,—quasinorm with respect to x.
Denoting gzm = 23-(F7%))\pmx(vp)— we arrive at

I

) )

- q
2l'Fl€i (Z )\ymaym> (l‘)

1

(-1 7. (p)wy L B
s¢ (ZN P’q|Aum|q(Mx(a”)m)w($)) |L,(RY)

w

—c||(Z gt @) 1w

v,m

Using Theorem 1.11 and the definition of w, we see that this expression may be estimated
from above by c||Als] . f||. On the other hand, from Theorem 1.23, we see that this already
ensures that f belongs to Sy F(R?) and proves (2.9).

Step 3.

It remains to prove (ii). Let us assume first that

L=-1, K>7, T>0, 0<p<oo, 0<gqg<oo. (2.21)

24



Furthermore, let N € N¢ be vector of integers with N > 7. According to the construction
given at [34, page 68], we may find functions ko, k', ..., k% such that

ko, k', ... kY € S(R); (2.22)
supp ko, supp k' C {t eR:Jt|<1}i=1,...,d; (2.23)
1= Fy (ko) (€ JFZF1 ANk (277€), €eRi=1,...,d; (2.24)
Fiko(0) = 1; (2.25)
Fy(dNED (€) = (Fuko)(€) — (Fiko)(26), €€Ryi=1,...,d. (2.26)

We define k;(z) and k;(f)(x) as in Theorem 1.25.
We claim that then
f= Z ki(f)(xz) = lim ki(f), convergence in S'(R%). (2.27)

E P—oo 4
leNd I<P

To prove this, fix ¢ € S(R?). Since the Fourier transform is isomorphic mapping from S’(R¢)

onto itself and .
()(©) = (TT Ak (=8) ) £ (&),

it is enough to show that

Z(H Fy(ky) (=& ) p(§) in S(RY). (2.28)

lgpzl

The last sum may be rewritten using (2.26) as

Z(f[ Fi(k)(-€)) = ﬁ((ﬂko)(—fi) + XP:(Fl(dN"k"))(—T“&)) T2 e,

<p =1 i=1 ;=1 i=1

We denote the last expression by 1—®(27F¢) and fix M € N. Using the fact that o € S(R?)
we obtain

pul(p©)®277) <c sup 277P(DY)()(D ) (27 ) T[(4)
0<e, <M i=1
£eRrd
d
<c supQPBDBCI)QfH
0<B<M =1
£eRrd

where the constant ¢ doesn’t depend on P (but depends on M). pj, are the functionals

defining the topology on S(R?), namely py(p) =  sup  |D%(z)[{z)M.
0<a<M,zeRd

If at least one of 3; > 0, then this expression tends to zero if P — oco. If § = 0, then we
split the supremum into sup¢sor and supjgop. The first supremum may be estimated from
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above by ¢27F. To estimate the second one, we notice that [®(£)| < ¢|€| in {€ : €] < 1}.

Hence
d

¢ sup B2 ") [[(6) " < e sup 2
gl<2P paley T eert (6)

and py(p(£)®(277¢)) — 0 as P — oo. This proves (2.28) and, consequently, also (2.27).

Next we find nonnegative function ¢ which satisfies

Y € S(R), suppt is compact and Z Y(z —m) =1 for x € RY, (2.29)
mezd
and we define for 7 € N¢ and m € Z? the function ¢y (x) = (2”2 —m). Then there is a y

such that
supp Ypm C YQom, V€ Nj,m e Z°. (2.30)

We multiply (2.27) by these decompositions of unity and obtain

F=30 3 vem@k()@) = > Aomtwm(), (2:31)

veNE mezd veNE mezd

where

Ao = Z sup | D[kz(f)](y)|

0<a<K yeVQom

and

() = Ay mom () ko (f) ().
(If some Ay = 0, then we take aym(x) = 0 as well). It follows that ays; are [K, L]—atoms
centred at Q,m. The properties (2.4) and (2.6) are satisfied trivially (recall that L = —1),
and the property (2.5) is fulfilled up to some constant ¢ independent of 7, 7 and x. To prove
that this decomposition satisfies (2.10), write

. 1/q
(Z > 2777 sup |Dawcﬁ<f><y>]|q) L,

ﬁeNg ﬁeZd xny'YQFﬁ

(2.32)

Nspafll<e >

0<a<K

and use Theorem 1.27 with D%k, and D® k" in the place of ky and k?. We lose the Tauberian
conditions (1.60) for these new kernels but according to Theorem 1.20, they are not necessary
in the proof of (2.32).

Step 4.

Now we prove the existence of the optimal decomposition for all 7 € R% and L restricted
by (2.7). To simplify the notation, we restrict ourselves in this step to d = 2. So, let us
take f € ST F(R?). In Definition 1.8 we may substitute (1 + z*)” by (1 + 2P (1 + x37)
for p € N2 and (using twice Theorem 1.12) we obtain the respective counterpart of Theorem
1.9. Hence f can be decomposed as

82Mlg 82M29 82M1+2M29

20, 20, M, 2y
Oxy x5 Oxy a5

=g+ (2.33)

where M = (My, M) € 2Nj is at our disposal and may be chosen arbitrary large, g €
S;:fMF(RQ) and ||g|S;:;2MF(R2)|| ~ ||f|S;qF(R2)||.
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The optimal decomposition of f will be obtained as a sum of decompositions of these four
terms.

To decompose the first term, choose M such that
l9IS"C(R?)[| < c|lgl Sy > F(R?)][.

This is possible according to [26, Theorem 2.4.1.]. Then we decompose

gl@) =Y bz —m)g(x) = Y Nmtom,

meZd meZd
where
Aom = €1 sup  |(D%g)(y)]
0<a<K ly=ml|<es
and .
aém = )\1—1/1@ —m)g(x)
0

for ¢y, co sufficiently large and for ¢ with (2.29) and (2.30). Then a}., are [K, L]-atoms
centred at QQg7. Furthermore, according to Lemma 1.28, we have

B 1/p
Wil = (X W) <Y

meZd a<K

sup  [(D9)(y)| |Lp(R?)

—y€7Qo0

< cllglS; M F(R?)|| < ¢|| f1S] ,F(R?)]].
We have used Lemma 1.28 with d = 2 and A = 0.

As for the last term in the decomposition (2.33), we may assume that M is large enough to
apply Step 3. So we may assume that we have a decomposition (2.31) for g with, let’s say,
Al and a%m_(x) instead of Ay and arm(z) and || Agm|sp 2 fI] < cHg|i;ngKF(]R2)H. As
at—(x) are [K +2M, —1]-atoms, the functions 227"M D2M1.M2) gl () are [K,2M — 1]-atoms.

In the case of the second term we use the decomposition

g(@) =Y Y bom@)kpal9)@) = Y Y Npain(e),

vENZ meZd vENZ meZd
vo=0 vo=0

where A = {1}, kp a(g)(z) are defined by (1.68),

Mo =22y sup | D% (ky,a(9))(y)]

BS?—I—(QMl,O) yec2Qom

and 1
az(z) = vam(x)kv,A(g)(x)-

If ¢; and ¢, are large enough, then D@M1:9¢2 (1) are [K, L]-atoms for L; < 2M; —1. Finally,
we use Lemma 1.28 to estimate |[\*[s]  f]|.

[Xlspfll <er Y

1/q
(ZQW(WH”) sup IDﬁ(ku,A(g))(y)lq> |Lp

EENS —y€c2Qpo
vo=0

< cllglSp* FRY] < ]| f1SpF R,
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if M is chosen sufficiently large. We have used Lemma 1.28 with D%k, and D%g¢ instead
of k1 and f. The third term can be estimated in a similar way. The sum of these four
decompositions then gives the decomposition for f.

In general dimension d one has to use the full generality of Lemma 1.28 but the idea of the
proof is still the same. O

2.3 Subatomic decomposition

In this section we describe the subatomic decomposition for spaces ST A(R?). We follow
closely [35] and [37].

First of all, we shall introduce some special building blocks called quarks.

Definition 2.5. Let ¢» € S(R) be a non-negative function with

suppt) C {t € R : |t| < 2} (2.34)
for some ¢ > 0 and

d W(t-n)=1, teR. (2.35)

nez

We define ¥(x) = o(z1) -+ (xg) and VP (z) = 2PV () for x = (x1,...,24) and 3 € N¢.
Further let 7 € R? and 0 < p < co. Then

(Bw)pm(z) = V(22 —m), 7eNI mezd (2.36)
is called an f-quark related to Qu -
Recall that the spaces s7 ja were defined by (2.2) and (2.3).
Theorem 2.6. Let 0 < p,q < oo (with p < 0o in the F-case) and ¥ € R? be such that

T > 0, in the B-case and T > 0,, in the F-case.

(i) Let
A={N:BeN} with N ={\_ecC:veN mez}
and let 0 > ¢, where ¢ is the number from (2.34). If

sup 2g‘6|||)\5|s;qa|| < 0
BENE

> D MnlBaem(a) (2.37)

BeNd veNd mezd

converges in S'(R?), its limit f belongs to S}  A(R?) and

then the series

11854 AR < ¢ sup 297 N]sp, al. (2.38)
BeENG

(Bqu)ym has the same meaning as in (2.36).
(i) Bvery f € S} A(R?) can be represented by (2.37) with convergence in S'(R?) and

sup 2671 |\ al | < cl| IS}, ARY|| (2.39)
BeNd
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Proof. We give the proof again only for the F-scale. The proof for the B-scale is very similar.
Step 1.

First of all, we shall discuss convergence of (2.37). It turns out that this series converges not
only in S'(R?) but also in some L,(R%),u > 1.

Let 1 < p < oo. Then 7 > 0 and we get

f@l<ed Y > 2N G Rom(@), (2.40)

BeNE veNd mezd

where Yy is a characteristic function of 2°7'Qym. Using two times the Hélder’s inequality
we get for every € > 0

[f(@)] < e sup 2079 sup 27 sup [N Ko ().
BeNG veNd mezd

Taking the p-power and replacing the suprema with sums we get

F@P <e Do 2 IPINIo (). (2.41)

BeNE veNd meZd

Let us denote ¢ = max(p, q) and choose € such that 0 < 2¢ < 9o — ¢ and € < 7. Integration
of (2.41) and the Hélder’s inequality result in

B 1/p
LR < sup 20520 ( 3 37 2775 Mag )
BeNd

veNd mezd
U q/p\ 1/4
< ¢ sup 2<¢+2e>ﬁl<z 2"'("—;”(2 |>\fm|p> ) (2.42)
BENG veNY mezd
0

< csup 29|m||)\6|s;qb|| < csup 29|m||)\5|s;qf||.
BeNd BENE

Therefore, for 1 < p < oo, (2.37) converges in L,(R?).
If p = oo, we get the uniform pointwise convergence of (2.37) by similar arguments.

Let 0 <p< 1. Then7 > % — 1 and we get again (2.40). Integrating this estimate and using
Holder’s inequality, we get for every € > 0

IR <ed Y > 2202 Ppgs

BeNE veNd meZd

< ¢ sup 2@+l Z Z 27 INS_.

BeNg veNE meZd
By similar arguments as in (2.42) we get

/1L (RY]] < e sup 227 3]s]  f]]
BENE

and (2.37) converges in Li(R%).
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Step 2.

We now prove that the function f defined as a limit of (2.37) belongs to S F(R?) and the
estimate (2.38).

We decompose (2.37) into
F=> 1 (2.43)
BENE
with
17=22 2 MomlBatym(). (2.44)

veNd mezd

We show that (qu)sm are (up to some normalising constants) [K, —1]-atoms centred at Qpm
for every K € N{. The conditions (2.4) and (2.6) are satisfied trivially. To prove (2.5) we
chose 0 < o« < K and estimate

d

D*(Bqu)ym(x) = [ [ 27 D™ (™) (2" z; — my)

i=1
where 1% (t) = %) (t). But for 0 < a; < K; and any t € suppt we get by Leibnitz rule

| D (%)(8)] < ek, sup sup D% [(DP) ()] < ek, sup | D
71 <K; 72<K; 71 <K;

The last absolute value may be estimated from above by (1 + 3;)%i2%% . Hence we obtain
D () ()] < (1 + ) 127

and
|DY(Bqu)pm(z)| < ¢ 207 (1 + B)K2281 < ¢, 20720 +)I6]

for every € > 0. The constant ¢, is independent of 3 but may depend on K, ¢ and e.

It follows that the functions ¢, '2-@+)0(Bqu)ym(x) are [K, —1]-atoms and (2.44) may be
understood as an atomic decomposition of f2. By Theorem 2.4 it follows that

1718} o F(RY|| < 2T N7)s] £

and for 7 = min(1, p, ¢) get by the triangle inequality for S}  F(R?)-quasinorms

/155 F@®II"< D 1117155 F (R

BeNd
<ec Z 2(¢+s)n\ﬁ|||)\ﬁ|5;qf||n
BENE
< ¢ sup 2(¢+2e)nlﬁ\||)\/3‘5;qu77_
BENE

If we choose € > 0 so small that ¢ + 2¢ < p we obtain (2.38). This finishes the proof of part
(i).
Step 3.
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By Remark 1.3 we have

=" el F(©)

veNd

with convergence in S’(R?). Let Q3 be a cube in R? centred at the origin with side lengths

22 ... 2w2Y4. Hence supp ¢ C (7 and we may interpret ¢ f as a periodic distribution.
Using its expansion into a Fourier series we get
=) byme CTTE ey (2.45)
meZd
with

by = 02*\5\ /ei(2—im)-£(g0yf) (f)dé _ 0127\v|<(pvf)V(2—vm>.

Here we used again the notation 277m = (27"'my, ..., 2 ¥my) for 7 € N¢ and m € Z<.
Let now w € S(RY) with suppw C Qg and w(¢) = 1if |§] < 2forall i =1,...,d. Then the
functions w; (&) = w(277¢) satisfy

suppwy C Qp, wy(&) =1 if £ € supp s

for all 7 € Nd. We multiply (2.45) with wy, extend it by zero outside @5, and take the inverse
Fourier transform

(pof) () = Y bymey/(w —277m) = Y Wby’ (2% —m), z€R™

mezd mezZd

Using (2.35) and the definition of ¥, we get

(prf)V(2) = > 2oy > W(27x — D (272 — ).

meZd lezd

Expanding the entire analytic function w"(2” - —m) with respect to the off-point 2777 we
arrive at

(eof)V (@) = D 2"y > W( 2w —1) > 27F UDBWV%(!Z —m) (x —2771)°

mezd leza BeNd
_ (DS —m
_ L 807 7 (DwWY)(l —m)
= > 2 Y W27 ) 3 .
mezd lezd BeNG
Hence
f= Z Z Z )‘B \DB 2"z — l) Z Z Z)‘gj(ﬁql)vi(x)a
veNd peNd 1ezd veNd BeNd 1ezd
where
(DR (1 —m (DSWV) (1 —m)
5 7| - T
)\ =2 Z Z%,,m 5' =c Z go,, Y(27"m) 3 )
mezZd meZd

It remains to prove (2.39). For this reason we define
Aom = (ppf)Y(277m)
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and prove that
sup 2471[N7]s]  fI] < cl|Alsy o fI] < ]I f155  F(RY)]]- (2.46)
BENE

We start with the second inequality in (2.46).
Let x € Qz# be fixed. Then

(ee)'@7m) < sup |(wnf)' ()] < e@5fale) (2.47)

z—y€Qw 0

for every @ € R%. We multiply (2.47) by 2”7, take the g-power and sum over m € Z? to get
2770 Aol xom ()| < ¢ 27T f)M(x), =€ RV ENG
meZd

Taking @ > we get finally with the help of Theorem 1.22

()

s, fll= || (2 5 2wl )Uqu(Rd)

ueNd mezZd

(3 7 i) L@
( )

vENG

< cl|f185 FRY]|-

To prove the first inequality in (2.46), we mention that

‘;Z: 3 > Avm(Dw) (1 —m) (2.48)

mezd

and recall a result proven in [36], namely that for any given a > 0 there are constants ¢, > 0
and C' > 0 such that

|DPw(z)] < 2911 4 |z}, zeRY B e N (2.49)

Furthermore, we define

ho(x) =2"7 3 " Moy (@), (2.50)
lezd

A7) =277 " ALixgi(a) (2.51)
lezd

and let 0 < k < min(1, p,q). We prove (2.46) by the following chain of inequalities
1

29711N s f1| = 29PN g | Ly ()] = 29| [ |™ | Lo (€2)]]

1 (27 :
< (20 ) It )1 (2:52)
< I Bl 1L (Ca)lIF = IAISE £l
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The equalities in (2.52) involve only definitions of corresponding spaces. The second inequal-
ity follows from Theorem 1.10, choice of k and the growth of 3! for |G| — oco. Hence only
the first inequality in (2.52) needs to be proven.

To prove it, put (2.49) into (2.48) to obtain for every a > 0

a20‘6| Avm
< S S 259
2 (- mp)
Let us take z € Q7. Using the definition of A7 from (2.50), (2.53) and the property x < 1
we get

e RQC\,BM e A?ﬁ K
RS ()| = 27| AD |~ < S 277y 1A SR (2.54)
ST L W -
We split the summation over m € Z? into two sums according to the size of |l — m]|
| Apmm|” e 1
E _ = — Asw|". (2.55)
_ =|2\ak 2\ak Z | vm
maza (L (Lm0 (14 42) i 1l —k

Finally, we estimate the last sum using the iterated maximal operator M

> a2 | | Hy(y)"dy
yy—z€(k+2)Qv o

m:|l—m|=k

< 277TR( 4 2)IM (| Hy %) (). (2.56)
We combine (2.54), (2.55) and (2.56) and arrive at

M < N ) )
()" <e, 7") (@
(Y~
for every a > d2—:1. This finishes the proof of (2.52) and, consequently, also the proof of
(2.46) and hence also of the part (ii) of Theorem 2.6. O

Next we shall deal with subatomic decompositions in the general case. Namely, we would
like to prove an analogy of Theorem 2.6 without the restriction 7 > o,,.

Remark 2.7. For the need of this section we introduce temporarily following notation. Let
AcH{l,....,d} and N = (Ny, ..., Ng) € R Then we define the vector N = (N{, ..., NY
by

NA =

7

N; if 1€A,
0 if ¢ A.

Furthermore, we denote by D] the operator

o7
D) =
! aSL’Z”

1=1,....,n, v€Ny

and by DE the operator

D =][pl=D", Ac{l,...n}, LeN
€A
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Theorem 2.8. Let 0 < p,q < 0o (p < 0o in the F-case) and T € RY. Further let L+ 1 € N4
and & € R? satisfy

L; > max(—1,[o, —13]), o0; > max(op,1i), i=1,...,d,
in the B-case and
L; > max(—1, [op, — 1i]), 0i>max(opg, 1), t=1,...,d,

in the F-case.

(i) Let for every set A C {1,...,d}
M= e N} with M=\ cC:veN mez)}

14

and let 0 > ¢, where ¢ is the number from (2.34). If

then the series
Z Z Z Z (H 21/2'(7’7,’0’7,’)) )\?% |:D£+1\I,ﬁ} (QU:L‘ _m) (257)
AC{1,....d} BeNg meNZ mezZd \igA
converges in S'(R?), its limit f belongs to Sy [ A(R?) and

If1ST ARD|[ < e sup  sup 227||]AM7]sT al. (2.58)

sup  sup 29| AT all < | f]S) L ARY)]. (2.59)
AcC{1,...,d} BeNg

Remark 2.9. Because of the difficulties with notation we shall give the proof only for d = 2.
Furthermore, we deal only with the F-scale. The proof for the B-scale is again similar and
technically simpler.

Proof of Theorem 2.8 for d = 2. Step 1.

First we discuss the convergence of (2.57). As the first sum is only finite, we may discuss
the convergence of the triple sum over 3,7 and m separately for each A C {1,2}. Let us do
this for example for A = {1}. Then we may rewrite the terms in (2.57) as

21/2(7"2—02)[D(L1+1,0)\I/6](2Ul, — ) = gra(ra—o2)g—vi(Li+1) [D(L1+1,0) (Baw)pm () (2.60)

where (fqu)ym(x) are f-quarks according to Definition 2.5. As L1 +1 > 0 and gy — 1y > 0,
we may use the same arguments as in the proof of Theorem 2.6 and obtain the same kind
of convergence. Especially, the convergence of (2.57) in S’(R?) is ensured.
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Step 2.

Let us assume that the function f is given by (2.57). Then we may understand this decom-
position as

f=> (2.61)

Ac{1,2}
We shall prove that, for every admissible set A,

1715 F @11 < € sup 27015 7 . (262)
eNd

If A = () then the decomposition of f? in the triple sum according to (2.57) can be understood
as a subatomic decomposition of f? in the space Sg & (R?) and from Theorem 2.6 it follows
that

fes FRY)cCS F(RY

and
115y F(RY|| < ¢ sup 29727 C=7)\00|s7 £l = ¢ sup 2971\ ]s7  F1].
BENG BENG

If A= {1} then we use (2.60) and obtain that f{!} = DU1+10g where

g€ SEpH e FRY and [|glS{y i PR < e sup 297 A2
BeNd

Hence

PSS PR < (170155 FRY|| = || D] FRe)|

< ol P @Y < e sup NI 1L (269
0

Using similar technique we prove (2.62) also for A = {2} and A = {1,2}. Now (2.61)
together with (2.62) shows that (2.58) holds.

Step 3.

We prove the part (ii) of the theorem. By similar arguments as in the Step 4. of the proof
of Theorem 2.4 we prove in analogy with (2.33) that for every M € N¢ such that

T+M+1>5, M>L, and M+ 1€ 4N?
there is a function g € S5+ F(RY) with

8M1+1g aM2+1g 8M1+1+M2+lg

f =9 + axinJrl 8.T342+1 axinJrlxéWQJrl : <264>

Furthermore L -
915" FRY|| & [ £S5, (RY]]. (2.65)

Let us define

gi1=9, go=DM0g  gy= DOMTIg and gy = DONELMETE) g,
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Then we can rewrite (2.64) and (2.65) as

B 8L1+1g2 aL2+1g3 aL1+1+L2+1g4 5 66
f=g+ R B e (2.66)
with
g1 € SIHMHP(RY) € ST F(RY),
gs € SI(;EJFLIJrl’erMQJrl)F(Rd) - SIST5+L1+1702)F<Rd)7 (2 67>

gs € Spg MU PRY) € STV R(RY),
g4 € S;:;LJFIF(RC[).
Furthermore, the norm of g; in the corresponding space may be estimated from above by
115} ,F(RY)|| for all i = 1,...,4. We may use Theorem 2.6 for each function g; to get four

optimal decompositions and corresponding analogy of (2.39). Putting these estimates into
(2.67) and using (2.60) we get (2.59). O

2.4 Wavelet decomposition

In this subsection we describe the wavelet decomposition for spaces S;qA(Rd). In general,
we follow the ideas expressed in [38]. First of all, we recall following crucial theorem from
the wavelet theory.

Theorem 2.10. For any s € N there are real-valued compactly supported functions

Po(t) € C°(R)  and i(t) € C*(R) (2.68)

with
/ o ()dt =0, a=0,1,...,s (2.69)

R
such that

{277¢jm(t) : j € No,m € Z} (2.70)

with

. ) o(t —m) if j=0meZ

Gjm(t) = {m¢1(2j_1t ) if jeNmez (2.71)

is an orthonormal basis in Ly(R).

We have already observed in previous sections the importance of tensor product constructions
in the theory of function spaces with dominating mixed derivative. Following this idea, we
consider a tensor product version of Theorem 2.10. Let vy and ; be the functions from
Theorem 2.10 satisfying (2.68) and (2.69). Let v, be defined by (2.71). Then we define
their tensor product counterparts by

\DEm(x) = wklml (xl) et ¢kdmd (l‘d), (272)

where
= (21,...,24) ERY k= (k1,....kg) €N and = (my,...,my) €Z%. (2.73)

The tensor version of Theorem 2.10 then reads

36



Theorem 2.11. For any s € N there are real compactly supported functions
do(t) € C*(R)  and  ¢u(t) € C*(R)

with (2.69) such that B
{2M20(z) : k € N&,m € 27}, (2.74)
with Wy defined by (2.72) and (2.71), is an orthonormal basis in Lo(RY).

Now we have all the necessary definitions at hand and we may state our wavelet decompo-
sition theorem. As usual S} A(R?) stands for S B(R?) or S} F(R?), and s] a for s b or
sy of respectively.

Theorem 2.12. Let
T=(r,....Ta) ERY, 0<p<oo, 0<g<oo

with p < oo in the F-case. Then there is a natural number s(T,p,q) such that the following
statements hold.

(i) Let X € sp ja. Then

1. The sum
> NV (2.75)

keNd mezd

converges in S'(R?) to some distribution f.
2. fesS] ARY) and

17185 AR < cl|Als, 4all, (2.76)
where the constant ¢ does not depend on A.
3. The sum (2.75) converges unconditionally in Sy cA(R?) for any e > 0.
4. If max(p, q) < oo then the sum (2.75) converges unconditionally in S} ,A(R?).
(ii) Let f € S;qA(Rd). Then we may define the sequence A by

N = 2 W), TN, mez, (2.77)

and it holds

1. A€ s a and
[IAlspqall < cll 155 ;AR (2.78)
where the constant ¢ does not depend on f.
2. The sum (2.75) converges in S’'(RY) to f.
8. Ify € s ,a and the sum Z Vi Vi converges in S'(R?) to f then v = \.

keNd mezd

Before we come to the proof of Theorem 2.12 we clarify the technical problems caused by
the limited smoothness of the functions Wy_.
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2.4.1 Duality

As the functions Wz are of bounded smoothness, they do not belong to S(R?Y). According

understand the expression (f, Uz) in the distributional sense for every f € S’(R?).

To give a meaning to the symbol (f, ¥7), one has to study the dual spaces of S;qA(Rd)
first. As far as the Fourier—analytic version of classical Besov and Triebel-Lizorkin spaces is
considered, the corresponding theory was presented in [32], Chapter 2.11. It is not difficult
to see that one may adopt these results to the spaces with dominating mixed smoothness.
We do not intend to give some exhaustive theory. The only fact we need is

[Sr BRY] =S,/ ""B(RY), TeR’ 0<p<oo,

where

1 1
—+—==1 for 1<p<oo
p p
and
p =00 for p<1

The functions
DU

km»

0<a<(s...,s),
are bounded functions with compact support. Using Holder’s inequality, we see that
|| D W | L (R || < 00

for every

0<a<(s...,s), 0<p<oc.
Using the Littlewood—Paley theory, we get

U € S5,F(RY), 1<p<oc
for s =(s,...,s). And, by the Sobolev embedding,

3 T—e —Tr+etop
Sp o F(RY) — [S; *BRY)]) =S, 7" B(R?)

for s large enough and every e > 0.

So, for B )

fes AR — S <B(RY)
we may interpret Wz as a bounded linear functional on a space f belongs to. And (f, ¥...)
is then the value of this functional at f.

We may also reverse these arguments. The functions Vz_ belong to
Ss,F(RY), 1<p<oo

and
S5, F(RY) — S3B(R?).
Hence, for s large, we get
€S BRY).
In this case we may interpret f as a linear bounded functional on a space Wz belongs to.
(f, ¥g..) is then the value of this functional at Wy,
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Proof of Theorem 2.12, Part (i). Let A € 7 f. If
s > max{(1+ [ri])+, [opg — 1), 0 =1,...,d}

and 5 = (s,...,s) € R? then Uz are [5,s]—atoms cantered at Q.. So, for s large, all the
assumptions of Theorem 2.4 are satisfied and, according to this theorem, (2.75) converges in
S'(R?). We denote its limit by f. The same theorem tells us that f € S7 F(R?) and implies
even the estimate (2.76). Hence the points 1. and 2. are proven. Very similar arguments
apply also to the B-case.

For \ € 5;qa and natural number p we define
XNo={\_ .k e Nj,m e 27}
by

ki 0 otherwise.

If max(p,q) < oo then
lim [[X|s] al| = 0. (2.79)
p—00 ’

This is clear in the b—case and one has to use Lebesgue’s dominated convergence theorem
in the f—case. Using (2.76), already proven, we finish the proof of 4.
In the proof of the third point, we replace (2.79) by

lim [[X|s] “al| = 0. (2.80)
pH—00 ’

To see that (2.80) holds, one uses the same reasoning as in (2.79), and Holder’s inequality.
This finishes the proof of part (i). O

Proof of Theorem 2.12, part (ii).
The meaning of the expression (f, ¥3..) was already discussed in section 2.4.1. For the rest
of the proof we consider only the F'—case. The proof for B—spaces is very similar.

Before we prove the first statement of the second part we do some calculation. We may
rewrite the norm in s;q f as

[IMlspo /11 = 112" gz Ly (€)1, (2.81)

where

= > NemXim(@ (2.82)

meZd

If x € Q5 and A is defined by (2.77) we use (2.82)

05(0) = N =2 [ Uiy =2 [ i (0 000
We assume that k& > 1, insert the Definition (2.71) and substitute z; = y; — 2= Fim,
gi(x) = — olFl / V(2% z2)) - (2R ) F(27 g 4 2, 27 mg + 2g)dz
).
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Here K;(f)(27%m) denotes the local means

KN = [ Ki@ o+ 90 ye R (2.83)

for the kernel B

Ki(z) = 2‘k‘¢1(2k121) (2N )
We point out that all integrals have to be interpreted in the distributional sense. If one (or
more) k; = 0, only notational changes are necessary. Hence, for every = € Q...

()l < sup  |[Kp(f) ()]

y—xEQE’O

Applying Theorem 1.27 we see that
[I\lsp.of Il = 1127 gzl Ly (€)]] < c]If185  F(R]|-

This finishes the proof of 1.

To prove the second statement, we define a new function g by

9= > Vi (2.84)

keNd mezd

where Ay are given by (2.77). The convergence of this sum is guaranteed by A € s;q f
(which we have just proved) and by part (i). It shows even that g € S F(R?). We need to
prove that g = f or, equivalently, that

(9.0) = (f, @) forevery ¢ € S(RY.

First we consider the expressions (g, Up_,). As X € s f, (2.84) converges in any S) 3 F(R?),
where € > 0 may be chosen arbitrarily. If the number s is chosen sufficiently large then,
according to Section 2.4.1, U, € [S7F(R?)]". Hence

(9, V) = ;}ligo( > T \I/k/m/) = o 2Hf W) (U, U,
|k|<p,mezd |k|<p,mezd

Using orthogonality of system (2.74) we arrive at
(9. Vp) = (f. 0p), K eNd, ez’

One may extend this argument to any finite linear combination of Wy _,. For a general
function ¢ € S(R?) we consider its Fourier series decomposition with respect to system
(2.74):
Y= Z Z‘k‘(‘Pv V) Vi (2.85)
k,m
As S(R?) is a subset of all Fourier-analytic Besov and Triebel-Lizorkin spaces, we see that
(for s large enough) (2.85) converges also in the space [S]5°F(R?)]". Hence we get

|k|<p,mezd k| <p,mezd
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Hence the sum (2.75) converges to f.

The final step, namely the proof of the third statement, follows now very easily. Suppose
that the assumptions are satisfied. We define the coefficients A\;— by (2.77) and g by (2.84).
Then we get f = g according to point 2. And by the same duality arguments as there we
obtain B B

’VEm = 2‘]6‘/2(.]07 \I[Eﬁ) = 2\1@\/2(9’ g’%ﬁ) = AEW? E S N(U)l? me Zd'

41



3 Entropy numbers - direct results

3.1 Notation and definitions

We have seen in the previous section the sharp connection between function spaces Sy A(R)
and corresponding sequence spaces s, a given by several decomposition techniques. We
would like to use these results to study the entropy numbers of embeddings of function
spaces with dominating mixed smoothness on domains.

First, we define function spaces on domains by restrictions of function spaces defined on R

Definition 3.1. Let Q be an arbitrary bounded domain in R?. Then SpAR) is the re-
striction of ST A(R?) to Q:

S AQ) ={feD(Q):3ge S ARY) with g¢|Q=f} (3.1)

1£155.4A)]] = inf [|g].S7 ;ARD], (3.2)

where the infimum is taken over all g € 57 A(R?) such that its restriction to €, denoted by
g|Q, coincides in D'(§2) with f.

Next, we define the sequence spaces corresponding to S;qA(Q). The change with respect to
s;qa is rather simple. In Definition 2.2 the sum over m € Z? represents a discrete analogy
of L,(R%)-norm and the sum over 7 € N& the sum over all coverings of plane with dyadic
cubes. So, to adapt Definition 2.2 to suit well to function spaces on domains, we have to
restrict the sum to those m which are in some relation with €2.

For that reason we define for every bounded domain 2 C R?
Al ={meZ": QrmnQ#0}, TeNL
The sequence spaces associated with a bounded domain 2 are then defined by
Definition 3.2. If 0 < p < 00, 0 < ¢ < 00,7 € R? and
A={\wm€C:veN,mec A%}
then we define
=0 =0 —.(—_l) qa/p 1/a
spab = {A syl = (Z A O ) < OO} (3:3)
veNd meAY
and

B B o 1/q
. {A A2 = H (Z 3 |2"'7"Am><m<.>|q) 1L, (R

vENE meAS

< oo}. (3.4)

Furthermore, we define corresponding building blocks.
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Definition 3.3. Let 0 < p < 00, 0 < ¢ < 00,7 € R? and let u € Ny be fixed. If
A={\meC:TeN || =pume A2}

then we define

= {0 I = (3 2 (3 b)) <} a9

[Pl=p meAS
and
7,Q 7,0 v v d
e = {0 NN = (2 2 hmontOF) (9| <o} 6
7= me A2
Remark 3.4. 1. We point out that, that for the number of elements of A we have trivially
#(AND ~ 2" 7 eNd (3.7)
where the constants in this equivalence depend only on 2. The dimension of ( ) will be
denoted by
D= #(A7), peNo (3:8)
[7l=u

;’,Sq)a)u'

Next we define the notion of entropy numbers and recall its basic properties. We refer to
[10] and references given there for details.

2. As usual, we write s7:%a for s7¢b or s72 f respectively. The same holds for (s

Definition 3.5. Let A, B be quasi-Banach spaces and let T' be a bounded linear operator
T € L(A, B). Let Uy and Ug denote the unit ball in the spaces A and B, respectively. Then
for every k € N we define the k-th dyadic entropy number by

2k—1

er(T) :=inf{e > 0:T(U,) C U (b; +€Up)}

j=1
for some by, ..., b1 € B.

Definition 3.6. Given any p € (0,1] and a quasi-Banach space B, we say that B is a
p—Banach space, if

|z +y|BI[" < [lz[BI[" +[ly|B|[" forall z,yeB. (3.9)

It can be shown that if || - |B||; is a quasinorm on B, then there is p € (0, 1] and a quasinorm
|| -|B]]2 with (3.9) on B which is equivalent to || - | B||;. We refer again to [10] and references
given there for details.

Theorem 3.7. Let A, B,C' be quasi-Banach spaces, S,T € L(A,B), R € L(B,C). Then

o 71> ei(T) 2 ex(T) > - > 0.

° 6k+l_1(RO S) < ek(R)el(S), k‘,l € N.
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e If B is p-Banach space, then e, (S +T) < e, (S) +¢/(T)

Remark 3.8. We refer to the first property of entropy numbers from Theorem 3.7 as mono-
tonicity, the second is called submultiplicativity and the last one is quoted by subaditivity.

Although we shall not need it in sequel, we quote the fundamental result of Carl (see [6],
[7] and [10] for details). It illustrates the importance of estimates of entropy numbers in the
study of spectral properties of compact operators.

Theorem 3.9. Let A be a quasi-Banach space and let T € L(A, A) = L(A) be a compact
operator on A. We denote its non-zero eigenvalues with respect to multiplicity by

(M(T)| = [Xa(T)] = [As(T)] = -+~ > 0.

Then

IA(T)] < V2ex(T).

In what follows we restrict ourselves to 7 = (r1,79,...,74) € ReEwithr =ry=---=r,.

3.2 Basic lemmas

Now we collect some basic properties of the building blocks defined by (3.5) and (3.6).
We start with the following

Lemma 3.10. 1. Let 0 < py,ps < 00 and N € N. Then

1 <
lfid: 6N — N[ =< 74 4 b= (3.10)
noom Nw2"ri, pp > po.

2. Let0<p<ooand7=(r,...,r) € RL Then

(Sz?)’gb)u = (5;1§f)u = QM(T_%)EI?H’ 1 € No (3.11)
and _ _
syb =50 f (3.12)

The number D,, is given by (3.8).
3. Let 0 <py<p; <o0,0<qg<ooandr=(r,...,7) € R, Then
||id (s;’f?qa)u — (s;’;?qa)MH ~1, peN,. (3.13)

4. Let0<q2§q1§oo,0<p§ooand?:(r,...,r)GRd. Then

. 7 7 d—1)(+ -1
llid : (sySa), — (sy2a),l| = pPe"w) e (3.14)

All constants of equivalence involved in (3.13) and (3.14) do not depend p € Ny.
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Proof. The proof of 1. and 2. involves only (3.5) and (3.6). For the proof of 3. in the case
a = b we write

)\ /4
||A|sp2qb||—<22 (S o))

[7|=p meAY

_ 2#(7’7%) <Z ( Z |Aym|p2)Q/p2)1/q

[7l=p meAL

1/q
Sczﬂ( p2)2)u‘(p2 P1 (Z ( Z |)\Vm|p1)q/p1)

[Pl=n meAS

= c||Alspy bl

plq

where we have used (3.10).

In the case a = f, we get by Hélder’s inequality and boundedness of 2

o 1/q
INSE2 £ = H(Z 3 |2”'%mxum<->|q> 1Ly, (R

vENE me A2

o 1/q
(Z Z |2V'T)\uvam(-)|q> |Lp1(Rd)

veNd me AL

= cl[Alspio fIl-
The proof of 4. involves only 1. and
#HreNy: 7| =p}~p'", peN
O

Next, we recall a fundamental result which is essentially due to Schiitt [27] and Kiihn [17].

Lemma 3.11. (i) If0 < p; < py < o0 and k and N are natural numbers, then

1 if 1<k<log2N,
ex(id fﬁi — fﬁg) ~ q (k7! log(l ))P2 m if log2N <k < 2N, (3.15)
92— QNNﬁfﬁ Zf 2N < ]{Z,

where the constants of equivalence do not depend on k and N.

(ii) If 0 < pa < p1 < o0 and k and N are natural numbers, then
ep(id : 0 — 00) ~ 27 o Nz o (3.16)
where the corresponding constants again do not depend on k and N.

Remark 3.12. We refer to [27], [17], [10] and references given there for the proofs of this
fundamental result.
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Lemma 3.13. Let
1= (ry,...,m) € Rd,@ = (r9,...,72) € Rd, 0 <p1,p2,q1,q2 < 0.

Let k > 2D,,. Then

k 1

ex(id : (s a), — (s722al),) ~ Q‘EMW*”(@ i) gutra=r) (3.17)

P1,91 p2,92

with constants of equivalence independent of k and p.

Remark 3.14. The symbols a and a' stand for b or f, not necessary for the same letter.
Hence the formula (3.17) represents actually four different equivalences and, consequently,
eight inequalities are to be proven.

Proof. Let us denote

"= min(ph(h)a Yo = min(pza%) (3-18)
01 = max(p1,q1), 0o = max(ps,qa). (3.19)

Step 1.

In the first Step we use the following diagram to estimate ey (id) from above.

_ id —
(spfia), —— (sp22al),

idll Tidg (3.20)

_ d = 7Q
(TS an = (555,08 )u-

Using the submultiplicativity of entropy numbers (see Theorem 3.7) we get
ex(id) < |[idy|] - [|ids]| - ex(ids) (3.21)

To estimate ||id;|| and ||ids|| we use (3.13), resp. (3.14) and get

1

1 _ 1 _ 1
5. Ilids]] < e (&%), (3.22)

_ 1
lids]| < e

To estimate eg(idy) we use Lemma 3.11 and (3.11)

1

71,Q ~ ot(ri—2-) pD,,
(8‘/1,“/1 a’)ﬂ ~ 2 n E’YI

and its counterpart for (sgi’gicﬂ) - This gives

k 1 _ 1

en(idy) < 2" R )9 w0y Dl (3.23)

Putting (3.22) and (3.23) into (3.21) and using D, ~ p~12* we get the desired result and
finish the Step 1.

Step 2.
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We prove now the estimates from below. Let vy, 72, 01, 09 be still defined by (3.18) and (3.19),
respectively. We use following diagram.

(sl —— (553",

P1,91 P2,q2
d/[ lz‘dg (3.24)
7Q id
(s55,0)0n —— (shzhal),.

As idy = idy o id o id3 we may use again the submultiplicativity of entropy numbers. The
estimate for the entropy numbers of ids is given by Lemma 3.11

I I

ex(ids) > ¢ QM 5, )9 3Dy D> >

and for ||id; || and ||ids|| we use similar estimates as in the Step 1.

_ 1 _ 1 _ 1 _ 1
lid|| < e PG lidy)) < e 0GR (3.25)

From this the result immediately follows. O
Lemma 3.13 is a generalisation of Lemma 3.11 as far as the third line of (3.15) and (3.16) is
concerned. So, for k > 2D,,, the estimate (3.17) provides four equivalences with constants

independent of k£ and . In the case & < 2D, the situation is not so simple any more; we
give two different estimates from above.

Lemma 3.15. Let

T =(r,...,m) € R Ty = (rg,...,72) eERY 0<pi,p2q,q < 00
with py < py. Let k < 2D,. Then

1 1

ex(id : (spriha), — (spmal),) < ep V(i) gromdedy), (3.26)
g (M2
[ log (T

where 1,79, 01, 02 are given by (3.18) and (3.19). The constant c is independent of k and p.

+1)]7 %,

The proof of Lemma 3.15 copies exactly the first step of the proof of Lemma 3.13.

The second estimate from above follows closely the idea of Kiihn, Leopold, Sickel and
Skrzypczak expressed in [18].

Lemma 3.16. Let
1= (r1,...,71) GRd,@: (ro,...,72) GRd, 0 <p1,p2,q1,q2 < 0

with
1 1 1 1
p1 < po, — = > — = —.
b1 P2 q1 q2

Let (d—1)u*tlogp <k <2D, = 2> o= #AS. Then
ek(ld ( 71,82 b) ( 72,82 b) ) <02'u( r1+r2+ PQ)Mpl P2 a2 41 . (327)

pl q1 p2 q2
d— 12M 11

k

k;pz p1 [log('u
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Proof. We denote X; = (s;j,:ffib)u,i = 1,2. We shall construct an e—net of X,—balls covering
a unit ball By, of X;. For that reason we fix some ordering of the set {7 € N¢: |7| = u} =
v, ..., 73w where

_ _ +d—1
Spa=#{TeENL: |p|=p} = <,u b ), p € No. (3.28)
First we consider the subset of By,
B ={A € Bx, : [Pl Xal| = [[Ae2 | Xa[ = - - = |Agstean [ X[}

and construct an e—net A in X, for B. Then, if II is any permutation of the index set

{1,...,5,4} and
Brn =A{X € Bx, : [[Agno | Xa || Z [[Agnea [ Xa]| = - -+ = [[Agnisqean | Xa ][}
we get, by permutation of the coordinates, e—nets N for By, all having the same cardinality
as N, say 2.
Clearly, Bx, = U By, where the union is taken over all permutations IT of the set {1, ..., S(u, d)}.

Hence Up N is an e— net in X, for By, of cardinality

S(Ma d)!Qk < M(dq)pd*le _ 2(d71),ud7110g,u+k.

It remains to construct an e—net for Bx in X,. For A € B we have ||| X || < j~Vo. If
ki,..., ks(ua) are arbitrary natural numbers, we set

PSS ST B _ 24 11
€ = Cj—l/lhzﬂ( 1+p11+ 2 ,}2) [k:j 1 1Og(z + 1)} Pl P2
j
and, according to Lemma 3.11, we find ¢;— net N in 2“(7"2‘%)%‘; for j/4 By, where Y =
2“(”_%)@1" and A; = #(A%).

Thus NV} X ... X Ng(uq is an e—net in X, for B of cardinality 2" sw.a  where

S(;L,d) 1
€= < Z 6;1-2) =
j=1

Finally, we choose k;,7 =1,...,5(y,d). Fix m € N and set
kj = Qmj_aa

where 0 < o« < 1 is chosen such that

Then
k=) ke 2mul e (3.20)



and

S(p,d) 1
(20 )™~ Crvienmin) () s, (i) =3 flog(e e 4 1)) %,
j=1

Substituting for 2™ from (3.29) we get

S(Mvd) 1

1 d—19pu
( Z 6?2) 2~ 2“(7T1+ﬁ+r27$) éiﬁﬂ(dfl)(%féJréi%) [log('u 2 + 1)] ﬁ_%’
j=1 b
which finishes the proof. O

3.3 Main result

In this subsection we present our main results concerning sequence spaces. Our aim is to
estimate the entropy numbers of

7. o182 T2,80 o F
id @ sy a — 8,2 al. (3.30)

First we split the identity (3.30) into a sum of identities between building blocks

id =" id,, id,:spta—s2lal, (3.31)
pn=0
where
: Ao if 7] =p
id A vm = 3.32
(id,A) {O, otherwise ( )
for all v € NI, m € AY.
Next we observe that
ek(zdu) = Gk(ldL), keN, pueNg, (333)
where ) )
id), s (sl a), — (siial),, e N (3.34)

are the natural identities between our building blocks.

First, we characterise when the embedding (3.30) is compact.
Theorem 3.17. Let

71 =(ry,...,m) € R 7y = (ro,...,1T9) € R 0 <pi,p2q1,qe < 0. (3.35)
Then the embedding (3.30) is compact if and only if

1 1
a=7—Try— (— — —) > 0. (3.36)
b1 P2/ +
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Proof. Part 1.
In the first part we prove that (3.36) is sufficient for compactness of (3.30). First we restrict

to the case
e0<p <py<ocanda=al =b
It is an easy exercise to show that

||Zd |57"1,Qb_>87"2,ﬂb|| — ||Zd;t|( rl,Qb) ( T‘Q,Qb) || <2 —pu(ri— r2+ S(/L d)( ﬁ)+’

P1,q91 p2,q2 P1,91 pz q2

where the number S(u,d) was defined by (3.28). So, if (3.36) is satisfied, then we may
approximate the operator ¢d by finite ranks operators P; = Eizo id,,.

e )< p <py <@
In this case we choose € > 0 such that

1 1
T1—7’2—(———>>26
P P2

and use following trivial embeddings

71,00 71—¢€,8) To+¢€,Q2 72,00t
Spra® 7 Spiar b— Spa,q2 b— Spayg2® -

All these embeddings are continuous, the middle one is even compact.
e () <py <p <o

Now we use the following line of embeddings

T8y T o (T2 o

SPLQl p2,q1 p2,92

We have already proven, that the second embedding is compact. As the first embedding is
continuous, it finishes the proof of part 1.

7‘17

Part 2. If (3.36) is not satisfied, we construct a sequence {e, }°, from the unit ball of s}

such that ||e, — e [s2Lall] > ¢ > 0 for p # 4.

a

Let us start with the case p; < py. For u € Ny fixed, we choose one v, € Ng with [7,| = p
and one m, € A%. Then we set

(Gu)im = {Q_M(rl_l/pl) for v = Uy T = My,

0 otherwise.

When p; > py we fix again one v, € NI with |7,| = p and define (e,)pm = 277" for v =7,
and m € A% and (e, )ym = 0 otherwise. O

It is our main task to estimate the decay of ey (id) for id given by (3.30) when this sequence
tends to zero, it means when (3.36) is satisfied. First we get the estimates from below.

Theorem 3.18. Let 71,79, p1, P2, q1, g2 be given by (3.35) with (3.36). Then

ex(id : ST a — 5729 al) > k™" (log k) (h*rﬁé*i)ﬂ k>2, (3.37)

P1,91

where the constant ¢ does not depend on k.
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Proof. Step 1.

For every € N we consider the following diagram:

id]

71,0 N 72, ot
(Stha)l‘ (Spqua >H
o T (3.39)
SFLQ a Z—d) SF27Q aIT
P1,91 P2,92

The meaning of id and id), was explained by (3.30) — (3.34). id; extends a given finite
sequence by zeros while ids is the identity restricted to the p—th building block. Hence

idy (D} 7] = 1,7 € AD) =
{vm}: Yom = Aom for |7| = pand ~ym = 0 otherwise)
and
ide({\om} 7 € Ng,m € Ag) = {Dom}: 7| = p).
For
k=2D, (3.39)
we get by Lemma 3.13

epls i) grrsr < o) < Jjidy|| - |lid)] - ex(id) = ex(id).

If k is given by (3.39) we get u =~ logk and 2* ~ 10gc+1k' Hence

1

ex(id) > c k™" (log k) @D (nrer =)

By monotonicity, we extend this results to all £ > 2.

Step 2. We repeat the same arguments with different building blocks. The diagram (3.38)
is replaced by
id!

N Qﬂ(”ré)f‘ﬂ

P2

2# (Tl*%) gAu

P1
id1J( Tl’dz ) (340)

71,02 a id SFQ,Q

.I.
P1,91 p2,q2a

S

where A, = #(A2) for some 7 with |[7| = . Instead of Lemma 3.13 we use Lemma 3.11 to
get for k = 24,

c2Hrmm) < ek(idL) < |idy]| - ||ids]| - ex(id) = ey (id).
Finally, we substitute 2* ~ k, get
er(id) > ck™™

and use monotonicity arguments to extend the result to all £ > 2. O
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Theorem 3.19. Let 71,79, p1, P2, q1, q2 be given by (3.35) with (3.36). If

1 11 1
a>Vi(p,q,p2, ) = ——F—~——+—— ———— (3.41)
min(pi,¢1) p1 p2  max(ps, o)

for p1 < py and
1 1

. _ ~ 3.42
(0% 1(p27q17p2’q2) min(pZ,ql) maX(pZan) ( )

for py > po then

1

ep(id : 57 a — s729 a1 < c k™7 (log k) (Trrﬁé*fn), k> 2, (3.43)

p1,q91 Pp2,92

where the constant ¢ does not depend on k.

Proof. Step 1.
We restrict ourselves first to the case p; < po.
We split id as indicated in (3.31)

J L o9
id=> id,+ > id,+ Y id,
n=0

where the numbers J < L shall be specified later on. Furthermore, we shall later define
natural numbers k,, p = 0,...,L and k = Zizo k,. This will supply the fundamental
estimate

J L 00
e(id) < z:e/,‘;H (id,,) Z ex, (id,,) + Z ||id,.||°, 0 =min(1, ps, ga). (3.44)
u=0 p=J+1 p=L+1

We recall that by (3.33) one may substitute ey, (id,) by ey, (id},).

Step 2. Fix now J € N. We show how to choose the numbers L and k, (in dependence of
J) and we estimate the three sums in (3.44).

We start with the last one. First we remark that

(11
HldﬂH < CQi’ualu(d 1>(¢12 Q1)+’ = N

and

i Ilid,||° < ¢ i 2—guaﬁg(d—1)(é—ﬁ)+ < CQ—gaLLQ(d—l)(é—ﬁ)+’
p=L+1 p=L+1

Finally, we choose L > J large such that the last expression may be estimated from above
by

Z ||id,,||¢ < 270~ r1) yld= 1)(—_f)

p=L+1

Step 3. We estimate the first sum in (3.44). We define

k,=2D,2Y"M >9D, nu=0,...,J
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where € is an arbitrary fixed number with 0 < € < 1. Then we get

J
> k27 (3.45)
=0
By Lemma 3.13
J
e, (id,) ~ 2727 0 (G ) gueary), N ep (id,) ~ o@D (=3 ) gerra=r)  (3.46)
n=0

Step 4. We estimate the second sum in (3.44). We set
k,=2D,2Y"*<2D, J+1<pu<L

where ¢ is chosen such that

1 1
nw>1, r—ry> %(I - 5—2> (3.47)
v and dy was defined by (3.18) and (3.19), respectively. Then we get
L
> kum it (3.48)
p=J+1

By Lemma 3.15 we get for ey, (id,,)

1 1 1 11

eku<idu) < Cu(d—l)(m—ﬁ)2#(7’2*7’1)2(‘]_“)%(5_%) [log(cQ’(‘F“)” 4 1)} ST

By (3.47) we get
L

3 et (id,) ~ Jea=0 (G5 =3) gester), (3.49)
p=J+1
Finally, we put (3.45), (3.48) together with (3.46) and (3.49) into (3.44) and obtain

1 1
eqﬂ%QJ@d)S(QJM_U(E_H)QﬂmihX
Substituting & = ¢;J9!'27 and using monotonicity arguments, we finish the proof of the
theorem for p; < ps.

Step 5. In the case p; > py we use the chain of embeddings

T8l g0 g ey g2

Sph(h P2,q1 P2,92

The first embedding is then continuous (as p; > p, and €2 is bounded), the second is covered
by previous steps. Altogether, it finishes the proof. O

Remark 3.20. 1. One notices immediately a gap between (3.36) and (3.41). To eliminate
this gap we use a complex interpolation method in the next chapter.

2. Lemma 3.16 allows us to reduce the gap a bit in a special case, where a = af = b. If

we use Lemma 3.16 instead of Lemma 3.15 in the Step 4. in the previous proof, we get the
same result, namely (3.43), for
1 1 1 1 1 1

pr<py Ti—Tot+t———>0———>———
P2 N Pt P2 1 Q2
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4 Complex interpolation

In Theorem 3.18 we obtained an estimate from below for entropy numbers of the embedding

C 7 JT1,82 72,00t
id sy — s> al. (4.1)

The corresponding estimate from above was obtained in Theorem 3.19 for

1 1 1 1 1 1
Oé:Tl—T‘Q—(——— >—- 4+ — — —F—. (42)
p1 p2’ T min(py,p2,qi) p1 P2 max(pe, qo)

So for any p1, ps, q1, g2 we have one natural boundary for r; — ro which ensures compactness
of (4.1), see Theorem 3.17, and a second one, in general larger and given by (4.2), where
the estimates from above and from below for entropy numbers of (4.1) coincide. The main
purpose of this chapter is to eliminate this gap using a complex interpolation method. We
follow closely [20].

4.1 Abstract background

In this subsection we briefly describe the complex interpolation method of [20]. We quote
only the minimum needed for our purpose.

We say that two quasi-Banach spaces Xy, X; form an interpolation couple (Xo, X1) if there
is a Hausdorff topological vector space X such that X, and X; are continuously embedded
in X. Given an interpolation couple (Xp, X;), we define the space Xy N X; by

XoNX; = {l‘ e X: ||$|X0ﬂX1|| < OO},

where
|| Xo N X1 || = max{||z[Xol, |[2|X1]|}-

Similarly, we define the space Xy + X7 by
Xo+ X1 ={zx € X :||z|Xo+ Xi]|| < 00},
where
[|2) Xo + Xa[| = inf{ [0 Xo|| + [[z1|Xq ][ - 2 = 20 + 21,25 € X}, j = 0,1}

It is easy to verify that Xy N X; and X, 4+ X; are quasi-Banach spaces, see for example [5]
for details.

If X is a quasi-Banach space and ) C C is an open subset then f :  — X is called
analytic if for each zy € Q there exists r > 0 such that there is a power expansion f(z) =
Yoo T2, x, € X, converging uniformly for |z — z| < r.

Given an interpolation couple (Xj, X;) of quasi-Banach spaces, we consider the class F of
all functions f with values in Xy + X, which are bounded and continuous on the strip

S={2€C:0<Rez<1},
and analytic in the open strip

So=4{2€C:0<Rez<l}
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and moreover, the functions ¢t — f(j +it)(j = 0,1) are bounded continuous functions into
X,

;-
We endow F with the quasinorm

|11 = max{sup || f (it)| Xo[, sup | f (1 + it) | X1 ||} (4.3)
teR teR
Finally, we set
[Xo, X1l := {2z € Xo+ X1 : 2= f(f) for some f € F}, 0<6<1.
This space is equipped with the quasinorm
||z[[Xo, Xalo|| := int{|[f|F[| : f € F, f(0) =z}, x € [Xo, Xi]o.

As far as the classical complex interpolation theory of Peetre is considered, we refer again to
[5] and references given there. However, it is well known, that the extension of this complex
interpolation method to the quasi-Banach spaces is not possible due to the possible failure of
the Maximum Modulus Principle in the quasi-Banach context. However, there is a significant
class of quasi-Banach spaces, called A-convez, in which the Maximum Modulus Principle is
valid. As far as the study of this class is concerned, see [20] and references given there for
details. We quote only the minimum from this theory needed in the sequel.

Definition 4.1. A quasi-Banach space (X, ||-|X||) is called A—convez if there is a constant
C such that for every polynomial P : C — X we have

[1PO)XT] < Crmax[| P(2)|X]].

Next theorem shows that in the frame of A-convex quasi-Banach spaces the Maximum Mod-
ulus Principle holds.

Theorem 4.2. For a quasi-Banach space (X, ||-|X||) the following conditions are equivalent:
(i) X is A—convex
(ii) there exists C' such that

max{||f(2)|X]] : z € So} < Cmax{[|f(2)|X][: 2. € 5\ So}

for any function f : S — X analytic on Sy and continuous and bounded on S.

In the special case when X, and X; are quasi-Banach lattices, it was observed by Calderén
that the interpolation space [Xg, X1]y coincides with the so-called Calderén product of spaces
Xy and X, usually denoted by X&‘GX 9. We quote again necessary definitions and corre-
sponding theorems from [20].

First, let (X, S, 1) be a o—finite measure space and let 9t be the class of all complex—valued,
p—measurable functions on X. Then a quasi-Banach space X C 9 is called a quasi-Banach
lattice of functions if for every f € X and g € M with |g(z)| < |f(x)| for p—a.e. x € X one
has g € X with [|g|X][| <[] f[X]].

Furthermore, a quasi-Banach lattice of functions (X, || - | X||) is called lattice r-convez if

H(i |fj|r)1/T|XH < (i ||fj|XH7">1/T

for any finite family {f;}1<j<m of functions from X.

The following theorem gives a very simple condition for lattice of functions to be A—convex.
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Theorem 4.3. Let X be a complex quasi-Banach lattice of functions. Then the following
assertions are equivalent

(i) X is A-convex

(i) X is lattice r-convex for some r > 0.

Finally, if (X, || - |Xjl|),j = 0,1 are quasi-Banach lattices of functions and 0 < 6 < 1 then
the Calderon product Xé_gX Y is the function spaces defined by the quasinorm

XX = it LAl Xl ALK 1 < 1ol 1l £ € X, = 0,1},

The connection between complex interpolation and Calderén products is given by

Theorem 4.4. Let (X,S, ) be a complete separable metric space, let p be a o— finite Borel
measure on X, and let Xo, Xy be a pair of quasi-Banach lattices of functions on (X, ).

Then if both Xo and X1 are A—convex and separable, it follows that Xy + X1 is A-convex
and [Xo, X1]o = Xa°X?0,0 <0 < 1.

As pointed out in [20] in the case of quasi-Banach sequence lattices, only one of the spaces
in 4.4 must be separable.

4.2 Interpolation of sz’fq)a

Now we apply Theorem 4.4 to interpolate the sequence spaces s;:f;a. First, we have to prove,
that these spaces are A—convex. According to Theorem 4.3 it is enough to prove that they
are lattice s—convex for some s > 0. Trivially, s = min(1, p,¢) works fine in both b and f
case.

Hence, it is enough to compute the Calderén products

(817)12?1&)179(821?2@97 0<8<1.

The answer is given by
Theorem 4.5. Let

1,72 €RY 0 < prupo,qi,qe < o0, 0<6<1. (4.4)
If 7, p and q are given by

1 1-60 0 1 1-6 40
- = +—=, —-= +— T=(1-0)r + 67, (4.5)
p D1 P2 q 5 42

we get
(@)™ (Grma)’ = sge

Proof. Step 1. First, let A € s7:%a and M € s;j'.’,gja,j = 1,2 with
Doml < Doml ™0 Neml’s 7eN;, me AR (4.6)
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We have to show that

INlspgall < 1IN s all'™ - [[X%]sg2gall”.

But this is a simple exercise on Holder’s inequality in both b and f case.
Step 2. Now we prove the reverse inequality for a = b.
To X € s}$b given, we will find M € s;j’qu j = 1,2 with (4.6) such that

XI55 Bl = A sy bl - 1127722, (4.7)
First we deal with the case p;,q; < o0,j = 1,2.
We choose . .
Moo= DomPPi, j=1,2, 7eNL me AL (4.8)
where
; @r)L o= %_ﬁ . _ d
=2 Tu27VNAY Y j=1,2, TeN], (4.9)
and

1/p
_ < 3 |Am|p) , TeN. (4.10)
meAS
(If Ay = 0 for some 7 € NZ we set ¢, = 0.)
By this choice we see that

|)\%m|1—0 . |)\%m|6 _ QP-Tq[TQ q2}2 vr1(1-0)— VTQGA 1 0 qeg} p[lp_e P2 |)\ 79+% _ |)\§ﬁ )
This proves (4.6).
To prove (4.7) we use (4.8), (4.9) and (4.10) to get

4;/pj11/4; T 1/q;
[N ]sT2b]| = [Z 2T () (Z Do ) ] - [22 W}

VENg meAQ ueNg

From this (4.7) follows immediately.
If max(p1, q1, p2, g2) = 0o only notational changes are necessary.

Step 3. As far as the f—case is considered, one may modify slightly the proof for sequence
spaces f, given in [13], Theorem 8.2.

We start again with given A € s;’f;f and we need to find M € sf,;’qu j = 1,2 with (4.6) such
that
M fspran FI N sy I < el Ay £ (4.11)

p1,91 p2,92

First we deal with the case ¢; < 00,7 = 1,2.
For every k € Z, let

1/q
Ak = {.T € Rd . ( Z QE-Fq‘)\pm‘qXmeU)) > 2k}
veENE, me A2
and

| Q|
2

and |Q3’m N Ak+1| <

| Q|
2 b

Cr ={(7,m) : |Qum N Ar| >
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We note that if (7, m) & UezCh, then Aysm = 0.
We define the sequences M, j = 1,2 by

A%m:2k723ﬂ|)\vm|q/ql and Ay = 2k523'6|)\vm|q/q27

where

if (7,m) € Cr, and Mz = Aoy = 0 if (7,7) & UpezCh.
We point out that
(1—=60)y+d0=(1—-0)u+6v=0.

An easy calculation shows that

IAL_[10 A2_|0 = 2k[(170)7+05}+3-[(179)ﬂ+06]|)\Um|Q( 1‘9+%) — o]
In the sequel we assume that v > 0, since the contrary case follows from interchanging st f

_ P1q1
with s72 f and 0 with 1 — .

P2q2
We prove that )
INMIspa FII < el Mlsp I[P, 5 = 1,2, (4.12)

From this, (4.11) clearly follows.
To prove (4.12) for j = 1 we write

[e8) /q
(S 5 o) I,

k=—o00 (7,m)eCy,

/@
( Z Z |2V Tl)‘ |q1XvaﬂAk (.T})) ‘Lpl

k=—o00 (v,m)eCy

Piqa

ISR f]| = \

)

where on the secorg line we use the definition of the set C) and the boundedness of the
maximal operator M as described by Theorem 1.11.

We denote

k
D= |J &

l=—00
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and continue

o0 /@
M [spiai fll < e Z XAk\Akﬂ(x)( Z |2V'h)\%m|q1Xum(55)) |Lp,

k=—o00 (v,m)eDy,
¢} o L 1/Q1
S c Z XAk\Ak+1 (x)Qk'y ( Z QU TIQ YV UQL |)\vm|qum($)) |Lp1
k=—00 (D,m)GDk

[e%s} 1/‘11
<] ¥ wan @ (X P nlnn@) 1L,

k=—o0 veNd me AL

<( £ #bontnent) L

TENE me AL

— O P
The second estimate in (4.12) is similar. O

After these preparations we are ready to present the main result of this section. Recall, that

the spaces S)  A(2) were defined by (3.1) and (3.2).

Theorem 4.6. Let7;,p;,q; for j =1,2 be given by (4.4). Let 0 < 8 < 1 and defineT,p and
q by (4.5). Also suppose that min(q, qz) < 00.
(i) Then ) ) )

[sprind, spagblo = g (4.13)
(ii) Furthermore, if p; < 00,j = 1,2,

71,02
p1,q1

LT g = g7 F (4.14)

[5 2,92 T 7pg

Proof. The proof of (4.13) and (4.14) follows immediately from Theorem 4.4 and 4.5. O

4.3 Interpolation properties of entropy numbers.

Now we shall discuss the connection between the complex interpolation method developed
above with entropy numbers. We use Theorem 1.3.2 from [10]. We recall that for ¢ > 0, an
interpolation couple (By, By) and b € By + B, the Peetre’s K —functional is given by

K(t,b, By, By) = int{||bo|Bo|| + t||br| Ba|| : b = bo + b1, b € Bo, by € By}

Theorem 4.7. (i) Let A be a quasi-Banach space and let (By, By) be an interpolation couple
of p—Banach spaces. Let 0 < 0 < 1 and let By be a quasi-Banach space such that ByN By C
Bg C BO + Bl and

16| Bg|| < 16| Bol||*~? - ||b|B1]|®  for all b€ Byn By.
Let T € L(A, By N\ By). Then for all ko, ky € N,

kot —1(T : A — By) < 21/”6220_6(T : A— By)ej (T: A— By).
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(ii) Let (Ap, A1) be an interpolation couple of quasi-Banach spaces and let B be a p— Banach
space. Let 0 < 0 <1 and let A be a quasi-Banach space such that A C Ag + Ay and

tK(t,a, Ay, Ay) < ||alA|| forall a€ A andall t>0.

Let T : Ay + Ay — B be linear and such that its restriction to Ay and A, are continuous.
Then its restriction to A is also continuous and for all ko, k1 € N,

Ckotk,—1(T: A— B) < 21/”6220_6(T : Ag — B)e} (T : A; — B).

So, we only have to verify that the complex interpolation satisfies the assumptions of this
theorem.

Theorem 4.8. Let By, By be an interpolation couple of A-convex quasi-Banach spaces and
let 0 <@ < 1. Then

(i)
|16|[Bo, Bilo|| < ||b|Bo||*% - ||b|B1||®  for all b€ By N By.

(ii) Let the functionals in B, separate the points of B;, 1 = 0,1. Then
t=PK(t,b, By, By) < ||b|[Bo, Bilg|| for all b € [By, Bi]y and all t > 0.

Proof. Step 1. Fix b € By N By, set M; = ||b|B,||, j = 0,1 and define g(z) = M; ™' M *b.
Then ||g|F|| =1 and

1My~ My 0] Bo, Bulol| < [l9(6)[Bo, Bulel| < 1.

This proves (i).

Step 2. One may follow [31], 1.10.3. There one may find a proof dealing with classical
complex—interpolation method and Banach spaces. Nevertheless, the proof works also for
the generalised method, as described above, and quasi-Banach sequence spaces. Especially,
the Hahn—Banach Theorem needed there still holds for all sequence spaces which come to
play. O

4.4 Filling the gaps

Now we use the complex interpolation and its relation to entropy numbers to close the gap
mentioned in the beginning of Section 4. Namely, we are interested in those combination of
“input” parameters which satisfy

1 1

>r-r—(———) >0 (415)
p1 DP2/+

1 1 1 1
_'_

V = el
1(p1. 41, P2, @2) min(p, p2,q1) p1 p2 max(ps, gz)

Our main result on the sequence space level states

Theorem 4.9. Let 7j = (rj,...,r;) € RL,0 < pj,q; < 00,7 =1,2 with

11
1 — 7y — (— - —) > 0. (4.16)
pr P2/ +
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Furthermore, let p; < oo in the f—case.

(i) If’r’l—m—qil—i-q%>0then

_ - ) (g L L
ex(id : sgffla — sng}éa) ~ k™ " (log k)(d Din=r=g4a) k> 2.

(ii) If ry — ro — q% + q% <0 and € > 0 then there are constants ¢ and C. such that

- R K 72,0 -
ck™™ Zeplid : s a — s pa) < Ck™ M (logk)®, k> 2.

Remark 4.10. Unlike Theorems 3.18 and 3.19, this theorem deals only with embeddings
which stay either in the b-scale or in the f-scale. We see also that this theorem closes
the gap mentioned above up to the (logk)® term. Furthermore, the estimate from below is
covered by Theorem 3.18. Hence we will concentrate on the estimates from above in the
proof.

Proof. In the proof we shall distinguish several cases. First of all, we suppose that p; < ps.

I p1 < q1,92 < po. In this case the condition (4.15) is empty and the result is covered by
Theorem 3.19.

II. ¢ < p1 < py < qo. We start with the sub-case
1la. Tl—TQ—qu+qL2>O.
In this case we have

1 1 1 1 1 1
n—-rmn-—+t>>--—-—-+—— — =V1(JD17Q17P27(12)
L %) q1 pP1 D2 q2

and the result is again provided by Theorem 3.19.
17b. 7"1—7“2—(1%+L<0

2 =
The second subcase IIb. introduces the log“—gap. So we fix ¢ > 0 and use the following
embedding

_ _ . _
Mg e g8 e 572 g e 5728 g (4.17)

Sp17q1 p1,9 p2,9 p2,q92 "

The newly introduced indices ¢, ¢’ are supposed to satisfy following conditions

0<q1<qg<p <pp<q <q < o0,
1 1 1 1 1 1
— << < - — = e (4.18)
pP1 D2 q (g q q

The existence of these indices follows from (4.16) and the condition I7b. Hence we may apply
the step Ila. to the middle embedding in (4.17). All the other embeddings are bounded which
gives finally

ex(id) < ck™ " (log k)®
I ¢ < p1,q2 < pa.
We make the same splitting as in the case II. to the subcases [lla. and I11b.
I1a. Tl—rg—qil+qi2 > 0.
We choose 0 < 6 < 1 such that

1 1 1 1
rn—r——+—>1-60){———) >0. 4.19
e > - (4.19)
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and use the interpolation scheme

70
Spg @ \
71,0 72,0
Splytha’ - sz#]za’ (420)

72,02
Spa,g2® /

with corresponding equations for 7, p and q.

ry = (1—60)r+ 0ry, (4.21)
i — 1__9 ﬁ7 (4.22)
b1 p D2

1 1-—

1 16,8 (4.23)

q1 q q2

We have to verify that
7“—7“2—1+i > Vi(p, ¢, P2, G2)- (4.24)
p D2
If ¢ > p, then Vi(p, q,p2,q2) = 0 and (4.24) is equivalent to (4.16). (One makes use of trivial
calculation 1 1 ] ]
)———— (4.25)

which follows directly from (4.22).)

1 _

. % and (4.24) is equivalent to (4.19).

If q S D, then VVl(panp%qQ) =

In both cases ¢ < p, ¢ > p we may apply Theorem 3.19 to the upper embedding in (4.20).
This leads to

1

1-6
ex(id) < o( K" (log k)it ) = ck " (log k)T

We have used the analogy of (4.25) for ¢’s and r’s.

Let us also mention that the condition min(q, ¢2) < oo needed to apply Theorem 4.6 is in
the case I1I. always satisfied.

In the case I11b, r; — qil + q% <0 (= ¢ < ¢2), we use the chain of embeddings (4.17) with
(4.18) and
an<q<p, ¢ =0
Applying now the step Illa. to the middle embedding we get the same result as in the case
11b.
IV. p1 < q1,p2 < q2,p1 < pa.
As this case is dual to the the third case, we proceed in the same way.
1 1
IVa. Tl—q—l+q—2>0.
We choose 0 < 6 < 1 such that
1 1 1 1
m—ry——w~—>(1—m(—av—>>o. (4.26)
4 ) P2 @2

Now we apply the interpolation scheme (4.20) with corresponding equations (4.21)-(4.23).

We have to verify that
1

1
r——+—>Vi(p, 0, p2 @2). (4.27)
p P2
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If ¢ > p, then Vi(p, q,ps, q2) = p% — q% and (4.27) is equivalent to (4.26).
1

If ¢ < p, then Vi(p,q,p2,¢2) = ; — % + p% - q% and (4.27) is equivalent to the condition IVa..

In both cases ¢ < p, ¢ > p we may apply Theorem 3.19 to the upper embedding in (4.20).
This leads again to

1

1 1-60 L )
o = C("/'_r(log ’“)Tﬁg) = ck™" (log k)" " T

This finishes the discussion of the case IVa. as far as min(q, g2) < oo which is equivalent to
min(q, q2) < oo. If g3 = ga = 0o then we have to modify the arguments given above. In this

case there is in general no hope to identify the interpolation space [s71°% a, 572 ay with the

corresponding Calderén product sf,:?oa. But, according to [16], IV.1.11, one embedding still
holds, namely

71,82 a $r2’Q

7,0
P1,007"7 T p2,00 a

s alg — 5,50

So we may use following interpolation schema
/" Spioet

7,0 71,0
p7ooa7 Splvoo

71,0
\‘ Splpoa’

where p and r is given by (4.22) and (4.21). Then the choice of 0 < 6 < 1 with

71,82
p1,00

alg — s La

§ p2,00

a—[s

1

ry—ry > (1—9)p—1
ensures that we may proceed as in the Step IIla and get the same result.
In the case IVb, ry — qil + q% <0 (= ¢1 < q2), we use the chain of embeddings (4.17) with
(4.18) and

a=q p<qd<q

Applying now the step I'Va. to the middle embedding we get the same result as in the case
11b. O

4.5 Entropy numbers - conclusion

In the second section we have developed a strong tool connecting the function spaces
S;qA(Rd) with sequence spaces s;qa. In the third and fourth section we have studied the
entropy numbers of embeddings of these sequence spaces. Finally, we combine these two
concepts and obtain estimates for entropy numbers of embeddings of function spaces.

We recall that the function spaces on domains were defined by (3.1) and (3.2).

Our main result reads

Theorem 4.11. Let Q be a bounded domain in R? with d > 2. Let 0 < p1,qq,p2, ¢z < 00
with py, py < 0o in the F—case. LetT; = (r4,...,r;) € R i =1,2.
(i) The embedding

id : STt A(Q) — S AT(Q) (4.28)

P1,91 Pp2,92
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1s compact if and only if
1 1
o~ — (— . —) > 0. (4.29)
p1 P27+

(i) In that case

- 7. QT1 T2 t ro—T1 (d=1)(r1i—ro+E—2L),
ex(id : St A(Q) — 572 AN(Q)) > ck™ " (log k) - a’t k> 2. (4.30)

p1,91 Pp2,q2

with ¢ independent of k.
(ili) fA=AT=Bor A=Al =F andrl—TQ—qil+qi2 > 0 then

1

en(id: ST A(Q) — ST AN(Q)) < ek (log k) VTG Ta) k> 90 (431

p1,91 p2,92

with ¢ independent of k.
(iv) f A=At =B orA=Al=F andrl—rg—qil+qi2 < 0 then for every € > 0 there is a
constant ¢, > 0 such that

er(id : ST A(Q) — 572 AT(Q)) < c. k™ (logk)®, k> 2. (4.32)

p1,91 p2,92

(v) For general A, AT and

1 1 )
r —Try— <— — —> > Vi (min(py, p2), ¢1, 2, ¢2)
b1 P2/ +

we get finally

exlid : ST A(Q) — 572 AN(Q)) < ek (log k) VT TR E > 0,
Proof. Step 1. First we give some notation. If f € STt A(Q) then according to Definition
3.1 there is a function g € S7' . A(R?) such that

P1,91

19155 ARY < 2|1 FIS5 , A
with g|Q? = f. We denote this function ¢ = extf. Hence ext represents a (non-linear)

bounded operator
ext : ST A(Q) — ST A(RY).

P1,91 P1,91
On the other hand, the natural restriction of g € ST ~A(R?) to D'(f2) represents a linear

P1,q1
bounded operator denoted by trg

. Qri1
tro Spl,ql

A(RY) — ST A(Q).

P11
Step 2. To prove the first statement we introduce two diagrams which shall be of use even
later on. In the first one, we start with f € SJ! A(f2) and extend it to g = extf €

Sr A(RY). Then we apply the wavelet decomposition to g as described in 2.12. This

P1,91
allows us to represent ¢ in the form

9= > Jvmlom (4.33)

veNd, mezd

64



In this way, we obtain a sequence A = {\ym : ¥ € NI m € Z%} € sz,qla. According to

Theorem 2.12, the mapping which orders to a given function g its wavelet coefficients A (and

which shall be denoted by W) is bounded

W S;ll,qlA(Rd) — 5! a.
As the distribution g doesn’t need to have a bounded support, we restrict the sum in (4.33)
to those m € Z? such that supp Uym N # . Furthermore, we may always find a domain
' such that
meZ suppVpmNQ#£0} C AY, T e N

This natural restriction will be formally realised by the the operator

O A O] 71,0
id: Spran® 7 Sprg &

. . ? 7Q/
Finally, given a sequence A € 52
wavelet sum with coefficients \y.

S(\) = Z Ao Vpmm.

veNd me AY

a’, we denote by S()\) the distribution which arise as a

Using all this information we obtain the commutative diagram

S AQ) 5 ST AR s o s

P1,91 P1,91 P1,91 P1,91
idy l z’dQl (4.34)

S ATQ) T2 g ATRY) S et

Pp2,92 P2,q92 P2,q92

All the operators involved are bounded, under hypothesis (4.29) the embedding ids is even
compact. This proves that the condition (4.29) is sufficient for compactness of (4.28).

To prove that this condition is also necessary, we follow the reasoning given in the proof
of Theorem 3.17. Suppose, that (4.29) is not satisfied. We shall construct a sequence
{fu} bounded in St = A(Q) such that each its two different members have mutual distance
measured in S72  AT(Q) greater than some constant ¢ > 0.

If p1 < po, we proceed in this way: for every p >y there is 7, and m,, with |7,| = p and

CQyp,m, C Q. We set
Ju=Yo,m,, 1> .

If p1 > pa, we choose for every p > p” some v, with [7,| = o and such that #{m € Z* :
CQu,m C Q} ~ 2#. Then we set

Ju= Z U, m, >

mZCqu ECQ

Step 3. Till now we have used (4.34) only to prove the compactness of (4.28). But one may
use it also for the estimates of entropy numbers of (4.28). This gives

er(idy) < cex(idy), k€N,

65



where the constant ¢ covers all the bounded operators ext, W, id', S and trq. This allows
us to overtake the estimate from above obtained on the sequence space level to the function
space level.

Step 4. Now we prove the estimate from below, namely (4.30). To this effect we consider
sets

BY={mcZ: CQumcCQ}, 7eNI
These sets form a certain counterpart to A?. There are, nevertheless, some important
differences. One notices that we cannot hope for a straightforward equivalence of (3.7).
Instead of that, we see that there are constants g, ¢; and ¢y such that for every p > g the

cardinality of the set
{7: 7] = e 20 < #(BY) < en 2"}

is equivalent to p?~1. It means that (3.7) doesn’t hold in general for all v € Ng but only for
almost all 7 with |7| large enough.

Following the proof of Theorem 3.18 we have to choose two kinds of building blocks. In the
first case, we use the sequence spaces given by the quasinorm

1/q
A2, ||—(Zz (S b))
[l=p me B

and

M= |(Z S #mmontr) L me)

[7|=p me B

To estimate the entropy numbers of

, 72,82
ex(id : (sh0), = (s53ma")])

for g > po large enough one may use the same arguments (and get the same results) as
presented in Lemma 3.13.

Hence for pu > po we use the diagram (with k = p?-12#)

idll idgl (4.35)

to get
en(id: ST A(Q) — ST AN(Q)) > ek (log k) GV T G ) g > 0,

P1,91 P2,92

On the other hand, the diagram (and the choice k = 2#)

idll idgl (4.36)



gives

er(id: ST A(Q) — STz AT(Q)) > ck™ ™, k>2.

p1,91 p2,92
Here B, = #(B%) for some v with |7| = u is chosen such that B, ~ pu?=12#, 1 > p.

Step 5. The proof of (v) involves the same arguments as given in previous Steps and Theorem
3.19. O

Remark 4.12. Theorem 4.11 describes in detail the entropy numbers of

id S;i’qlA(Q) — S;;@AT(Q)
if A = A". In this case it gives (up to the (logk)¢-gap) the final answer. Let us look a bit
closer on the situation where A = B and A" = F. The estimate from below is covered by
(4.30). If g1 < p; we may use the embeddings

S;iqlB(Q) — S;iqu(Q) — S;;QQF(Q) (4.37)
to overtake the results obtained for F' — F embedding also to B — F. If g5 < po, we
replace (4.37) by ) ) )

St B(Q) — S'2 B(Q) — S2  F(Q). (4.38)

P1,91 p2,92 P2,92

But if p; < ¢1 and ps < @2 (and, for simplicity, p; < ps), no trivial embedding would help.
In that case we get (4.31) only for

1 1 1 1
nen-(-t)s 1oL
b1 P2 P2 q2

In the case of A = F and A" = B the situation is similar. We may get (4.31) whenever
(4.37) is compact and p; < q; or po < qo. If 1 < p1,q2 < po and p; < po, we get the same

result only for
1 1 1 1
e (A1) Lo L
p1 D2 A G|

4.6 Comparison with known results

As the function spaces with dominating mixed smoothness have been studied systematically
by many authors, there are also many important results on the estimates of the decay
of entropy numbers available in the literature. Here, we compare our results supplied by
decomposition techniques with those ones obtained by Belinsky [4], Temlyakov [30] and
Dinh Dung [§].

Unfortunately, the classes of functions studied by them differ slightly from the scales S} ,B(€2)
and S} F(Q). Let us sketch briefly their setting. They consider 1-periodic functions of d
real variables. Hence, their domain € is fixed = [0,1)? Belinsky considered four main
scales of spaces with dominating mixed smoothness, WZ , H; on the one hand and L,, Bgo,l
on the other hand.

As far as 1 < p < oo, the space L, of periodic functions is a direct counterpart of SSQF (Q).
Similarly, ng1 is called 580713 (©) in our terminology. The spaces WZ defined by Belinsky
by the means of Weyl derivatives represent for 1 < p < oo the Sobolev spaces of dominating
mixed smoothness S} , '(§2) and, finally, the spaces H; are sometimes called Nikol’skij spaces
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and have their counterpart in S;OOB (). To simplify the comparison of our results with those
one of Belinsky, we denote the spaces W), H}, L, and BY | by S} ,F, S} . B, S),F and Sy, | B.

'] » ~p,co
We now quote four results of Belinsky and compare them with corresponding analogy ob-
tained by our method earlier. We set the smoothness involved to be (as in our case)
7= (r,...,r) € R? although the results are presented in a bit greater generality in [4].

Theorem 4.13. (i) Letr > 1/p—1/q, and 1 <p < ¢ < 0o. Then

exlid : S, F — 5°,F) ~ (log:l k) (4.39)
(ii)) Letr > 1/p—1/q, and 1 <p < ¢ < co. Then
exlid: 5T B — §°,F) ~ <1og2—1 i ) log"*" k. (4.40)
(iii) Let r > 1/2. Then
ex(id: S5,F — 50 | B) ~ <10g0;1 k) log'7" k. (4.41)
(iv) Let r > 1/2. Then
exlid: S5 B — 5% |B) ~ <1ogc;1 h ) log® k. (4.42)

Remark 4.14. We point out that according to Theorem 3.17, all the bounds for r in Theorem
4.13 are optimal. Due to Theorem 4.11, we achieved the same results as in (i), (iii) and (iv).
The embedding appearing in (4.40) corresponds to

id: S) B(Q) — Sp,F(Q)
in our setting. In this case, we get for

11 1 1
T_(___)>Vp7OO7Q72:__7
P q il ) ¢ max(q,2)

by Theorem 4.11 )
er(id) < ck™"(logk)d D0+ >

So, for ¢ > 2, our result is optimal for all possible r, but for ¢ < 2 we get the optimal result
onlyforr>l—%>l—l.

P P q
In [30], Temlyakov obtained other important results on entropy numbers of embeddings of
spaces with dominating mixed smoothness. Using our notation, they maybe summarised as
follows.

Theorem 4.15. (i) Let r > 1. Then

er(id : ST B — S%,B) < ck™"(log k)4 D0+2), (4.43)
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(ii) Let r > 0. Then
er(id : ST, B — L1) > ck™"(log k)@ D+3), (4.44)
(iii) Letr > 1 and 1 < p,q < co. Then
ep(id : ST, F — SO,F) < ck™"(logk) 1. (4.45)
(iv) Let r >0 and 1 < ¢ < co. Then
ex(id : S, F — Ly) > ck™"(log k)1, (4.46)

Remark 4.16. We discuss briefly these results. We point out, that the bound for r is always
optimal up to the case (iii). Namely, the embedding in (4.45) is compact if and only if
11

r > (3 — )+ The inequalities (4.43) and (4.45) are completely covered by Theorem 4.11.

But as for (4.44) and (4.46), these results are of a different nature. Namely, they deal with the
space L;(§2). This space does not fit into our scales Sy  A(Q2). All the known decomposition
techniques fail to give some decomposition of this space and, therefore, no reduction to the
sequence space level is possible. The same holds for embeddings to other spaces of this kind,
especially Lo (2).

Finally, we discuss the results obtained by Dinh Dung in [8].

Theorem 4.17. Let 1 < py1,ps <00, 0 < g <00 andr > 0. Then we have
(i) for either r > p% and q¢ > py orr > (pi1 - p%)Jr and q¢ > min(ps, 2)

ex(id : ST B — 5% ,F) ~ k™" (log k)4 D0+270), (4.47)
(ii) and forr > (pi1 - p%)Jr
en(id : S JF — S o F) ~ k™" (log k). (4.48)

The embedding (4.48) is (for p; < py) covered by (4.39) and for general p; and ps by (4.30)
and (4.31). We therefore concentrate on (4.47). In [9], Dinh Dung comments that the
conditions on r and ¢ in Theorem 4.17 ensure the positivity of the power of logarithm in
(4.47). In view of our general estimate (4.30), this should really be so. But unfortunately,
the conditions given in Theorem 4.17 do not ensure that r + % — % > (. To see that, set

p1:p2<q<2and0<r<%—%.
shows that in the case r > (+ — 1), and ¢ > min(p;, 2) Dinh Dung proves actually a bit

p1 P2
weaker result, namely

A closer inspection of the proof of Theorem 2 in [§]

ex(id: S) B — Sp ,F) < ck™"(log k)(d_l)(r+ mi"&)%?)_%), k> 2. (4.49)

In this result, the power of logarithm is always positive and, therefore, no contradiction with
(4.30) occurs. We point out, that our results covers and improves (4.49) as far as the set of
parameters is concerned.

We start with p; < p,. By Remark 4.12, we get (4.47) for all r > pil — p% with r > % — %

if ¢ < py or 2 < py. Moreover, for r < % — % we get (4.30) and analogy of (4.32). Finally,
if r > pil — % we get (4.47) even if ¢ > p; and 2 > p,. Similar discussion may be done for
p1 > p2-

Next we present some special cases of Theorem 4.11 which were not discussed separately
yet, but which may be of some interest on its own.
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Theorem 4.18. Let7 = (r,...,r) € R<.

(i) The embedding
id: ST,B(Q) — S, B(Q)

1s compact if and only if r > 1 and in that case

er(id) = k™" (log k) V=D > 9

(ii) The embedding
id: S, B(Q) — S5, B(Q)

1s compact if and only if r > 0. If r > 1

er(id) = k™" (log k) V=D > 9
and for 0 <r <1 and every e > 0 there are constants ¢ and c. such that

ck™" <eg(id) < ck"(logk)s, k>2.
(iii) Let 0 < p < ¢ < 00. The embedding

id: S, F(Q) — S)  B()

1s compact if and only if r > % — %. If in this case r > % then

ex(id) ~ k™" (log k)(d’l)(r’%), k> 2,

and for % — % <r< % and every € > 0 there are constants ¢ and c. such that
ck™" <eg(id) < ck"(logk)s, k>2.

Proof. The proof follows from Theorem 4.11 and Remark 4.12.
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