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Abstract

Light-harvesting devices are of fundamental importance in solar energy conversion. By mim-
icking natural photosynthetic systems, artificial photosynthetic adaptations are usually based
on using organic dyes and transition metal complexes as light-harvesting antennas. To this
aim, donor-π-acceptor dyes are potentially used as antennas in dye sensitized solar cells. The
advantages of organic dyes are their easily adjustable optical properties coupled with low pro-
duction costs. However, they usually exhibit, compared to transition metal complexes, shorter
excited state life times and lower photostability. Metal complexes, in particular ruthenium(II)
polypyridine complexes, are widely studied because of their unique combination of chemical
and physical stability, pronounced absorption, and redox and catalytic activities. Admittedly,
such systems are high priced and lack intense absorption bands in the visible region of the solar
radiation spectrum. The present thesis is a theoretical investigation of the photophysical and
photochemical properties of several light-harvesting antennas and photosensitisers.
The first part of the thesis is devoted to study a series of donor-π-acceptor dyes, based on 4-
methoxy-thiazole chromophores and ruthenium(II) polypyridine complexes with 4H-imidazole
ligands. Such dyes are of interest in the scope of dye sensitized solar cells as well as for ar-
tificial photosynthesis. Quantum chemical and TD-DFT methods have been applied to inves-
tigate several photophysical properties of the dyes, such as e.g. their absorption and emission
spectra. Special mention deserve the performed simulation of resonance Raman intensities,
which is still far from routine and gives the possibility to test the accuracy of electronic excited
state gradients. Based on the calculated resonance Raman spectra, protonation effects and the
character of the involved excited states could be unraveled. Substitution as well as anchoring
was found to be of substantial influence for the photophysical properties, such as excitation
energies and excited states characters, of the ruthenium(II) complexes. Finally, to allow for
applications of the dyes, as e.g. in dye sensitized solar cells, a detailed knowledge of electron
transfer processes occurring at the dye-semiconductor interface is necessary. Such processes
can be investigated by means of semi-classical Marcus theory. To this aim, a model system
of a ruthenium(II) dye linked to a titanium dioxide cluster was constructed. Preliminary quan-
tum mechanical/molecular mechanical simulations coupled with molecular dynamics have ben
performed in order to get the electron transfer rate.
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Chapter 1

Introduction

This thesis concentrates on the investigation of different systems able to harvest sunlight, which
is an attractive regenerative energy source. In the field of solar energy conversion, different at-
tempts have been pursued, e.g. artificial photosynthesis and the generation of electricity. On
the one hand, artificial photosynthesis is aimed to mimic nature in order to transform light
into chemical energy and, hence, the formation of high-energy compounds such as molecular
hydrogen via water splitting. On the other hand, the conversion of solar radiation into elec-
tricity is inextricably linked to the development of solar cells. In this field, dye sensitized
solar cells (DSSCs) are of great interest due to their, compared to silicon based solar cells, low
costs coupled with an ecological production. Such light-harvesting devices, either in biologi-
cal or artificial systems, are fundamentally correlated to electron transfer (ET) processes and
ET cascades. In the following, an overview of the biological photosynthesis and its artificial
counterpart as well as DSSCs and ET processes is provided.

1.1 Artificial Adaptations of Photosynthesis

In modern society, mankind reached a number of more than seven billion individuals. To satisfy
their thirst for electricity, providing new sources of regenerative energy is of vital importance.
As stated above, a promising technology might be artificial photosynthesis. However, a prelim-
inary step is to understand the mechanisms of the “natural” photosynthesis. A crucial aspect is
the water splitting reaction:

2H2O
4hν−−→ 4H+ + 4e− + O2 , (1.1)

where the generated electrons are used to provide high-energy compounds e.g. adenosine
triphosphate (ATP) and glucose. This first step in the photosynthesis takes place in the photo-
system two (PSII). Along the lines of Francis Crick, “If you want to understand function, study
structure.”, a great number of experimental1–10 as well as theoretical9,11–18 studies concentrated

1



2 CHAPTER 1. INTRODUCTION

on the structural determination of PSII on a molecular level. In general, PSII contains a large
number of light-harvesting antennas connected to a redox center where the light-triggered water
splitting reaction (see equation 1.1) occurs. Preliminary is the absorption of light; autotrophic
organisms (plants and bacteria) created a manifold of antennas absorbing in different regions of
the solar radiation spectrum. The best-known families of natural antenna systems are chloro-
phylls and carotins. Chlorophylls are in general porphyrin (see Figure 1.1a) complexes of the

Figure 1.1: Light harvesting antennas in the PSII; a) basic phorphyrin structure, b) chlorophyll a and chloro-
phyll b, c) β-carotin.

magnesium ion. Two examples of those complexes are chlorophyll a and chlorophyll b (see
Figure 1.1b), which are important representatives of this family of compounds. However, a
great number of derivates exist in nature changing not only the substitution of the ligand sphere
but also the central metal ion, allowing considerable shifts of the respective absorption bands.
Besides chlorophyll, carotinoides, e.g. carotins and xanthophylls, serve as absorbers in biolog-
ical systems; β-carotin (see Figure 1.1c) is an example for these tetra-terpenes. The harvested
energy is transfered to the catalytic Mn4Ca cluster, where the water oxidation occurs.10,13,19–24

The complex arrangement of the different antenna systems and the catalytic center, allowing
this reaction, is only defined by inter-molecular interactions between these subunits.
Due to the intricacy of the molecular structure of PSII, a synthetical effigy is nowadays impos-
sible. In the field of artificial photosynthesis different attempts are made to harness sunlight in
order to split water into hydrogen and oxygen. One of the big challenges is the development of
efficient light-driven catalysts for oxygen (electron donor) as well as for hydrogen formation.
The interface connecting the catalytic centers is the photosensitizer. Upon photoexcitation of
this sensitizer, the electron is transfered to the electron acceptor, while the electron hole in
the ground state is replenished via the electron donor. Such a scheme is illustrated in Fig-
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Figure 1.2: Electron donor or rather water splitting catalysts, photosensitizer with additional light-harvesting an-
tenna, and electron acceptor or rather hydrogen forming catalysts.

ure 1.2. In order to achieve such an ET from the donor via the photosensitizer to the acceptor,
several conditions need to be fulfilled: the donor state is higher (or at least equal) in energy
than the acceptor state, the charge separated state (excited photosensitizer) exhibits long life-
times, and fast ET from the charge separated state to the acceptor state is needed to prevent
charge recombination via radiation or radiationless deactivation pathways. Natural porphyrin
complexes, recall Figure 1.1a) and b), fulfill this condition and may serve as models for pho-
tosensitizers in artificial photosynthesis. An immense variety of arrangements, for instance as
cyclic assemblings,25,26 stacks,27 grids,28 and dendrimers,29–31 can be found in the literature.
In order to prevent charge recombination, porphyryl-fullerenes32–34 are often proposed. Also
ruthenium(II) polypyridine complexes are widely studied due to their broad absorption in the
visible region coupled with long living low-lying excited states (3MLCT). In these complexes,
pronounced spin orbit couplings lead consequentially to a population transfer to the triplet
manifold via inter system crossing (ISC).
Since the solar radiation spectrum covers the spectral region from the UV to the near IR (NIR),
harvesting this entire range is desired. However, this is very challenging using merely the pho-
tosensitizer. Hence, the light-harvesting capability can be increased using antenna systems.
These antennas may contain several chromophores to cover the entire solar radiation spectrum.
The absorbed energy is subsequently transfered from the antennas to the sensitizer; other deac-
tivation mechanisms should feature smaller time constants. Of vital importance are the optical
properties, namely the absorption of the applied chromophores in the antenna. Besides phor-
phyrins also other chromophores such as the 4-methoxy-1,3-thiazole, which is similar to the
naturally occurring luciferine (light-emitting dye of fireflies), are of potential interest due to
their outstanding optical properties. This chromophore is easy functionalizable and features
tunable absorption and emission spectra, high quantum yields, and high extinction coefficients.
Exemplarily, three dyes of this family of compounds are shown in Figure 1.3 featuring absorp-
tion maxima that cover the entire visible spectrum.35,36

Several design strategies have been pursued in order to construct artificial photosynthesis de-
vices. One idea is to use one compound system for hydrogen evolution.37 Other strategies
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Figure 1.3: a) blue, b) green, and c) red absorbing 4-methoxy-1,3-thiazole dyes.

employ macromolecular antenna systems coupled with several photosensitizers - this ansatz
was chosen in the PhotoMic (Photonic Micelle) consortium located at the Friedrich-Schiller
Universität Jena. The general scheme is illustrated in Figure 1.4. The concept included an

Figure 1.4: Scheme of a hydrogen producing photonic micelle fueled by solar energy as proposed in the PhotoMic
project; Förster Resonance Energy Transfer (FRET) is used to focus the absorbed energy from several
dyse to a transition metal photosensitizer.

antenna system with several different chromophores implemented in a polymer backbone. The
absorbed energy of the incidental light is then transfered via Förster Resonance Energy Trans-
fer38 (FRET) from dye to dye. In order to accomplish such FRET between several pairs of dyes,
hierarchically overlapping emission and absorption bands of the dyads are essential. Also, the
arrangement of the dyes is crucial to allow an effective energy transfer from one to another and
eventually further to the photosensitizers, based on polypyridine transition metal complexes.39

The subsequent ET occurs from the photoexcited state of the sensitizer (over a bridging lig-
and) to the hydrogen producing catalyst. Since this scheme is incapable to split water, hence, a
secondary electron donor, for instance iodine or triethylamine, needs to be provided.
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1.2 Dye sensitized Solar Cells

In DSSCs, sunlight is converted directly into electricity. Contrary to conventional silicon based
semiconductor devices, such DSSCs separate the absorption process from the charge transport.
The publication of such a cell, showing a sunlight conversion rate of up to 12% using only
low-cost compounds by Grätzel and coworkers in 1991,40 captured the interest of the scientific
community. This technology spares expensive materials such as highly pure silicon (Czochral-
ski process41). In general, DSSCs employ titanium dioxide nanoparticles at the anode covered
with a mono-layer of light-absorbing dyes connected, via a carboxylic acid anchoring group, to
the surface. Upon photoexcitation, an electron of the dye is injected into the conduction band
of the TiO2 semiconductor (photoanode), while the charge of the dye is regenerated by a redox
pair such as I–

3/3 I– in the electrolyte solution. The I–
3/I– redox pair is regenerated at the cathode.

This general scheme is illustrated in Figure 1.5.

Figure 1.5: Schematic representation of a conventional DSSC with a organic dye, a titanium dioxide photoanode,
a platinum cathode and a I–

3/I– redox pair for charge regeneration of the oxidized dye.

The performance of such a solar cell highly depends on the properties of the components as
well as on their interaction. As stated in Section 1.1, the solar radiation spectrum reaches from
the UV to the NIR region, while the maximum of the intensity is located around 550 nm. Since
DSSCs typically feature only one dye species, an intense absorption of the dye is this spec-
tral range is desired. The huge surface of the TiO2 nanoparticles offers binding positions for
a great number of dyes, which ensures the absorption of photons in high quantity. However,
unintended dye-dye interactions, leading for instance to the formation of aggregates, may arise
with increasing density of the dye mono-layer. The electronic excited state correlated to the
absorption process is typically of charge transfer (CT) character. This state injects an electron
into the conduction band of the TiO2 semiconductor. To ensure an efficient electron injection
or rather ET, long-lived excited states of the excited dye may be necessary in order to com-
pete with internal deactivation channels. Admittedly, low-lying excited states (absorbing in the
maximum of the solar radiation spectrum) increase the rate of this unwanted internal deactiva-
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tion via the energy gap law.42 Upon electron injection, charge recombination with the oxidized
dye and direct reduction of the iodate ion (I−3

2e−−−→ 3I−) may occur, lowering the performance of
the cell. From the photoanode, the electrons are transfered along the gradient of the electronic
potential to the cathode, where the aforementioned reduction of the iodate ion takes place. The
form iodine ion then reduces the oxidized dye. To allow this oxidation/reduction cycle, the
energetic positions of all involved states of the dye, the TiO2 semiconductor, and of the io-
date/iodine redox pair need to be aligned.
In order to improve the performance of DSSCs the obvious way is to design new photostable
dyes with bright low-lying excited states and long excited state lifetimes. In this manner numer-
ous transition metal complexes as well as pure organic chromophores have been investigated.
Black absorbers based on transition metal complexes, e.g. the ruthenium(II) polypyridine, lack
typically intense absorption bands in the visible region (located below 550 nm), especially to-
ward the NIR. Several attempts have been made to increase the absorption of such dyes in the
NIR range, for instance attaching additional dyes in the periphery of the polypyridine ligands.43

However, in such dye assemblies only weak coupling between both chromophores exist which
limits the application potential in DSSCs. Alternatively, partial substitution of the polypyridine
ligand sphere with ligands featuring chromophores absorbing in the desired spectral region
may be beneficial.44 The major disadvantage of these dyes is, besides their toxicity, the high
price of metals, such as ruthenium, osmium, platinum, rhenium, and iridium.
An alternative to transition metal complexes are organic dyes. These systems exhibit most often
high molar extinction coefficients and tunable optical properties, which is highly encouraging
for their application in DSSCs. Appropriate dyes (coumarin, indoline, and triphenylamines)
are mostly desired in a donor-acceptor fashion.44,45 Here, an electron donating group is linked
by a conjugated π-system to an electron acceptor, e.g. 2-cyanoacrylic acid, which also anchors
the dye to the semiconductor surface. However, organic dyes show in general smaller excited
state lifetimes and are more sensitive to photo bleaching than transition metal complexes.

1.3 Electron Transfer in Nature and Artificial Systems

ET reactions are of outstanding importance in biology, for instance in energy conversion in a
living cell,46,47 but also in molecular devices48,49 or in the generation of electricity in photo
voltaic devices.44,50 Also ET phenomena in DNA are a widely studied field.51,52 In biological
systems, proteins can catalyze ET process by several orders of magnitude, which enables fun-
damental process as photosynthesis and cell respiration. ET between Fe2+ and Fe3+ occurs in
aqueous solution within seconds,53,54 while it takes place in the microsecond time scale in a
protein environment.55,56

In 1956, R. A. Marcus derived the first quantitative expression for the rate of ET reaction,
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which is nowadays known as Marcus Theory.57 In the Marcus picture, the two reaction states
(electron donor and electron acceptor) are in contact with a bath, e.g. the surrounding protein
environment or the solvent, while rare thermal fluctuations of the solvent lead to a crossing of
these two states. Marcus Theory assumes that the rate of an ET process is fully described by
the reorganization energy and the reaction free energy at a certain temperature. Later on, the
coupling matrix of the reaction states, taking tunneling processes into account, was additionally
considered.58–60

In the same way as in PSII, ET processes are of fundamental importance for artificial light-
harvesting devices.46,50,61 As stated in Section 1.1 and 1.2, ET rates are crucial for the perfor-
mance of artificial light-harvesting systems. Upon photoexcitation, there is always the concur-
rence of ET and internal deactivation pathways. An important goal is to understand all these
processes occurring at the interface of the dye and electron acceptor unit, which is either a cat-
alytic center, as in artificial photosynthesis, or the titanium dioxide semiconductor in DSSCs.
Such knowledge is vital to design novel antenna systems, photosensitizers, and catalysts in a
systematical manner.

1.4 Goals and Outline of this Thesis

The cornerstone of solar energy conversion is the design of dyes based on rational understand-
ing of optical properties, regardless whether they are used in artificial photosynthesis or in solar
cells (or DSSCs), and whether they consist of transition metal complexes or organic dyes. In
order to obtain detailed insight into the photophysics of such dyes, spectroscopical methods
alone are insufficient. Quantum chemical methods are capable to unravel optical properties,
e.g. absorption and emission, but they may also provide a more fundamental and general pic-
ture of the dye. Nowadays, it is possible to directly study excited states and their characteris-
tics, which is of conceptual importance, as it represents the basis for any approach aiming at a
spectroscopy/theory-guided design of molecular functional materials.

The goal of this thesis is to determine correlations between structural and electronical proper-
ties, for instance effects of protonation, substitution, and solvation, within the scope of light-
harvesting dyes. Special emphasis is put on CT states. An effective and directional CT is
mandatory to achieve charge separation for applications in artificial photosynthesis or DSSCs,
see Section 1.1 and 1.2.37 To this aim, the focus is set on the one hand on organic donor-π-
acceptor dyes, and on the other hand on black absorbers based on ruthenium(II) complexes.
To address solvatochromism and pH dependency, high-level quantum chemical methods, that
are able to accurately describe electronic ground and excited states, and especially CT states,
are stringently required. Simulating excited states is still considered complicated nowadays.
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Herein, state-of-art multiconfigurational methods and time-dependent density functional theory
are employed to characterize the investigated dyes via absorption and emission spectroscopy.
In addition, it will be determined whether the simulation of resonance Raman spectra is appro-
priate to study excited states properties depending on protonation, substitution, and solvation
effects.
The next modeling step is to go beyond the simulation of isolated dyes, but rather model real
light-harvesting devices, e.g. a DSSCs. This requires to gain an insight into ET processes that
are crucial for the performance of such devices. This way, fundamental knowledge concerning
undesired internal relaxation pathways versus ET can be predicted. To this aim, quantum me-
chanical/molecular mechanics in conjunction with molecular dynamical simulations can be
performed to determine ET rates within semi-classical Marcus theory.
In order to address the previously defined goals, various quantum chemical methods, molecular
dynamics and a detailed understanding of the principles behind resonance Raman and the Mar-
cus theory are essential. This theoretical background is provided in Chapter 2. In Chapter 3, an
overview of the results achieved in this thesis is given, while Chapter 4 collects the appended
publications. Finally, a summary and outlook is given in Chapter 5.



Chapter 2

Theory

This chapter provides an overview of the employed quantum chemical methods and their ap-
plication to study spectroscopical features as well as ET processes. A variety of sized organic
dyes and transition metal complexes have been investigated. As can be seen in Chapter 2.2
state-of-the-art multiconfigurational methods provide the tools to study complex chemical sit-
uations that require chemical intuition coupled with a pronounced knowledge of the system
of interest. As a consequence of the size, density functional theory (DFT) and time-dependent
DFT (TDDFT) methods are widely applied for large molecular systems, see Chapter 2.3. How-
ever, such methods exhibit a series of problems that will be addressed in the following chapter.
Both DFT and TDDFT as well as multiconfigurational methods are applied in this thesis to
calculate spectroscopic properties e.g. absorption, emission and resonance Raman (RR). Espe-
cially, the calculation of RR intensities is still a non-standard procedure; therefore, the theoret-
ical background of RR scattering as well as two methods suitable to compute such intensities
are provided in Chapter 2.6. Naturally, the interest is not limited to photophysical processes at
the Franck-Condon (FC) region but also to processes taking place after photoexcitation, such
as photoinduced ET processes. Such ET processes can be studied by virtue of Marcus theory,
however, there are few theoretical implementations. Chapter 2.7 presents a methodology based
on gaussian statistics focused on intra-molecular charge transfer (ICT).

2.1 Basic Quantum Chemistry

Derived from the time-dependent Schrödinger equation (TDSE):

i
∂

∂t
|Ψ(r⃗, R⃗, t)⟩ = Ĥ|Ψ(r⃗, R⃗, t)⟩ , (2.1)

where |Ψ(r⃗, R⃗, t)⟩ is the global wave function depending on the electron and nuclear positions,
r⃗ and R⃗, at time t and Ĥ the global Hamiltonian, the electronic time-independent Schrödinger

9
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equation (TISE):

Ĥ|ψ(r⃗, R̄)⟩ = E|ψ(r⃗, R̄)⟩ , (2.2)

is defined for a stationary state. The electronic wave function |ψ(r⃗, R̄)⟩ is, within the Born-
Oppenheimer approximation62, given by the separation of the electronic and the nuclear wave
function |χ(R⃗)⟩, only parametrically depending on the nuclear coordinates. Hence, the elec-
tronic energy E and the electronic Hamiltonian Ĥ are defined in equation 2.2. Summing up
the electronic energy and the nuclear repulsion at the geometry R̄ yields the potential energy;
if R̄ involves one degree of freedom it is denoted as potential energy curve (PEC) and in case
of higher dimensionality, potential energy surface (PES).
Since the explicit form of the electronic Hamilton operator is well known, we need to define
an appropriate wave function |ψ⟩, e.g. a Slater determinant63. Hereafter, the electron-electron
interaction, the most crucial aspect in quantum chemistry, needs to be addressed; the basic
approach to tackle this interaction is given within the Hartree-Fock (HF) method64–66. The
fundamental ideas of HF are given by two assumptions:

i) The effective HF potential describes the interaction of one electron with an average field
of all other electrons.

ii) The electronic wave function can be described in every nuclei configuration with one
single Slater determinant.

However, these approximations lead two major calamities. First of all, the movement of the
electrons depend on the immediate positions of all other electrons, hence the use of an average
field is inappropriate. This type of correlation is the so-called dynamical correlation. The lack
of dynamical correlation leads e.g. to shorter bond distances caused by the too small electron-
electron distances. Therefore, the dynamical correlation is a short-range effect correlation.
The second drawback of the HF method can be summarized by the lack of non-dynamical cor-
relation. This type of correlation appears when one determinant is not enough to describe the
system. That is especially the case upon bond breaking, electronically excited states, and tran-
sition metals, whose electronic wave functions require more than one electronic configuration.
The non-dynamical correlation is also known as long-range effect correlation.

2.2 Multiconfigurational Methods

The ambition to study chemical situations where one single Slater determinant is insufficient
led to the development of multiconfigurational methods. Multi-Configurational Self-Consistent
Field (MCSCF) methods are based on the idea to construct a wave function |ψMCSCF⟩ by a lin-
ear combination of the HF ground state wave function |ψ0⟩ and the sum of possible excitations:
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|ψMCSCF⟩ = c0|ψ0⟩+


a,r

cra|ψr
a⟩+



a<b
r<s

crsab|ψrs
ab⟩+



a<b<c
r<s<t

crstabc|ψrst
abc⟩+



a<b<c<d
r<s<t<d

crstuabcd|ψrstu
abcd⟩ . . . ,

(2.3)
where |ψ0⟩ represents the HF wave function, |ψr

a⟩ the single excitations, |ψrs
ab⟩ the double ex-

citations |ψrs
ab⟩ and so on, while each excitation is weighted by the corresponding coefficients

c0, cra, crsab etc. If every possible excitation is taken into account, the wave function is denoted
as a Full Configuration Interaction (FCI) wave function. In multiconfigurational methods, not
only the coefficients for each wave function are optimized in a variational fashion, but also
the orbitals of each Slater determinant; this gives the wave function the flexibility to describe
resonance structures, dissociation processes and, of course, points of degeneration in the PES.
However, even for very small molecules the computational limit of FCI calculations is rapidly
reached. Hence, the major difficulty in the multiconfigurational methods is to select the es-
sential configuration state functions (CSFs) needed to describe the current problem. Profound
knowledge of the system of interest coupled with chemical intuition is inevitably. One com-
mon approach to select CSFs is the Complete Active Space Self-Consistent Field (CASSCF)
method67, where all configurations are considered for a given active space (AS) constructed
by a certain number of electrons and orbitals. Figure 2.1a) illustrates the principles of the
CASSCF methodology, whereas the entirety of the orbitals is divided into frozen, inactive and
active orbitals. Inactive orbitals are either always double occupied or empty, frozen orbitals are

Figure 2.1: Principles of CASSCF a) and RASSCF b) wave functions

also always double occupied, but in contrast to the inactive orbitals not optimized. Within the
active orbitals a FCI is performed, hence the coefficients of each CSF, as well as the respective
set of orbitals, are optimized. These orbitals should be those with a substantial importance
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for the investigated chemical situation. However, the size of the AS is limited by the corre-
sponding number of CSFs. One approach to enlarge the AS, while restraining the number of
CSFs to a reasonable value, is given within the Restricted Active Space Self-Consistent Field
(RASSCF)68,69 methodology, where the excitation level is restricted by distributing the active
electrons and orbitals further into three subspaces, RAS1, RAS2 and RAS3, see Figure 2.1b).
The RAS1 includes typically orbitals with large occupation numbers. In these orbitals only
a maximal number of electron holes is allowed. Accordingly, the RAS3 subspace comprises
virtual orbitals with small occupation numbers and here only a maximal number of electrons is
allowed. The RAS2 subspace is equivalent to the AS of CASSCF, where all possible configu-
rations are taken into account. RASSCF opened the door to study extended molecular systems
with high level multiconfigurational methods.
In order to describe electronic excited states applying the state average (SA) algorithm is highly
recommended to consider the mixing of close-lying excited states. This algorithm spans a SA
wave function over all electronic states of the same symmetry with a certain weight.
CASSCF and RASSCF calculations deliver only static correlation; in order to describe accu-
rately photophysical and photochemical processes, dynamical correlation needs to be included.
One common approach uses a CASSCF/RASSCF wave function with second-order pertur-
bation theory70,71. This method is called CASPT2 (Complete Active Space Second-Order
Perturbation Method)72–74 or RASPT2 (Restricted Active Space Second-Order Perturbation
Method)75, respectively. The ansatz for perturbative methods is then to define the Hamiltonian
as a sum of a zero-order Hamiltonian Ĥ(0) and a perturbation V̂ , whereas the multiconfigura-
tional wave function is used as reference. The respective energy at CASPT2 or RASPT2 level
is obtained by summing the zeroth-order E(0) and second-order E(2) energies:

EPT2 = E(0) + E(2) = ⟨ψMCSCF|Ĥ(0)|ψMCSCF⟩ −
M

k=1

|⟨ψ(1)
k,MCSCF|V̂ |ψMCSCF⟩|2

ϵk − E(0)
, (2.4)

where |ψMCSCF⟩ and |ψ(1)
k,MCSCF⟩ represent the reference and the first-order perturbative wave

functions of the kth interacting configuration space and ϵk the corresponding energy. The com-
putational demand of such calculations arises by virtue of the first-order perturbative wave
function, since the interacting configuration space is constructed by two-electron excitations
of the reference wave function. Furthermore, several techniques have been developed to treat
the interaction of the excited states at the CASPT2/RASPT2 level of theory. The interaction of
highly mixed SA-CASSCF/RASSCF states is addressed in the multi state (MS)-CASPT276/RAS-
PT275 algorithm, where the diagonal elements of the effective Hamiltonian matrix contains the
single state CASPT2/RASPT2 energies of the excited states, while the off-diagonal elements
describe the coupling between the electronic states. The diagonalization of this matrix gives a
new set of eigenvalues and eigenfunctions, the MS excitation energies and the respective elec-
tronic wave functions. Problematic is the interaction with so-called intruder states, when ϵk is
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close to E(0), see equation 2.4. In order to prevent the denominator from going to zero a level
shift77 can be introduced to displace the two interacting states.
The CASPT2/CASSCF and the RASPT2/RASSCF methods are among the most accurate meth-
ods used nowadays. With the introduction of the RASPT2/RASSCF, multiconfigurational
methods are applicable not any more only to small molecular systems, but also to medium
sized systems, e.g. organic chromophores with extensive π-systems, such as those treated in
this thesis.

2.3 Density Functional Theory based Methods

2.3.1 Density Functional Theory

In contrast to the methods described in the previous section Density Functional Theory (DFT)
is based on the electron density ρ(r⃗). The cornerstone of modern DFT was laid by the theorems
of Hohenberg and Kohn78, stating a unique relationship of the electronic ground state energy
and the electron density as well as the introduction of the variational principle. With the Kohn-
Sham equations79, related to the HF methodology, a pathway to determine electron-electron
interaction was given. Therefore, DFT is exact; however, the explicit form of an universally
valid functional, in particular the exchange correlation functional EXC[ρ], is unknown.
The approximations adopted for the exchange correlation functional resulted in a variety of
different categories of functionals, e.g. local density approximation (LDA), local spin-density
approximation (LSDA) and generalized gradient approximation (GGA)80. However, the most
widely used functionals in chemistry are hybrid functionals80,81 with the general form of:

Exc =

1

0

⟨ψ0,λ|V hole
XC (λ)|ψ0,λ⟩dλ = Ex + Ec . (2.5)

The simplest approximation for the exchange correlation hole potential V hole
XC utilizes a linear

function of the parameter λ that ”turns on“ electron-electron interaction. With ”turned off”
electron-electron interaction (λ = 0) there is in consequence no correlation energy (Ec), only
exchange energy (Ex). This exchange energy is due to the single reference wave function
composed of the Kohn-Sham orbitals exactly given by the HF approach and hence often labeled
as exact-exchange. One of the most widely applied hybrid functionals is B3LYP82,83 created
by Becke in 1993:

EB3LYP
xc = (1− a0)E

LSDA
x + a0E

HF
x + axE

B88
x + acE

LYP
c + (1− ac)E

VWN
c . (2.6)

B3LYP uses HF exchange with B8884 and the LSDA to account for the exchange energy and
the LYP83 and VWN85 functionals for electron-electron correlation. The mixing of the indi-
vidual functionals, given by the parameters a0 = 0.20, ax = 0.72 and ac = 0.81, was obtained
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by fitting to experimental atomization energies.80

Opposite to other correlation methods, where each electron depends on three spatial and one
spin coordinate, the electronic density ρ(r⃗) depends only on the three spatial coordinates x, y,
and z. Hence, DFT methods are of substantial interest, especially in case of big molecular en-
sembles, where other correlated methods are not feasible from a computational point of view.
However, hybrid functionals as B3LYP are known to show problems in molecular systems
featuring long chains, Rydberg states86,87 and CT states88–92 even when describing electronic
ground state properties93. The reason is that the behavior of the exchange potential at long-
range is of −0.2r−1 instead of the exact −r−1 form. To address this limitation several new
hybrid functionals have been created with a more pronounced amount of exact-exchange e.g.
PBE094 (25 %), M0695 (27 %) and M06-2X95 (54 %). Also the parameters a0 and ax, control-
ling the mixing of HF and B88 exchange in B3LYP (equation 2.6) can be modified to increase
the ratio of HF exchange, creating e.g. the B3LYP based functionals labeled as B3LYP3296

(a0 = 0.32 and ax = 0.72) and B3LYP3597 (a0 = 0.35 and ax = 0.585) with 32 and 35 %

of exact-exchange, respectively. Another approach to incorporate long-range effects is to in-
troduce a distance dependency of the HF and B88 exchange ratio into the B3LYP functional:

1

r12
=

1− [a0 + ab · erf(µr12)]
r12

+
a0 + ab · erf(µr12)

r12
. (2.7)

This ansatz known as Coulomb Attenuating Method is eponym of the long-range corrected
CAM-B3LYP98 functional where the mixing of EHF

x and EB88
x (see B3LYP functional in equa-

tion 2.6) is controlled by the three parameters a0 = 0.19, ab = 0.46 and µ = 0.33. The amount
of HF exchange is given by a0+ab, hence CAM-B3LYP uses at zero electron-electron distance
19 and at infinite distance 65 % of exact-exchange.

2.3.2 Time-dependent Density Functional Theory

The introduction of a time-dependent external potential into the DFT formalism by Runge and
Gross99 paved the path to calculate excited states with DFT. The Runge-Gross theorem states
a unique dependency of the time-dependent density and the time-dependent external poten-
tial with the restrictions that the ground state density is the initial density and that the time-
dependent external potential is expandable in a Taylor series.
Typically, the excited states properties are extracted from the TDSE applying linear response
theory and transforming the eigenvalue problem from the time to the frequency domain. Lin-
ear response theory assumes the perturbation via the time-dependent external potential to
be marginal compared to the unperturbed system. The response function, for instance, the
isotropic polarizability α depending of the frequency of the external electric field (ωL) is then
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given by:

α(ωL) =


e

fg,e
ω2
g,e − ω2

L

, (2.8)

where fge is the oscillator strength, depending on the excitation energy ωg,e and the correspond-
ing transition dipole moment µ⃗g,e for an excitation from the electronic ground state g to the eth
excited state.
Another ansatz is real-time TDDFT (RT-TDDFT)100, which describes the explicit evolution of
the system in time and hence the TDSE is explicitly solved for each time step. RT-TDDFT is
capable to describe non-linear polarizabilities in the presence of large electric fields. Neverthe-
less, the computational demands of RT-TDDFT exceed those of TDDFT substantially.
In analogy to DFT, TDDFT holds weaknesses in describing long-range effects, problematic is
especially the estimation of spectroscopical properties of CT states. Increasing the amount of
exact-exchange either in an uniform or a parameterized fashion allows typically a reasonable
description of CT states in e.g. organic dyes. More challenging are transition metal com-
plexes with a variety of excited states with different character such as local excitations, Metal
to Ligand CT (MLCT), Ligand to Ligand CT and Intra-Ligand CT.101

2.4 Combination of Quantum and Molecular Mechanics

The quantum mechanical/molecular mechanics102 (QM/MM) approach allows the combination
of high level quantum mechanics (QM), typically DFT or TDDFT, with molecular-mechanics
(MM). In QM/MM, the total energy of a electronic state is given by:

E = EQM + EMM + EQM/MM , (2.9)

where EQM is the energy obtained using QM, EMM the energy at MM level, and EQM/MM

the interaction energy between QM and MM picture. MM enables the simulation of large
molecular systems, for intance proteins, via classical mechanics. The QM/MM scheme is
often used to calculate biochemical interesting species, where the reaction center, e.g. a metal
complex, is investigated with accurate QMs and the surrounding protein environment via less
demanding MMs. Also, QM/MM can be applied to study effects of solvation in the ground as
well as in excited states, this is an alternative to polarizable continuum models.103

2.5 Molecular Dynamical Simulations

Molecular dynamics (MD) provide the opportunity to study the dynamics of large molecular
or atomic systems. The foundation of MD is given by the classical laws of motion discovered
by Sir Isaac Newton.104 These laws are:
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i) Law of inertia: The velocity v⃗ of any particle is constant as long as no force induces a
change of the particle.

ii) Law of motion: The acceleration a⃗ of a particle is parallel and directly proportional to the
acting force F⃗ on the particle.

iii) Law of Action-Reaction: If a first particle exerts a force on a second particle, this second
particle exerts a force equal in magnitude but opposite in direction on the first particle.

The combination of MD with a QM is known as semi-classical MD, here the nuclei evolve in
time using classical dynamics, while the underlying PES is obtained using accurate QM. The
connection between QM and classical mechanics is given by Newton’s ii) law of motion. The
force F⃗ acting on the nuclei is defined by:

F⃗ = −▽E

R⃗

, (2.10)

where ▽E (R) is the gradient of the PES. With the initial conditions of mass and velocity, in-
tegration of equation 2.10 yields the time evolution of the nuclei. Since, velocity and positions
underlie Heisenbergs indeterminacy principle105, a set different initial conditions also known
as Wigner distribution has to be provided.106

2.6 Resonance Raman Spectroscopy

2.6.1 Classical Raman

The interaction of a molecule with incident light is described by the frequency dependency of
the dipole moment µ⃗:

µ⃗ = αE⃗ , (2.11)

where α is the polarizability tensor of the molecule depending on the nuclei configuration and
hence the vibrational modes, and E⃗ the linearly polarized, monochromatic electric field with
the frequency ωL. The variation of α in terms of the vibrational normal modes for a spatial
fixed and non-rotating molecular system is expanded in a Taylor series:

αα,β = (αα,β)0 +


l


∂αα,β

∂Ql



0

Ql +


l,m


∂2αα,β

∂Ql∂Qm



0

QlQm . . . , (2.12)

here (αα,β)0 is the polarizability in the equilibrium geometry andQl andQm the corresponding
normal coordinates along the lth andmth mode. Within the harmonic approximation the Taylor
series is truncated after the second term. We now apply the time-dependent electronic field
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E⃗ = E0e⃗x/y/z cos(ωLt) on the polarizability tensor:

αα,βE⃗ = (αα,β)0E0e⃗x/y/z cos(ωLt) +


l


∂αα,β

∂Ql



0

Ql0 cos(ωlt+ δl)E0e⃗x/y/z cos(ωLt) ,

(2.13)
where Ql0 and E0 are the amplitudes of the normal coordinate and of the incidental electric
field, e⃗x/y/z the polarization of the electric field and δl the phase factor. The rearrangement of
equation 2.13 yields:

µ⃗ = µ⃗(ωL) + µ⃗(ωL − ωl) + µ⃗(ωL + ωl) , (2.14)

where the three summands describe different scattering processes.

1. The first term:
µ⃗(ωL) = (αα,β)0E0e⃗x/y/z cos(ωLt) , (2.15)

describes the predominant elastic scattering named after the English physicist Lord Ray-
leigh. The electric dipole moment of the molecule oscillates at ωL, whereas the molecule
itself also oscillates at ωL. Therefore, the necessary condition for Rayleigh scattering is
(αα,β)0 ̸= 0. Since all molecules are polarizable to a certain extend all molecules show
Rayleigh scattering.

2. The second and the third term:

µ⃗ (ωL ± ωl) =
1

2



l


∂αα,β

∂Ql



0

E0e⃗x/y/zQl cos ((ωL ± ωl ± δl) t) , (2.16)

describe inelastic or rather Raman scattering,107–109 named after the Indian physicist
Sir Raman. The two terms, depending linearly on the derived polarizability tensor, de-
scribe the Stokes (µ⃗(ωL − ωl)) and Anti-Stokes scattering (µ⃗(ωL + ωl)), respectively.
Raman scattering arises from the electric dipole moment oscillating at ωL ± ωl, which
is generated when ωL is modified by the frequency ωl of the lth normal mode. Ra-
man scattering occurs only, if at least one component of the derived polarizability tensor
(∂αα,β/∂Ql)0 of the lth normal mode evaluated at the equilibrium geometry exhibits a
non-zero gradient along the coordinate of the normal mode Ql.

This way the classical treatment provides a useful qualitative picture of Rayleigh and Raman
scattering. Within the harmonic approximation exclusive fundamental transitions are consid-
ered. In order to take into account overtones and combination bands also anharmonicity effects
need to be included; nevertheless, such bands feature steadily much lower intensities than the
fundamental transitions.
The classical theory on Raman spectroscopy is sufficient for a qualitative analysis of the vi-
brational frequencies of a molecular system. However, the classical theory fails to determine
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information from (∂αα,β/∂Ql)0 concerning the transition frequencies and the frequency of the
incident light. Hence, quantum mechanical theory will be applied to study Raman scattering,
and in particular, the special case were the frequency of the incident light is in resonance with
at least one electronic excited state of the molecular system. This resonance is denoted as
resonance Raman (RR).

2.6.2 Quantum mechanical resonance Raman

In the quantum mechanical picture the polarizability tensor with its components (αα,β)i→f for a
transition from the initial state |i⟩ to the final state |f⟩ via the intermediate state |n⟩, neglecting
two-photon emission, is given by:

(αα,β)i→f =
1

2~


n̸=i,f

⟨f |µ̂α|n⟩⟨n|µ̂β|i⟩
ωn,i − ωL − iΓ

+
⟨f |µ̂α|n⟩⟨n|µ̂β|i⟩
ωn,i + ωL + iΓ


(2.17)

+
1

2~


n̸=i,f

⟨f |µ̂α|n⟩⟨n|µ̂β|i⟩
ωn,f − ωL − iΓ

+
⟨f |µ̂α|n⟩⟨n|µ̂β|i⟩
ωn,f + ωL + iΓ


. (2.18)

In the following, two approaches to calculate RR intensities based on equation 2.17 will be
described.

2.6.2.1 Sum-over-State Formulation

After averaging over all orientations and integrating over all orientations and polarizations of
the scattered light, the quantum mechanical theory of Raman scattering provides the Raman
cross-section by110,111:

σi→f =
ωLω

3
S

18πϵ20c
4



α,β

(αα,β)i→f


2

, (2.19)

where ωL and ωS are the frequencies of the incident and the scattered light, ϵ0 the electric field
constant, c the speed of light and (αα,β)i→f the Raman polarizability tensor for a transition from
the initial |i⟩ to the final |f⟩ vibrational state. Kramers, Heisenberg and Dirac112,113 derived the
Sum-over-State (SOS) expression for the Raman polarizability tensor:

(αα,β)i→f =
1

~


n

⟨f |µ̂α|n⟩⟨n|µ̂β|i⟩
ωn,i − ωL − iΓ

+
⟨f |µβ|n⟩⟨n|µα|i⟩
ωn,f + ωL + iΓ


, (2.20)

where µ̂α is a component of the dipole moment operator, ωn,i the Bohr frequency for a transi-
tion between two vibrational states defined as ωn,i ≡ (En − Ei)/~ and Γ the dumping factor
describing homogeneous broadening.
A direct evaluation of equation 2.20 is, due to the enormous computational cost, not feasible.
Hence, several assumptions have to be made in order to compute RR intensities:
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1. The polarizability tensor of equation 2.20 holds a “resonant” and a “non-resonant” term;
the latter is neglected. This approximation is appropriate if ωL is in close resonance with
the intermediate vibrational states |n⟩ (ωL ≈ ωn,i). This way, the sum of equation 2.20 is
dominated by these states.

2. The electronic and vibrational eigenstates are separated by virtue of the BO approxima-
tion.62

3. The Condon Principle114–116 is applied, where the transition dipole moments are assumed
to be invariant of the nuclear coordinates:
⟨χfψf |µ̂|χiψi⟩ ≈ ⟨χf |χi⟩⟨ψf |µ̂|ψi⟩
This approximation is qualified for strong dipole-allowed electronic transitions.

4. The ground and excited states PESs are assumed to be harmonic, allowing to calculate
vibrational states and frequencies of the PESs and thus the Franck-Condon (FC) factors
in a straightforward manner.

5. The excited state PESs are assumed to be merely displaced with respect to the ground
state equilibrium structure, so that the PESs share the same set of vibrational states and
frequencies. This approximation is known as the independent mode displaced harmonic
oscillator model (IMDHOM).

6. Only RR intensities for transitions from the vibrational ground state of the electronic
ground state |g0⟩ to the first excited vibrational state of the electronic ground |g1l⟩ state
are calculated, these transitions are called fundamental transitions.

With these approximations at hand the Raman polarizability tensor of equation 2.20 is given
here within the transform theory originally derived by Hizhnyakov and Tehver117–121:

(αα,β)g0→g1l
=

1

~


e

(µg,e)α (µg,e)β
∆e,l√
2
{Φe(ωL)− Φe(ωL − ωl)} , (2.21)

where the summation over e takes all contributing electronic excited states to the RR scattering
into account, (µg,e)α represent a component of the transition dipole moment at the ground state
equilibrium geometry, ∆e,l represents the dimensionless displacement of the minimum of the
excited state e PES in the lth normal coordinate and ωl denotes the frequency of the lth normal
coordinate. Figure 2.2 illustrates a schematic representation of RR theory within the IMDHOM
and the key parameters of equation 2.21 within a two state picture.
By summing over the excited states e, interference effects between the contributing electronic

states are taken into account leading to constructive or destructive effects on the RR intensity
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Figure 2.2: Generalized scheme of RR scattering within the IMDHOM for a fundamental transition g0 → g1l

and in resonance with the excited state e. PESs of the excited state Ee and the ground state E0 are
merely displaced by ∆e,l.

pattern. On the basis of Φe(ωL) the dependency of the RR signal on the frequency of the
incidental light ωL is described:

Φe(ωL) =


u

3N−6
i |⟨χg0i |χeui

⟩|2
ωg0,e0 +

3N−6
j ujωj − ωL − iΓ

. (2.22)

The summation of the u runs over all vibrational quantum numbers ui of the respective elec-
tronic excited state e, this way the one-dimensional FC factors along the lth vibrational coordi-
nate are defined. The frequency ωg0,e0 refers to the energy gap between |g0⟩ and |e0⟩.
Φe of equation 2.22 can be further simplified if the absorption band features a large broadening
and no resolved vibronic structure. Then, the one dimensional FC factors can be neglected and
Φe becomes:

Φe(ωL) =
1

ωg,e − ωL − iΓ
, (2.23)

here ωg,e is the vertical excitation energy within the FC region of the electronic ground state.
The dimensionless displacement ∆e,l of the excited state e with respect to the ground state g
is defined in the IMDHOM by the partial derivative of the excited PES Ee along the mass-
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weighted normal mode Ql:

∆e,l = − 1
~ω3

l


∂Ee

∂Ql



0

(2.24)

= − 1
~ω3

l

LTM− 1
2


∂Ee

∂xl



0

. (2.25)

The partial derivatives along Ql are obtained from the non-mass-weighted Cartesian coordi-
nates xl applying the matrix M , containing the atomic masses, and the orthogonal matrix L,
obtained from solving the ground state normal mode eigenvalue problem.
Consequently, the RR intensities for a fundamental transition g0 → g1l with respect to the
excitation energy ωL are given by:

Ig0→g1l(ωL) ∝ ωL (ωL − ωl)
3


α,β

(αα,β)g0→g1l


2

. (2.26)

2.6.2.2 Short-Time Approximation

A further simplification of equation 2.26 can be employed if merely one excited state e is
in resonance with ωL. Thus, the so called short-time approximation122 (STA) neglects the
dependency of the relative RR intensities on ωL:

Ie,g0→g1l ∝
1

~ωl


∂Ee

∂Ql

2

0

= ω2
l ∆

2
e,l . (2.27)

Within the STA the obtained RR intensity is only depending on the frequency of the lth vibra-
tional normal mode and the gradient of the excited state ∂Ee/∂Ql within the electronic ground
state minimum.

2.7 Electron Transfer Processes

2.7.1 Marcus Theory of Electron Transfer

An appropriate method to describe ET processes, both thermodynamically and kinetically, is
given within the semi-classical Marcus theory.57,123 Here, the transfer between two redox states
is divided into processes occuring via chemical bonds (known as inner-sphere effect) and via
interactions with solvent molecules (known as outer-sphere effect). Every ET is characterized
via two processes, oxidation and reduction:

R
Oxidation−−−−−⇀↽−−−−−
Reduction

O + e− , (2.28)
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where R and O refer to the reduced and oxidized states of a single ionizable group. In order to
describe ET processes between two ionizable groups, we assume the donor state to be given by
RO and the acceptor state by OR, hence one group is oxidized while the other one is reduced:

RO Oxidation−−−−→ OO + e− (2.29)

and
OO + e− Reduction−−−−−→ OR . (2.30)

With this at hand, we can apply the approach derived by Warshel, Sprik and Blumberger based
on classical statistical mechanics,124–126 in order to define the driving force, the classical reac-
tion free energy, ∆G in terms of the vertical ionization energy or rather the energy gap (also
known as ET energy) ∆E:127

∆E(RN) = EOR(R
N)− ERO(R

N) (2.31)

∆G = GOR −GRO = −kBT ln⟨e−
∆E
kBT ⟩RO = kBT ln⟨e

∆E
kBT ⟩OR , (2.32)

where EOR(R
N) and ERO(R

N) are the electronic ground state energies of the reactant and
product states in the ionic configuration RN , the brackets ⟨· · · ⟩ indicate the canonical average
of the potential energy of the respective state, kB the Boltzmann constant and T the tempera-
ture. In case of well separated redox centers, the diabatic curves GOR and GRO describe the
kinetics of the ET process along the reaction coordinate given by the energy gap of the states.
The activation free energy ∆G∗ for the non-adiabatic ET is then extracted from the crossing
of the two diabatic curves of the reactant and product states. A key feature to describe ET
processes is the reorganization energy λ, this energy refers to the free energy needed to move
the donor from its equilibrium structure into the acceptor equilibrium structure and vice versa,
while the electronic configuration remains unaffected. Figure 2.3 illustrates the reorganization
energies λRO and λRO in the respective diabatic potential curves (GRO and GOR), as well as the
activation free energy ∆G∗ and the reaction free energy ∆G.
Within the linear response approximation124,126,128,129, we now assume the populations of RO
and OR to be distributed in Gaussians centered in the equilibria, whereas the equilibria ∆ERO

and ∆EOR (see Figure 2.3) refer to the mean energy gaps ⟨∆ERO⟩ and ⟨∆EOR⟩. As a conse-
quence of Gaussian statistics, both free energy curves, GRO(∆E) and GOR(∆E), are harmonic
and share the same curvature, while the driving force and the reorganization energies are de-
fined as:

∆G =
1

2
(∆ERO +∆EOR) , (2.33)

and

λ = λRO = λOR =
1

2
(∆ERO −∆EOR) =

σ2

2kBT
. (2.34)
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Figure 2.3: Marcus parabolas for the states RO and OR, the reorganization energies λRO and λOR, the reaction
free energy ∆G and the activation free energy ∆G∗ in terms of the gap energy ∆E; ∆ERO and ∆EOR

denote the mean energy gaps of the respective state.

The variance σ2 is identical for both equilibrium distributions. With equations 2.33 and 2.34,
∆G is given by the average mean energy gaps and λ by half of the difference of these gaps.
The kinetics of ET processes are determined by rare thermal fluctuations of the environment
that degenerate the two diabatic potentials. Marcus theory describes such kinetics via the ET
rate constant kET:57,123,130

kET =
2π

~
|HRO/OR|2(4πλkBT )−1/2 exp


−(∆G+ λ)2

4λkBT


, (2.35)

where HRO/OR is the electronic coupling matrix between the donor and acceptor states. The
product of the last two factors in equation 2.35, where (∆G+ λ)2/4λ is the activation free en-
ergy, refers to the FC factor and hence the overlap of the vibronic states at a given temperature.
The overlap is defined completely in terms of λ and ∆G. In case of intra-molecular ET (IET)
equation 2.35 can be approximated using the semi-empirical expression:131,132

log(kIET) = 15− 0.6R− 3.1
(∆G+ λ)2

λ
, (2.36)

where the exponential decay of kIET is given by the distance R (in Å) between the donor and
the acceptor and a quadratic dependency on ∆G and λ (both in eV).
In the microscopic Marcus theory the key quantity to characterize ET, both thermodynamically
and kinetically, is given by the energy gap. The following section illustrates the application of
Marcus theory in order to predict rates of IET.
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2.7.2 Intra-molecular Electron Transfer

IET processes take place between donor and acceptor groups of one compound. Hence, the
primarily ET processes is described based on the inner-sphere effect, while solvating effects,
described by the outer-sphere effect, affect the ET less. The crudest approximation is to com-
pletely neglect the outer-sphere effect. This way, the equilibria of the donor and acceptor states
are given by the respective optimized geometries. ∆G and λ are then obtained from the energy
gaps ∆ERO and ∆EOR in these structures. With this at hand kIET can be calculated via equa-
tion 2.36.
Admittedly, the total neglection of solvent interactions leads typically to an overestimation of
the reorganization energy.126,133,134 A more sophisticated picture is given QM/MM calculations,
where the total potential energy is given by the sum over the QM, the MM and the QM/MM
interaction energy (recall Section 2.4). In order to account for the outer-sphere effect MD sim-
ulations need to be carried out, describing solvation with several layers of solvent molecules
via MM. The MD simulations are performed in the relaxed solvated equilibrium structures of
the donor and the acceptor state. The obtained structural distributions are then used to construct
the Marcus’s parabolas around the well relaxed equilibrium structures.124–126

In case of large donor-acceptor distances, e.g. R > 10 Å, where both groups are not interacting,
one redox-active center can be treated in the QM and the other one in the MM frame. Then the
common approach estimates ∆E at each RN with two ground state energies for the reduction
and oxidation (see equation 2.29 and 2.30), respectively:

1. ERQMOMM(RN) labels the energy, where the donor side is calculated using QM and the
acceptor (and the solvent) is described via MM.

2. EOQMOMM(RN) is obtained in analogy to 1 for the oxidized donor.

3. EOMMOQM(RN) and

4. EOMMRQM(RN) refer to the respective energies of the reduction, while the donor (and the
solvent) is treated via QM and the acceptor via MM.

The ionization energies IERO(R
N) of RO and the electron affinities IEOR(R

N) of OR, ob-
tained by these four ground state energies (illustrated in Figure 2.4), are then used to estimate
∆E(RN):

IERO(R
N) = ERQMOMM(RN)− EOQMOMM(RN) (2.37)

IEOR(R
N) = EOMMOQM(RN)− EOMMRQM(RN) (2.38)

∆E(RN) = IERO(R
N)− IEOR(R

N) . (2.39)
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Figure 2.4: Ionization energy IERO and electron affinities IEOR in the ionic configuration RN of the states RO
and OR, respectively.

This way, the mean gap energies ∆ERO and ∆EOR can be obtained and hence ∆G and λ

comprise inner-sphere and outer-sphere effects.
The QM/MM ansatz is known to give a good estimation of the inner-sphere as well as the
outer-sphere contributions to the reorganization energy and the driving force. Typically, the
QM region is described at the DFT level of theory applying GGA and hybrid functionals,
unfortunately these functionals show the electron self-interaction error.126,135 However, since
the donor and the acceptor are not treated simultaneously via QM methods, the electron self-
interaction is avoided.
The computational costs of such calculations should not be underestimated, despite the fact
that the QM part can be described at the DFT level of theory and the MM region is of low-
cost. Firstly, the solvated equilibrium geometries of RO and OR are typically obtained from
molecular structures equilibrated using MD simulations up to the ns-time scale.126,132 Secondly,
each ionic configurationRN is correlated to four single point calculations, while a large number
of points is needed to estimate the mean energy gaps. In case of short-range ET, the QM/MM
model is inappropriate, due to the spatial overlap of the donor and acceptor orbitals. In this
case, both redox sides need to be described via QM simultaneously and the problematic of the
electron self-interaction as well as the of the computational costs rise.
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Chapter 3

Results

The following Chapter is organized as follows. Chapter 3.1 concerns with the evaluation of
spectroscopical properties such as absorption and emission spectra based on quantum chemi-
cal methods for several organic compounds. DFT, TDDFT, and accurate multiconfigurational
methods are applied to unravel excited state properties of donor-acceptor dyes and to obtain
insight into the underlying principles. Furthermore, the influence of solvent stabilization on
charge separation is discussed. With this at hand, mechanistically information of CT states,
e.g. twisted and planar intra-molecular CT states can be obtained. Chapter 3.2 deals with the
detailed characterization of a series of novel ruthenium(II)-4H-imidazole-polypyridine based
black absorbers showing a pronounced pH dependency of their photophysical properties. The
application of TDDFT methods enabled us to study a variety of derivatives with electron donat-
ing as well as withdrawing groups and their electronic properties. Fundamental for the analysis
of these transition metal complexes was the simulation of RR intensities. Such simulations
have been carried out for cases, where only one but also several electronic states are in reso-
nance with the incidental light. It is demonstrated that RR spectroscopy is a powerful tool to
study the nature of excited states in the FC region. In addition, the relaxation pathways upon
photoexcitation have been studied for two of these ruthenium(II) complexes. Finally, Chapter
3.3 addresses the first steps in order to study IET processes based on Marcus theory in a the-
oretical manner in ruthenium(II)-4H-imidazole-polypyridine complexes and, hence, their real
life application in DSSCs.

27
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3.1 Organic Dyes for Dye-Sensitized Solar Cells (DSSCs)

3.1.1 Excited State Properties of 4-Methoxy-1,3-Thiazole Donor-Acceptor
Dyes

A series of novel donor-π-acceptor dyes has been synthesized in the group of Prof. Dr. Beck-
ert in the IOMC at the Friedrich-Schiller Universität Jena (see chromophores A–D depicted in
Figure 3.1) using 4-methoxy-1,3-thiazole based linkers that remarkably shift the UV-vis ab-
sorption to longer wavelengths. These dyes have been characterized in a joint experimental
and theoretical study, see appended publication 4.1, in order to address their applicability in
the field of DSSCs. In the following, we will focus on the quantum chemical analysis.

Figure 3.1: Investigated 4-methoxy-1,3-thiazole based donor-acceptor dyes: A–D have been studied applying
both experimental and theoretical methods, while E was exclusively studied theoretically. A–C
share the same linker and anchoring groups, while the π-system of the donor was increased from
4-methoxy-phenly (A) to N,N-di-4-tolylaniline (B) and further to N,N-di-4-methoxy-phenly (C). B,
D, and E differ only in the size of the linker: the conjugated π-system was increased with a second
thiophene (D) and in addition an 2-ethylene group (E).

Common triarylamine based dyes feature one major drawback, the red-sided absorption band is
typically below 500 nm. Hence, the ansatz to include linkers that are chromophores themselves,
e.g. the 4-methoxy-1,3-thiazole, enables an enhanced overlap of the absorption and the solar
radiation spectrum. For the present dyes the influence of the size of the donor has been investi-
gated using the dyes A–C. These dyes feature the same linker and anchoring groups, while the
π-system of the donor was increased from 4-methoxy-phenly (A) to N,N-di-4-tolylaniline (B)
and further to N,N-di-4-methoxy-phenly (C). In addition, the size of the π-system of the linker
has been increased from B with a second thiophene (D) and a further 2-ethylene-thiophene
group (E). The applied quantum chemical methods gave insight into spectroscopical properties
such as absorption and emission as well as the equilibrium structures of both the electronic
ground state and the lowest excited singlet state,which is involved in the fluorescence of the
dyes A–D. In addition, the dye E, with an even more extended conjugated π-system, has been
studied only in a theoretical manner.
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Absorption Emission
Transition weight / % ∆Ee/eV f ∆∆Eexp/eV Transition weight / % ∆Ee/eV f ∆∆Eexp/eV

A HOMO → LUMO 88 2.75 1.364 0.12 HOMO → LUMO 95 2.12 1.558 0.01

B HOMO → LUMO 72 2.58 1.511 0.09 HOMO → LUMO 91 1.91 1.838 −0.02

HOMO-1 → LUMO 20

C HOMO → LUMO 71 2.54 1.502 0.11 HOMO → LUMO 89 1.88 1.85 −0.06

HOMO-1 → LUMO 20

D HOMO → LUMO 54 2.64 1.958 0.16 HOMO → LUMO 85 1.85 2.198 −0.15

HOMO-1 → LUMO 26

HOMO → LUMO+1 12

E HOMO → LUMO 48 2.57 2.500 − HOMO → LUMO 83 1.79 2.699 −
HOMO-1 → LUMO 32 HOMO-1 → LUMO 9

HOMO → LUMO+1 11

Table 3.1: S1 main transitions with weight, excitation energies (∆Ee), oscillator strengths (f ) and the deviations
from the experimental values (∆∆Eexp) for the absorption and emission properties of the dyes A–E
obtained with CAM-B3LYP/6-31G(d,p) taking into account solvent effects (tetrahydrofurane).

All five species show similar FC geometries (see Appendix A), optimized at the DFT level
of theory with the long-range corrected CAM-B3LYP functional and a polarizable contin-
uum model (tetrahydrofuran). The conjugated π-system is planar from the bridge to the 2-
cyanoacrylic acid anchoring group, while the 4-tholyl (B,D, and E) and the 4-methoxy-phenyl
(C) moieties of the donor fragment are twisted out of planarity due to sterical hindrance. A
pronounced torsion was also observed for the C–C bond joining the donor and the 4-methoxy-
1,3-thiazole fragments. The solvated geometries of the respective S1, shown in Appendix A,
optimized at TDDFT level of theory with the same exchange correlation functional as aboved,
showed only minor deviations from the S0 equilibrium structures, the only exception is the
torsion of the linker and the donor. In the S1 a planarization of the thiazole-phenyl fragment is
observed by virtue of the bonding character of the LUMO in this position, see exemplarily the
LUMO of B in the attached publication 4.1.

Figure 3.2: MOs of E contributing to the main transitions of the S1 obtained at CAM-B3LYP/6-31G(d,p) level
of theory in tetrahydrofurane.

The visible region of the absorption spectra of the five dyes are characterized by very bright
S1 states. Table 3.1 summarizes the absorption properties of the S1 states for all five dyes,
while the involved MOs are illustrated in Figure 3.2 using the example of E; the orbitals of
A–D are depicted in the attached publication 4.1. As expected, the S1 excitation energy de-
creased from A to B as a consequence of the extended π-system of the donor. Further increase
of the π-system utilizing methoxy groups (see C) is of minor influence. The S1 states of A
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to C were found to be mainly of CT character, based on the HOMO → LUMO transitions,
however also the HOMO-1 → LUMO transitions of more local character showed substantial
weights in B and C. Surprisingly, the S1 excitation energy in D and E, where the conjugated
π-system of the linker was further increased, were not bathochromic but hypochromic shifted
with respect to B. The reason was found upon analysis of the S1 wave functions: The CT
character (HOMO → LUMO) decreases and the weight of local (HOMO-1 → LUMO and
HOMO → LUMO+1) transitions increases as the π-system was extended from A to E.
Due to the planarization of the linker-donor fragment in the S1 equilibrium geometries with
respect to the S0 structures, the emission spectra are substantially bathochromic shifted by ap-
proximately 0.5 to 0.8 eV compared to the absorption, see Table 3.1. This planarization is
accompanied by an increase of the weights of the HOMO → LUMO transitions.
Unfortunately, the dyes A–D show very low electron injection efficiencies on a TiO2 surface
due to their tendency to form aggregates. However, the determined properties of the S1 states
are in very good agreement with the experimental data and rationalized two competitive effects
influencing the position of the S1. On the one hand, the extension of the π-system, in partic-
ular that of the donor, lowers the S1 excitation energy. This was confirmed by means of the
chromophores A, B and C. On the other hand, increasing the π-system of the linker led to a
contamination of the CT state with local transitions and, hence, to a raise of the S1 excitation
energy. This was observed for the dyes B, D and E exhibiting equal donor groups but differ-
ent linkers. The gained knowledge should be taken into account when designing new efficient
dyes.
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3.1.2 Influence of Charge Transfer States on Ground State Structures

In this study we investigate the excited states properties of the 4-methoxy-1,3-thiazole donor-
acceptor dye B (see Section 3.1.1) in a more detailed manner. TDDFT and RASPT2/RASSCF
methods are employed to access excitation energies and gradients of the first excited state. To
this aim, equilibrium geometries, UV/vis absorption and RR spectra were calculated in order
to characterize the bright CT state (S1) that is located at a remarkably low excitation energy of
for this family of push-pull chromophores.
Therefore, the solvated equilibrium geometries (chloroform) and vibrational frequencies were
calculated using the global hybrid functionals B3LYP and M06-2X as well as the range-
separated CAM-B3LYP functional. These geometries and the same functionals were employed
within TDDFT to calculate the vertical energies of the low-lying excited states in the presence
of a polarized continuum to model solution. It was found that the amount of exact-exchange
in the functional not only has a strong influence on the accuracy of the excitation energies
but the latter also markedly depend on the equilibrium structure employed. Deviations up to
0.2 eV were found when going from the B3LYP (TD-CAM-B3LYP//B3LYP: 2.36 eV) to the
CAM-B3LYP (TD-CAM-B3LYP//CAM-B3LYP: 2.58 eV) equilibrium geometry, while the ex-
perimental absorption maximum is localted in chloroform at 2.39 eV. These energy differences
can be rationalized analysing the variations of the torsion angle of the carbon-carbon bond join-
ing the bridge and the donor group (dihedral angle δ) as well as the extent of localization of the
single and double bonds. The latter aspect was analyzed based on the bond length alternation
(BLA) index,136,137 which is calculated from the difference of the average carbon-carbon single
and double bond lengths. PESs of S0 and S1 along δ showed that torsion is of minor importance
to the S1 excitation energy. However, a more pronounced amount of exact-exchange leads to
larger BLA indexes, i.e. a more localized nature of the single and double bonds, increasing
thus the excitation energies. In this way, changes of the BLA index and, hence, in the ground
state structures, are correlated to differences in excitation energy. From the three functionals
investigated, B3LYP fails to predict the excitation energies of B, due to its intrinsic problems
in describing CT states such as the S1 in the present molecular system. The CAM-B3LYP
and M06-2X functionals (TD-M06-2X//M06-2X: 2.55 eV) deliver good agreements with the
experiment provided solvation effects are considered. TDDFT estimated a solvent stabilization
of the CT states by approximately 0.1 eV independent of the applied functional. The best esti-
mation of the S1 energy was found using TD-CAM-B3LYP//B3LYP ( 2.36 eV) with respect to
the experimental value of 2.39 eV.
The position of the S1 state was also investigated by means of MS-RASPT2/RASSCF cal-
culations at the B3LYP and CAM-B3LYP geometries. Four different partitions, changing
the active space and the level of excitation were employed: (30,2,2;14,2,11), (16,2,2;7,2,7),
(16,3,3;7,2,7), and (16,4,4;7,2,7). All of them contain merely the HOMO and LUMO orbitals
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Figure 3.3: Molecular orbitals for RASSCF(30,2,2;14,2,11) (solid grey), RASSCF(16,2,2;7,2,7),
RASSCF(16,3,3;7,2,7) and RASSCF(16,4,4;7,2,7) (left hand side) calculations.

in the RAS2, while a different number of active orbitals, holes, and particles are allowed within
the RAS1 and RAS3 subspaces. An overview of these four partitions is provided in Figure 3.3;
for more detailed information the reader is refered to the appended publication 4.2. The MS-
RASPT2 calculations showed similarily to the TDDFT simulations, i.e. a pronounced depen-
dency of the S1 excitation energy on the equilibrium structure and the partition employed.
Although in some cases errors can be considered acceptable (0.1-0.2 eV), it seems that in this
particular case, where the RAS2 is reduced to HOMO-LUMO, the inclusion of at least triple
excitations is necessary to achieve good excitation energies. The best agreement to the first
absorption band was obtained with the CAM-B3LYP geometry and the (16,4,4;7,2,7) partition
yielding an excitation energy of 2.37 eV taking into account a bathochromic shift of 0.1 eV

due to solvent effects. The excitation energy obtained with the B3LYP structure and the same
level of excitation is underestimated (2.25 eV). The large (30,2,2;14,2,11) partition also pro-
vides with 2.35 eV a good estimation of the excitation energy for the present dye in combination
with the B3LYP geometry. However, from the computational point of view the (30,2,2;14,2,11)
partition is associated with an enormous cost in the MS-RASPT2 procedure, arising from the
first-order perturbative wavefunction, see equation 2.4 in Section 2.2.
Since MS-RASPT2/RASSCF calculations cannot provide a clear-cut answer on which ground
state geometry is more adequate, RR intensity patterns were calculated, paying special attention
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to the B3LYP and CAM-B3LYP structures. TDDFT and RASSCF gradients using the compro-
mised (16,3,3;7,2,7) partition were employed. Up to our knowledge, this is the first time that
RASSCF gradients are used to compute RR intensities. The results, illustrated in Figure 3.4,
clearly evidence that only the RR spectra using the CAM-B3LYP (and M06-2X) equilibrium
structure show an excellent agreement with experiment, which allows an unambiguous assign-
ment of the normal modes. CAM-B3LYP, M06-2X and RASSCF excited state gradients and
energies in combination with CAM-B3LYP or M06-2X, respectively, ground state gradients
are appropriate to describe the low-lying CT state of this push-pull chromophore. Particularly
encouraging is the agreement on RR intensities based on RASSCF, since despite the compu-
tational cost, it paves the way to employ multiconfigurational gradients in situations where
conventional TDDFT calculations might fail completely to provide accurate results.
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Figure 3.4: RR spectra of 1 in resonance with the first absorption band. The calculated RR spectra with the
B3LYP and CAM-B3LYP ground state force fields and the excited state gradients at TD-B3LYP,
TD-CAM-B3LYP and SA2-RASSCF (16,3,3;7,2,7) level of theory are shown in a) and b). The RR
intensity pattern with TD-M06-2X in the M06-2X optimized ground state geometry is reported in c).
The calculated spectra of b) and c) are compared to the experimental RR spectrum in d) recorded at
an excitation wavelength of 458 nm.
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3.1.3 Twisted Intra-Molecular Charge Transfer vs. Planar Intra-Molecular
Charge Transfer

The 4-methoxy-thiazole chromophore is not only limited to applications in Grätzel-type DSSCs,
furthermore it can be applied as ligands for ruthenium(II) based black absorbers. A series
of such compounds was synthesized in the group of Prof. Dr. Beckert in the IOMC at the
Friedrich-Schiller Universität Jena. Two of these ligands, together with an additional one stud-
ied exclusive theoretically, are illustrated in Figure 3.5. They are constructed in a donor-π-
linker-acceptor fashion and have been theoretically investigated applying DFT and TDDFT
methods, for more details the reader is refered to the appended publication 4.3.

Figure 3.5: Investigated 4-methoxy-1,3-thiazole based donor-acceptor ligands with different donor groups, F and
G were studied applying both experimental and theoretical methods, while H was exclusively studied
theoretically. All three ligands share the same 4-methoxy-1,3-thiazole linker and pyridyl acceptor,
while different donor groups have been used: F exhibits a bis(4-methoxy-phenyl)-N-phenylaniline
donor, G and H N-phenyl-carbazole donors connected to the linker via the phenyl and carbazole,
respectively.

The dyes F, G and H contain bis(4-methoxy-phenyl)-N-phenylaniline and carbazole donors,
with a 4-methoxy-1,3-thiazole linker and a pyridyl acceptor. The thermodynamic stable isomer
of the free ligands is the trans-isomer, while the bounded ligands coordinate the ruthenium(II)
center in the cis-conformation (via the two nitrogen atoms of the thiazole and the pyridyl moi-
eties).
These ligands are interesting in two aspects:

i) The absorption spectra measured in a series from unpolar to polar solvents point to a
unique phenomenon: the intra-molecular CT (ICT) state is stabilized by unpolar solvents
and not as expected by polar solvents.

ii) A controversial discussion concerning the nature of the ICT in donor-acceptor dyes is
found in the literature, where both planar intra-molecular charge transfer (PICT) and
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twisted intra-molecular charge transfer (TICT) mechanisms are put forward. Hence, un-
raveling the ICT mechanisms, e.g. in the present dyes F and G, can be achieved applying
theoretical methods.

The first step in order to address the effects of solvation as well as to study the ICT mech-
anism was to find a suitable functional that is capable to describe absorption and emission
with the same accuracy. The absorption and emission spectra are both determined by the S1

state, however, the ICT character of this state increases substantially from the FC region to the
equilibrium geometry of the S1. This trend was already observed for the dyes A-E (see Sec-
tion 3.1.1) and is connected to the planarization of the 4-methoxy-thiazole-phenyl fragment. In
contrast to the results obtained for A-E, range-separated functionals as CAM-B3LYP overesti-
mate the excitation energy of the S1 in the ground state geometry by the same value as global
hybrid functionals (B3LYP and PBE0) underestimate it. The emission was found in excel-
lent agreement with CAM-B3LYP. A balanced description of absorption as well as emission
is given by B3LYP(35) with medium amount of exact-exchange. Hence, the relative energetic
positions of the S0 and S1 states of F and G were evaluated in a polar (methanol; abbreviated
as MeOH) and an unpolar solvent (heptane), while solvation was considered for the ground
and excited states. The calculated vertical excitation energies for the absorption as well as for
the emission along with the experimental values are collected in Figure 3.6. The calculated S1

Figure 3.6: Schematic representation of the electronic ground and first excited singlets state of F and G in MeOH
and heptane; all values in black refer to the experimental values, while the blue values were obtained
at the PCM-B3LYP(35)/6-31G(d,p) level of theory in the solvated equilibrium structures. The de-
picted HOMOs and LUMOs refer to the MOs involved in the absorption (optimized S0 state) and the
SOMOs to the MOs involved in the emission (optimized S1 state).

excitation energies in the FC region were found in very good agreement with the experimental
data, and the excitation energy is almost unaffected by the solvent. However, the S0 in the FC
region is by 0.25 (F) and 0.19 eV (G) more stable in MeOH. The ground and the excited states
are equally stabilized, whereas the excitation energies in heptane are slightly bathochromicly
shifted compared to MeOH. Relaxing the S1 state from the FC regions to the excited state min-
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ima led to a planarization of the thiazole-phenyl fragment accompanied by an increase of the
ICT character given by the HOMO → LUMO transition (see MOs of Figure 3.6) and, hence,
to an enhanced charge separation. As a consequence, the S1 states relax by 0.43 and 0.50 eV

(F and G) in the polar solvent and merely by 0.27 and 0.33 eV in the unpolar solvent (F and
G). Simultaneously, the energy of the ground state is lifted equally in both dyes and for both
solvents by approximately 0.2 to 0.3 eV. This way, the unusual bathochromic effect of polar
solvents, e.g. heptane, observed in the absorption spectra of F and G was rationalized.
The second interesting aspect concerning these dyes is the ICT and hence, the evaluation of
PICT and TICT states. In the ground state as well as in the excited state equilibrium struc-
tures, depicted in A.6 and A.7 of the Appendix, the donor groups (bis(4-methoxy-phenyl)-N-
phenylaniline and carbazole) are oriented approximately in the plane of the thiazole and the
pyridyl acceptor, while the terminal 4-methoxy-phenyl groups and the carbazole are twisted
by approximately 30◦ due to sterical hindrances. Consequently, no TICT state is observed in
these dyes and the TICT is not connected to a barrier-free evolution in the excited state PES, as
described in the literature. In order to study the possibility of twisting in the excited state, the
PESs of S0 and S1 were calculated for the torsion of the C–NR2 bond in the chromophore F.
The ground state PESs (in both solvents) showed minima at 30◦ and 210◦ separated by barriers

Figure 3.7: PESs of the S0 and S1 states calculated at the B3LYP(35)/6-31G(d,p) level and with a polarizable
continuum model for MeOH and heptane.

of 1.87 eV (MeOH) and even 2.55 eV (heptane). The excited states exhibit a similar behavior.
Here, the minima here were found at ca. 34◦ (MeOH) and 38◦ (heptane). These values are
consistent with the angles observed in the optimized S1 geometries of F, recall A.6 of the Ap-
pendix. The PESs of the ground and the excited states are almost parallel and no evidence for
a minimum at 90◦ was found. A further optimization of the S1 starting in the twisted geometry
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(90◦) evolved to the same structure as the S1 optimization from the FC region. Therefore, the
quantum chemical simulations yielded no evidence for a TICT state in the investigated ligands.
The ligand H (depicted in Figure 3.5) is unable to show a TICT by virtue of the rigid N-phenyl-
carbazole donor connected to the linker in position 3 and was only theoretically investigated.
The donor group of this ligand exhibits an enhanced planar π-system that is able to interact
with the π-systems of the linker and the acceptor. This way, the S1 excitation energies were
slightly reduced by 0.05 and 0.02 eV in MeOH and heptane with respect to G. The binding of
the carbazole donor in position 3 led to an increase of the weight of the HOMO → LUMO tran-
sitions to 96% and hence to an increase of the ICT character. This shows that the S1 excitation
energy is not only connected to the size of the π-system of the donor but also to the structural
arrangement of the donor and the capability to interact with the linker and the acceptor.
Based on the quantum chemical analysis of absorption and emission spectra and the correlated
structural properties, theory could explain the observed unusual solvent effects. Furthermore,
the ICT mechanism of the studied dyes was determined to be of PICT nature.
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3.2 Ruthenium(II)-4H-Imidazole Black Absorbers

3.2.1 Optical Properties of 4H-Imidazole-Ruthenium(II) Complexes

Ruthenium(II) polypyridine complexes have been studied intensively due to their outstanding
photophysical properties combined with redox and catalytic activities and a strong stability on
light, heat and electricity. In cooperation with the groups of Prof. Dr. Beckert (IOMC Friedrich-
Schiller Universität Jena), Prof. Dr. Rau (Universität Ulm), Prof. Dr. Dietzek (IPC Friedrich-
Schiller Universität Jena) and Prof. Dr. Popp (IPC Friedrich-Schiller Universität Jena) a wide
range of novel ruthenium(II) polypyridine complexes with 4H-imidazole ligands have been in-
vestigated. In this context, photophysical properties in the FC region, such as absorption and
RR spectra, of the complexes depicted in Figure 3.8 were extensively examined applying theo-
retical methods, see the appended publication 4.4, 4.5, 4.6, and 4.7. Effects of substitution were

Figure 3.8: Investigated ruthenium(II)-4H-imidazole complexes with terpyridine a) and bipyridine ligands b) for
different protonation states. In case of a) a series of substituents in the 4H-imidazole have been
studied. In all theoretical simulations the tert-butyl groups of the polypyridine ligands have been
approximated by methyl groups.

studied by changing the character of R from electron donating to electron withdrawing groups
(NMe2 > Me > H > NHMe+

2 > COOEt), see Figure 3.8a). In addition, the influences of the
polypyridine coordination sphere (terpyridine and bipyridine Figure 3.8b)) and protonation of
the 4H-imidazole ligands on the spectroscopical properties were investigated.
The spectroscopical features of the 4H-imidazole-ruthenium(II) complexes were unraveled us-
ing DFT and and TDDFT methods for the ground and the singlet excited states, respectively.
Solvation effects (acetonitrile) on the ground and excited states (equibrium geometries, vibra-
tional frequencies, excitation energies, oscillator strengths, and excited state gradients) have
been taken into account applying a polarizable continuum model. The standard B3LYP func-
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Figure 3.9: Theoretical absorption spectra of the Ru and RuH species in acetonitrile. A Lorentzian function with
a half-width of 20 nm is employed to broaden the transitions in the spectrum based on the oscillator
strengths represented by black sticks.

State Transition weight / % ∆Ee/eV λ/nm f

Ru
S1 dxz(174) → π∗

im(175) (MLCT) 96 1.81 684 0.0285

S2 dxz(174) → π∗
terpy(176) (MLCT) 96 1.91 650 0.0175

S6 dxy(173) → π∗
im(175) (MLCT) 52 2.40 517 0.4125

dyz(172) → π∗
terpy(176) (MLCT) 28

dyz(172) → π∗
im(175) (MLCT) 11

S9 dyz(172) → π∗
terpy(176) (MLCT) 29 2.70 460 0.0526

dxy(173) → π∗
terpy(177) (MLCT) 20

dxy(173) → π∗
im(175) (MLCT) 17

dxz(174) → π∗
terpy(177) (MLCT) 10

S11 πim(171) → π∗
im(175) (ILCT) 94 2.96 419 0.1746

S14 dxz(174) → π∗
terpy(178) (MLCT) 91 3.22 385 0.0603

RuH
S1 dxz(174) → π∗

im(175) (MLCT) 0.96 1.47 844 0.0075

S4 dxy(172) → π∗
im(175) (MLCT) 0.83 2.29 542 0.4820

S9 πim(171) → π∗
im(175) (ILCT) 0.94 2.87 431 0.2594

S14 πim(168) → π∗
im(175) (ILCT) 0.90 3.29 377 0.0730

Table 3.2: Calculated vertical excitation energies (Ee), wavelengths (λ), oscillator strengths (f ) and singly-
excited configurations of the main excited states of the deprotonated (Ru) and protonated form (RuH)
in the visible range. The principal orbitals are depicted in Figure 3.10.

tional with 20% of exact-exchange gives the most balanced description of the excited states for
this class of complexes, whereas the global hybrid functional PBE0 as well as the long-range
corrected CAM-B3LYP functional increase the global deviations from experiment.138–140

The starting point for the evaluation of substitution effects of the 4H-imidazole were the unsub-
stituted complexes (R−−H), in the deprotonated and protonated forms denoted as Ru and RuH,
respectively. These complexes served as reference systems and have been exclusively studied
in a theoretical manner. In this study the three tert-butyl groups of the terpyridine ligand were
approximated by methyl groups in order to decrease the computational effort. Figure 3.9a) and
b) show the calculated absorption spectra for both species, while Table 3.2 collects the proper-
ties of the main excited singlet states contributing to the visible region. The MOs involved in
the transitions of Table 3.2 are depicted in Figure 3.10. The absorption spectra and the under-
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Figure 3.10: MOs involved in the main configurations of the states responsible for the absorption and RR prop-
erties of the deprotonated (Ru) and protonated (RuH) complexes.

lying excited states show a distinct dependency on the pH. The deprotonated complex exhibits
two weakly absorbing MLCT states (S1 and S2) of CT character to either the 4H-imidazole
or the terpyridine ligand. The very bright S6 of MLCT character displays a mixing of transi-
tions to the 4H-imidazole as well as to the terpyridine ligand sphere. The second absorption
band, by virtue of the S11, is of ILCT character in the 4H-imidazole moiety and is surrounded
by two weakly absorbing MLCT states involving the terpyridine ligand. Protonation of the
4H-imidazole lowered the energies of the S1 as well as of the bright S4 and S9 states, while
the terpyridine character of the MLCT state was drastically decreased. This decrease of the
terpyridine character was also confirmed based on RR spectroscopy. The RR intensities were
calculated within the STA (see Chapter 2.6.2.2) for the S6 and S11 of deprotonated and for the
S4 and S9 of the protonated species, see Figure 3.11. The frequencies of the vibrational modes
were scaled by the factor 0.97 in order to correct for the lack of anharmonicity as well as the
approximated treatment of electron correlation. The RR intensity pattern of the first absorption
band (S6) of the deprotonated complex exhibits several vibrational modes centered at the ter-
pyridine moiety (68, 79, 107, 128, 164, and 190). This is in accordance with the composition of
the S6 wavefunction given in Table 3.2. In contrast, the RR spectrum of the second absorption
band, which is of ILCT character, shows exclusively modes of the 4H-imidazole ligand. Upon
protonation, the influence of the terpyridine ligand is substantially reduced. Hence, the S4 RR
spectrum holds merely two minor intense modes of the terpyridine ligand (165, 185) and the
S9 (ILCT state) shows only modes centered at the 4H-imidazole.
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Figure 3.11: Theoretical RR spectra of Ru (STA, state S6 and S11) and RuH (STA, state S4 and S9) in resonance
with the first and the second absorption bands. The modes associated with vibrations located on
the terpyridine ligand are given in red color. A Lorentzian function with a FWHM of 5 cm−1 is
employed to broaden the calculated transitions.

Substituting the two phenyl with tolyl groups (recall Figure 3.8) increases the electron do-
nating character. The deprotonated (RuMe) and protonated (RuMeH) complexes have been
characterized applying experimental and theoretical methods, while the theoretical analysis
was performed analogous to the unsubstituted complexes (Ru and RuH). Detailed information
concerning the theoretical method and the obtained properties of the excited states of RuMe
and RuMeH can be found in the attached publication 4.4. The absorption spectra of the methyl
substituted complexes, depicted in Figure 3.12a) and b), differ only slightly from the results ob-
tained for the unsubstituted complexes. The excitation energies of the bright MLCT states in

Figure 3.12: Theoretical absorption spectra of the RuMe and RuMeH species in acetonitrile. A Lorentzian
function with a half-width of 20 nm is employed to broaden the transitions in the spectrum based on
the oscillator strengths represented by black sticks.

the visible region (S1, S6, and S9) show merely variations of ±0.01 eV from the data obtained
for Ru. Also the obtained oscillator strengths and the main transitions are almost identical. The
ILCT state in the 4H-imidazole moiety (S11 for both Ru and RuMe) is stabilized by 0.05 eV

upon substitution. The comparison of the protonated species (RuH and RuMeH) gives very
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similar results: On the one hand, the S1 and S4 MLCT states are almost unaffected when in-
creasing the donor character from R−−H to Me. On the other hand, the ILCT state, S9 and
S7 in RuH and RuMeH, respectively, is bathochromically shifted from 2.87 to 2.72 eV upon
substitution. Protonation of the 4H-imidazole ligand leads to an decrease of the influence of
the terpyridine on the first absorption band. This effect was observed in the composition of the
bright MLCT states, S6 and S4 in RuH and RuMeH, as well as in the RR spectra. Since only
one bright singlet state was contributing to the each absorption band and no resolved vibronic
structure was observed in the experimental data, the RR intensities were simulated within the
STA. An excellent agreement between the measured and computed RR spectra was observed
for both absorption bands in the visible region for both protonation states.
Despite the simplifications made in the description of RR intensities (see Section 2.6.2) the
calculation of such intensities based on TDDFT gradients gave a very encouraging agreements
with the experimental data. Since TDDFT calculations are widely employed in the investiga-
tion of photophysical properties of transition metal complexes, this study has shown that the
simulation of RR spectra can give detailed information about the excited states.

Increasing the electron donor character from tolyl to N,N-dimethylaniline considerably affects
the absorption spectra. Two further protonation states were found in addition to the deproto-
nated and the protonated 4H-imidazole ligand, where besides to the 4H-imidazole also one or
both amino groups of the substituent are protonated. These four experimentally and theoreti-
cally observed acid / base equilibria will be denoted as RuNMe2 (deprotonated), RuHNMe2
(single protonated; 4H-imidazole), RuHNHMe2 (double protonated; 4H-imidazole and one
amino group), and , RuHNH2Me2 (triple protonated; 4H-imidazole and both amino groups),
see Figure 3.13a), b), c), and d) for the structure of respective species. The excited states in the
FC regions have been investigated in an analogous manner as reported above, detailed infor-
mation is given in the attached publication 4.5. The absorption spectrum of RuNMe2, depicted
in Figure 3.13a), is characterized by an intense double band structure located between 650 and
450 nm, TDDFT calculations predict the underlying excited states (S6, S7, S8, S9, and S12)
to be of MLCT character, while both transitions to the imidazole as well as to the terpyridine
ligand sphere were found. The red-sided band is mainly given by the S6 an MLCT excitation
to the 4H-imidazole at 2.35 eV, while the blue-sided band is created by virtue of S7, S8, S9,
and S12. Protonation of the 4H-imidazole (RuHNHMe2) led to a bathochromic shift of the
MLCT states of the imidazole, see Figure 3.13b). The S3, S5, and S7 contribute to the double
band structure; the lowest of these states is found at 1.97 eV. Hence, the electron donating
dimethylamino groups stabilize the low-lying excited states in RuNMe2 and RuHNMe2 by
0.06 and 0.32 eV. Similar to the unsubstituted and methyl substituted complexes protonation
of the 4H-imidazole ligand reduces the proportion of terpyridine transitions. Since in case



44 CHAPTER 3. RESULTS

Figure 3.13: Theoretical absorption spectra of the RuNMe2, RuHNMe2, RuHNHMe2, and RuHNH2Me2
species in acetonitrile. A Lorentzian function with a half-width of 3000 cm−1 is employed to
broaden the transitions in the spectrum based on the oscillator strengths represented by black sticks.

of the deprotonated and the single protonated forms five (S6, S7, S8, S9, and S12) and three
(S3, S5, and S7) excited states contribute to the respective absorption bands, the RR spectra
were calculated within the SOS approach for an excitation wavelength of 568 nm. The excited
states have been broadened with a full width at half maximum (FWHM) of 3000 cm−1. The
resulting RR intensity patterns show a good agreement with the experimental data. However,
the excitation energies obtained at TDDFT level of theory are red-shifted up to 0.2 eV with
respect to experiment. This is particularly problematic for RuNMe2, since the influence of the
S6 is now overestimated at the applied excitation wavelength of 568 nm. Thus, the RR spectra
of RuNMe2 shows only few less intense vibrational modes centered at the terpyridine ligand,
whereas the S7, S8, S9, and S12 show a pronounced terpyridine character. In case of RuHNMe2
no terpyridine modes were observed in the calculated RR spectrum, what is in accordance with
the results obtained for the protonated forms RuH and RuMeH.
Further double and triple protonations at the amino groups change its character from electron
donating to electron withdrawing. RuHNHMe2 shows two bright MLCT states (S3 and S5)
to the 4H-imidazole (see Figure 3.13c)), while the excitation energy of the red-sided state (S3)
is lifted again from 1.97 in the single protonated complex to 2.04 eV in the double protonated
one. Protonating the complex to the triple protonated form shifts the excitation energy of the
respective MLCT state (S3) further to 2.24 eV. Both, the composition of the respective excited
state wavefunctions as well as the calculated RR spectra showed no terpyridine contributions.
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Since RuHNHMe2 could not be isolated from the other forms, there is no experimental RR
data at hand of this protonation state. In case of RuHNH2Me2 an excellent agreement between
the measured and the calculated RR intensity pattern was found (see Figure 3.13c)), however,
here one state, the S3, predominately contributed to the RR intensity pattern.
In summary, multiple protonation and its influence on excited states properties have been in-
vestigated in a joint experimental theoretical study. It was shown that protonation effects can
be of vital importance for the excitation energies as well as for the character of excited states
and thus tune electronic donating to electron withdrawing groups. The calculation of RR inten-
sities, even in case for a resonance with several excited states, has been shown to be feasible.
However, a balanced description of the contributing states is essential.

In order to enhance the electron withdrawing character of the substituent with respect to the
protonated dimethylamino species, ethylcarboxy groups were used, see Figure 3.8a). The re-
spective deprotonated and protonated complexes are denoted as RuCOOEt and RuHCOOEt.
The excited states were studied analog as described for the unsubstituted and the methyl sub-
stituted complexes; further details are given in the publication 4.7. The determined absorp-
tion properties of RuCOOEt (see Figure 3.14a)) and its protonated form RuHCOOEt (see
Figure 3.14b)) are very similar to those of Ru and RuH or to RuMe and RuHMe. In the

Figure 3.14: Theoretical absorption spectra of the RuCOOEt and RuHCOOEt species in acetonitrile. A
Lorentzian function with a half-width of 20 nm is employed to broaden the transitions in the spec-
trum based on the oscillator strengths represented by black sticks.

deprotonated form the first absorption band is correlated to the bright S6 with an excitation
energy of 2.32 eV. Similar to the other deprotonated complexes the excited state wavefunction
shows a distinct mixing of MLCT transitions involving both transitions to the 4H-imidazole
as well as to the terpyridine ligand. The second absorption band results from the S11, a bright
ILCT state in the 4H-imidazole moiety with an excitation energy of 2.88 eV. Protonation of
the 4H-imidazole ligand lowers the excitation energy of the MLCT state (S3 for RuHCOOEt)
to 2.23 eV, while the terpyridine character is decreased. In contrast, the ILCT state is slightly
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lifted to 2.92 eV. The simulated RR spectra, obtained by applying the STA, are in very good
agreement with the experimental data in resonance with both absorption bands and for both
protonation states. The RR intensities of RuCOOEt in resonance with the S6 showed several
weak and medium intense vibrational modes of the terpyridine ligand, while the respective RR
spectrum of the S3 for RuHCOOEt holds no significant terpyridine contributions.

Besides the influence of substitution in the 4H-imidazole ligand sphere also diffent polypyri-
dine ligands were investigated. Thus, the terpyridine as well as the chloro ligands were ex-
changed by two bipyridine ligands. These bipyridine complexes, illustrated in Figure 3.8b),
are denoted as RuMeBpy and RuMeHBpy in the deprotonated and the protonated form. The
modification of the polypyridine sphere led to substantial changes in the photophysical proper-
ties of these black absorbers in particular for RuMeBpy, see Figure 3.15a). On the one hand,

Figure 3.15: Theoretical absorption spectra of the RuMeBpy and RuHMeBpy species in acetonitrile. A
Lorentzian function with a half-width of 3000 cm−1 is employed to broaden the transitions in the
spectrum based on the oscillator strengths represented by black sticks.

the absorption spectrum of RuMeBpy shows an intense band at 546 nm accompanied by a
red-sided shoulder. This is in accordance with the absorption spectra obtained for all deproto-
nated terpyridine complexes. On the other hand, the high energy region of the visible region
is dominated by an intense double band structure at 467 and 443 nm, respectively. Hence, a
large part of the visible range is covered by intense absorption bands and an enhanced over-
lap with the solar radiation spectrum is obtained. The protonated bipyridine complex shows
similar absorption features (see Figure 3.15b)) as the above discussed terpyridine species e.g.
RuH, RuMeH, RuHNH2Me2, and RuHCOOEt, whereas a double band structure is observed
at higher energy. The theoretical analysis of the absorption spectra of RuMeBpy and RuMe-
HBpy was performed in the same manner as reported above for the terpyridine complexes. It
was found that the visible region is determined by several excited states of different character.
The MLCT states S1 and S5 of 4H-imidazole character correspond to the first absorption band
and its red-sided shoulder. The higher excited states of either MLCT character to the bipyri-
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dine ligand (S7 and S8) or ILCT character to the 4H-imidazole ligand (S9) are correlated to
the double band structure. Upon protonation the two 4H-imidazole MLCT states (S1 and S5 in
RuMeBpy) are stabilized by 0.2 to 0.3 eV. The high energy region of the visible range is given
by two bright ILCT states (S6 and S9) of the 4H-imidazole ligand as well as a bright MLCT
state (S10) involving the bipyridine moiety.
After the main excited states that contribute to the absorption spectra have been identified, the
RR have been thoroughly studied experimental and theoretically. The theoretical analysis of
the RR spectra, using the SOS approach, was performed with contributions of the four main
excited singlet states of the deprotonated (S5, S7, S8, and S9) and the protonated (S3, S6, S9,
and S10) complexes. The RR intensity pattern of RuMeBpy was obtained in terms of several
excitation wavelengths covering the visible range. In the case of RuMeHBpy only two exci-
tation wavelengths have been studied: One in resonance with the first and the other one with
the second absorption band. The comparison of the simulated and calculated RR spectra re-
vealed inaccuracies based on the deviation of the TDDFT predictions of the excitation energies
of the contributing states with respect to the experiment. Hence, the RR spectra have been
recalculated employing shifted excitation energies that allowed for better reproduction of the
experimental intensity pattern of the absorption spectra. The new obtained RR intensities were
then found to be in excellent agreement with the experimental data. Therefore, the wavelength
dependency was correctly reproduced for both protonation states. These results showed that
the main source of errors in the simulation of RR intensities is correlated to inaccuracies in
the estimation of excitation energies. This is especially the case if electronic states of different
character, e.g. as in the present case MLCT and ILCT, contribute to the absorption and thus
also to the RR spectra. In addition, interference effects between the electronic states have been
determined based on calculated RR intensities and found to be almost negligible for RuMeBpy
and RuHMeBpy.
This study showed that accurate RR spectra can be obtained for transition metal complexes
even in cases where several excited states of different character contribute to the absorption
band.
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3.2.2 Photo Induced Relaxation Pathways of Ruthenium(II)-4H-Imidazole
complexes

The photoinduced relaxation pathways of a terpyridine 4H-imidazole based ruthenium com-
plex, namely RuMe in the respective protonation state, have been investigated in a joint ex-
perimental theoretical study. The synthesis of the complexe was achieved in the groups of
Prof. Dr. Beckert (IOMC Friedrich-Schiller Universität Jena) and Prof. Dr. Rau (Universität
Ulm), while the spectroscopy and dynamical studies were performed in the group of Prof. Dr. Di-
etzek (IPC Friedrich-Schiller Universität Jena). The theoretical analysis was carried out in
order to obtain detailed insight into the deactivation mechanisms after photoexcitation, the ob-
tained results are collected in publication 4.7.
The starting point to understand the photoinduced dynamics of RuMe and RuHMe (recall
Figure 3.8a)) were the already determined absorption properties in the FC, see appended pub-
lication 4.4.138 To complete the understanding of the conformational relaxation behavior four
electronic states, namely the singlet ground state (S0), the bright low-lying excited singlet state
(RuMe: S6 and RuMe: S4) populated upon excitation, the triplet ground state in the FC struc-
ture (Ttwist) and a planarizing triplet state (Tplan), have been studied for both complexes. For de-
tails concerning the nature of these states the reader is refered to the appended publication 4.7.
The respective equilibrium structures of these states are denoted as: FC for S0, 1MLCT for S6

or S4, 3MLCT for Ttwist, and 3MLCTplan for Tplan. These equilibrium structures differ mainly
in the ruthenium-4H-imidazole bond lengths (r1 and r2) as well as in the torsion of the tolyl
groups with respect to the 4H-imidazole ligand. These coordinates are labeled in Figure 3.16
and their values are collected in Table 3.3. On the one hand, the equilibrium geometries of the

Figure 3.16: Bond lengths r1 and r2 as well as di-
hedral angles δ1 and δ2 for RuMe and
RuMeH.

Geometry r1 / Å r2 / Å δ1 /
◦ δ2 /

◦

RuMe
FC 2.11 2.19 66.1 48.2
1MLCT 2.14 2.17 50.2 38.7
3MLCT 2.07 2.12 44.5 40.4
3MLCTplan 2.74 2.16 16.3 69.5

RuMeH
FC 2.11 2.17 60.7 46.1
1MLCT 2.18 2.28 49.5 30.2
3MLCT 2.10 2.12 50.0 44.8
3MLCTplan 2.82 2.18 38.9 59.3

Table 3.3: Bond lengths r1 and r2 and dihedral an-
gles δ1 and δ2 in the equilibria: FC,
1MLCT, 3MLCT, and 3MLCTplan for
RuMe and RuMeH, respectively.
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deprotonated and protonated complex FC, 1MLCT, and 3MLCT show similar structural fea-
tures. Here, both tolyl moieties are twisted out of planarity and both ruthenium–4H-imidazole
bonds are within 2.1 to 2.3 Å. On the other hand, 3MLCTplan features a planarization in δ1
in case of RuMe, while for RuMeH merely a partial planarization in δ2 was observed. For
both protonation states the planarization or rather the partial planarization is accompanied by
an opening of the bond r1, while the other ruthenium-4H-imidazole bond is unaffected.
The excitation energies of the four states in their equilibria with respect to S0 in the FC struc-
ture are illustrated in Figure 3.17a) and b) for the deprotonated and protonated form. Two

Figure 3.17: Schematic representation of the relative energies of the singlet ground state S0, the excited singlet
state S6 or S4, the twisted triplet state Ttwist, and the planarized triplet state Tplan for the equilib-
rium geometries (FC, 1MLCT, 3MLCT and 3MLCTplan) of RuMe and RuMeH. The given dihedral
angles δ1 and δ2 refer to the torsion of the tolyl groups with respect to the H-imidazole (see Fig-
ure 3.16).

competitive relaxation pathways upon photoexcitation to the S6 or S4 were determined. After
ISC to the triplet manifold Ttwist and Tplan are accessible. Experimentally, it was found that
for RuMe the planarized triplet state is populated, while for RuMeH the twisted triplet state
is populated, since this state is stabilized upon protonation of the 4H-imidazole ligand. The
theoretical analysis of the deprotonated complex has predicted equal energies of the two com-
petitive triplet states in their respective equilibria (Ttwist: 1.05 eV and Tplan: 1.07 eV). Thus, a
population of both states is likely to take place. The results for the protonated form indicated a
preferred population of the twisted triplet state, since it is stabilized by 0.15 eV with respect to
the equilibrium of the planar triplet state.
Our calculations provided evidence for the experimentally observed relaxation pathways. In
addition, it was proven that one deactivation channel is correlated to pronounced structural
changes in the ligand sphere of the H-imidazole. More insight into the dynamics upon pho-
toexcitation, can only be obtained with quantum dynamical simulations performed on accurate
multiconfigurational PESs. Unfortunately, such calculations are currently a formidable task
and have not been attempted here.
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3.3 Electron Transfer in a Ruthenium(II)-4H-Imidazole-Rutile
model

After extensively studying the photophysical properties of a new family of black absorbers
based on ruthenium(II)-4H-imidazole complexes with respect to substitution effects as well as
the dynamics upon photoexcitation (recall Chapter 3.2.1 and 3.2.2) it seems natural to concen-
trate now on their application in real life DSSCs. All investigated dyes of Chapter 3.2.1 are
lacking an anchoring group in order to attach the complex on a surface. Thus, a complex based
on RuMe containing a carboxylic acid group on the phenyl ring was utilized. This complex,
depicted in Figure 3.18, exhibits several protonation states involving the 4H-imidazole as well
as the carboxylic acid group. The focus was set on three protonation states: RuMeCOO−

(4H-imidazole and anchoring group deprotonated), RuMeHCOO− (4H-imidazole protonated
and anchoring group deprotonated), and RuMeHCOOH (4H-imidazole and anchoring group
protonated).

Figure 3.18: Investigated ruthenium(II)-4H-imidazole complexes, in three studied protonation states
(RuMeCOO−, RuMeHCOO−, and RuMeHCOOH), with a carboxy acid anchoring group. In all
theoretical simulations the tert-butyl groups of the terpyridine ligand have been approximated by
methyl groups.

In order to estimate the influence of the anchoring group on the excited state properties the three
respective protonation states were analyzed by means of absorption and RR spectroscopy. The
equilibrium structures have been optimized at the DFT level of theory using the B3LYP func-
tional and the 6-31G(d) double-ζ basis set as well as the MBW-28141 effective core potential
for the inner shells of the ruthenium. The corresponding absorption spectra were simulated by
means of TDDFT using the 120 lowest singlet excited states with the same exchange corre-
lation functional and basis set as for the electronic ground state. Interactions with the solvent
(acetonitrile) have been taken into account using the integral equation formalism of the polar-
izable continuum model for both the ground and excited states.
The simulated UV-vis spectra (with a FWHM of 3000 cm−1) are depicted in Figure 3.19 for
RuMeCOO−, RuMeHCOO−, and RuMeHCOOH along with the experimental spectra.
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Experimentally, only the absorption spectrum of the deprotonated and for one unidentified
protonated species were available. Table 3.4 collects the data of the main excited singlet states
contributing to the absorption in the visible region, while the MOs involved in the main transi-
tions are illustrated in Figure 3.21. The obtained results state very similar absorption properties
of the deprotonated form ( RuMeCOO−) with respect to RuMe. The visible range is mainly
characterized by two excited states: S6 and S13. The S6 state (2.40 eV) is of MLCT nature,
while transitions to the 4H-imidazole ligand as well as to the terpyridine ligand are involved.
The less intense S1 was assigned to the red-sided shoulder at approximately 700 nm in the
experimental spectrum. In addition, the medium absorbing S10 and S18 are found at 2.68 and
3.18 eV. Both states comprise mainly MLCT transitions to the terpyridine ligand sphere. Fur-
thermore, an additional bright ILCT state (S24) is located at 3.39 eV The simulated absorption
spectra of both protonated complexes ( RuMeHCOO− and RuMeHCOOH) feature a similar
shape. However, the composition of the underlying excited states showed distinct differences
for the two protonation states. The main absorption bands of RuMeHCOOH− are given by
the S5 (2.28 eV) MLCT state (transitions to the 4H-imidazole), of the states S11 and S12 (2.74
and 2.76 eV) of mixed ILCT (4H-imidazole) and MLCT (terpyridine) character, and of a ILCT
state (S17) at 3.12 eV of the 4H-imidazole ligand. Upon further protonation of the anchoring
group, the energetic position of the first absorption band is conserved. TDDFT revealed the
two underlying excited states, S3 and S4, to be composed of MLCT transitions to both aro-
matic ligand spheres. The second absorption band is correlated to a ILCT state, the S6, with
a main transition involved in the 4H-imidazole. At 2.98 eV a mixed state (S12) with ILCT
(4H-imidazole) as well as MLCT (terpyridine) character was found. Based on the simulated
absorption spectra, no significant influence of the anchoring group on the excited state proper-
ties was found for the deprotonated complex, RuMeCOO−. However, the absorption bands
in the visible range of protonated complexes, RuMeHCOO− and RuMeCOOH, were found
to feature, in contrast to the findings for RuMeH, an enhanced terpyridine character. The only
exception is the first absorption band (S5) in RuMeHCOO−, which shows analogous to the
S4 of RuMeH a decreased influence of the terpyridine ligand.
In order to unravel the changes in the nature of the corresponding excited states in more detail
and further to allow an unambiguous assignment of the protonated complexes to spectroscopi-
cal features, RR spectroscopy was applied. Based on the calculated absorption spectra, recall
Figure 3.18, several excited states contribute to the respective absorption bands. This is espe-
cially the case for the protonated complexes. Thus, the RR spectra have been simulated using
the SOS method; all three protonation states have been broadened with a FWHM of 3000 cm−1.
For RuMeHCOO− contributions from the five excited states S6, S10, S13, S18, and S24 have
been taken into account. In case of the protonated forms four state have been considered,
namely S5, S11, S12, and S17 for RuMeHCOO− and S3, S4, S6, and S12 for RuMeHCOOH.
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State Transition weight / % ∆Ee/eV λ/nm f

RuMeCOO−

S1 dxz(193) → π∗
im(194) (MLCT) 82 1.86 667 0.0347

dxz(193) → π∗
terpy(195) (MLCT) 13

S6 dxy(192) → π∗
im(194) (MLCT) 58 2.40 516 0.4562

dyz(191) → π∗
terpy(195) (MLCT) 37

S10 dyz(191) → π∗
terpy(195) (MLCT) 34 2.68 463 0.0890

dxy(192) → π∗
im(194) (MLCT) 24

dxy(192) → π∗
terpy(196) (MLCT) 19

dxz(193) → π∗
terpy(196) (MLCT) 9

S13 πim(187) → π∗
im(194) (ILCT) 0.94 2.94 422 0.2038

S18 dxz(193) → π∗
terpy(197) (MLCT) 0.94 3.18 390 0.0592

S24 πim(186) → π∗
im(194) (ILCT) 0.91 3.39 366 0.1617

RuMeHCOO−

S1 dxz(193) → π∗
im(194) (MLCT) 96 1.53 812 0.0104

S5 dxy(190) → π∗
im(194) (MLCT) 82 2.28 544 0.5521

S11 πim(187) → π∗
im(194) (ILCT) 30 2.74 452 0.1696

dyz(191) → π∗
terpy(196) (MLCT) 22

dyz(191) → π∗
terpy(195) (MLCT) 19

dxy(190) → π∗
terpy(196) (MLCT) 14

S12 πim(187) → π∗
im(194) (ILCT) 63 2.76 449 0.1543

dyz(191) → π∗
terpy(195) (MLCT) 13

dxy(190) → π∗
terpy(196) (MLCT) 12

S17 πim(186) → π∗
im(194) (ILCT) 97 3.12 398 0.1251

RuMeHCOOH
S1 dxz(193) → π∗

im(194) (MLCT) 95 1.39 892 0.0094

S3 dxz(193) → π∗
terpy(195) (MLCT) 83 2.23 556 0.1055

dxy(191) → π∗
im(194) (MLCT) 13

S4 dxy(191) → π∗
im(194) (MLCT) 71 2.25 552 0.4475

dxz(193) → π∗
terpy(195) (MLCT) 14

S6 πim(190) → π∗
im(194) (ILCT) 93 2.61 475 0.3090

S12 πim(189) → π∗
im(194) (ILCT) 57 2.98 415 0.0616

dxy(191) → π∗
terpy(196) (MLCT) 32

Table 3.4: Calculated vertical excitation energies (Ee), wavelengths (λ), oscillator strengths (f ) and singly-
excited configurations of the main excited states of the deprotonated form ( RuMeCOOH−) and pro-
tonated forms ( RuMeHCOOH− and RuMeHCOOH) in the visible range. The relevant orbitals are
depicted in Figure 3.21.
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Figure 3.21: MOs involved in the main configurations of the states responsible for the absorption and RR proper-
ties of the deprotonated (RuMeCOO–) and protonated (RuMeCOO– and RuMeCOOH) complexes.
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For all three complexes excitation wavelengths of 568 and 413 nm have been used for the RR
intensities. Due to the lack of information concerning the experimental position of the absorp-
tion bands no shifts on the calculated excitation energies were applied. The resulting simulated
RR spectra are depicted in Figure 3.20a), b), and c) for the RuMeCOO−, RuMeHCOO−,
and RuMeHCOOH, respectively. Similar to the absorption, the simulated RR spectra of
RuMeCOO− were found to be almost identical to the RR spectra of RuMe. The RR inten-
sity pattern shows few weak vibrational modes located at the terpyridine ligand (120, 139,
177, and 210) for the first absorption band (excitation wavelength: 568 nm). The resonance
with the second absorption band (excitation wavelength: 413 nm) revealed exclusively 4H-
imidazole centered normal modes. Upon single protonation to RuMeHCOO− the influence
of the terpyridine ligand is slightly decreased, here merely three very weak terpyridine modes
are observed (140, 154, and 179). However, the intensities of the terpyridine modes, correlated
to the S11 and S12, are most likely overestimated for the excitation wavelength of 568 nm. This
is caused by the excitation energies of the states corresponding to the second absorption bands.
Especially in the protonated complexes, the excitation energies of the states correlated to the
second band are underestimated. For this family of ruthenium(II) complexes deviations of ap-
proximately 0.3 eV have been determined .138–140,142 The RR spectrum of the second absorption
band, simulated for an excitation wavelength of 413 nm, showed mainly vibrational modes of
the terpyridine ligand, due to the predominance of S11 and S12. In contrast, the RR intensity
pattern of the second absorption in RuMeH featured exclusively 4H-imidazole contributions.
The double protonated complex, RuMeHCOOH, shows a very different composition of the
RR intensively patterns. In resonance with 568 nm, the simulated RR spectrum implied an pro-
nounced mixing of vibrational modes of the 4H-imidazole as well as of the terpyridine ligand
sphere. The reason for this is that the main contributing excited states, S3 and S4, are both of
ambivalent character, see Table 3.4. The RR spectra of the second absorption band (413 nm)
features (except for the mode 122) only modes of the 4H-imidazole ligand, due to the very
bright S6 involving an ILCT in the 4H-imidazole.
It was shown that a carboxy acid anchoring group influences the composition of the bright
excited states in the FC region substantially. This is especially the case, for RuMeHCOO−

and RuMeHCOOH. On the one hand, the first absorption band in RuMeHCOO− showed
only marginal terpyridine contributions, while the terpyridine character of the second absorp-
tion band in RuMeHCOO− was enhanced based on the results obtained for RuMeH. On
the other hand, the first absorption band in RuMeHCOOH exhibits a pronounced mixing of
4H-imidazole and terpyridine contributions, while the second absorption band is predominantly
given by the 4H-imidazole ligand. Based on the theoretical analysis of the absorption spectra of
the single and double protonated complexes, no unambiguous assignment of the experimental
UV-vis spectrum and hence, an identification of the present protonation state is possible, recall
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Figure 3.19a) and b). However, the simulated RR spectra indicated to very different inten-
sity patterns of RuMeHCOO− and RuMeHCOOH for both applied excitation wavelengths.
Hence, an unambiguous assignment of the protonation state, based on RR spectroscopy, will
be possible once the experimental measurements are performed.

In the investigation of the spectroscopical features of RuMeCOO−, RuMeHCOO−, and
RuMeHCOOH it was shown that RuMeHCOO− is suitable to allow an almost quantitative
CT to the 4H-imidazole ligand by virtue of S5. In addition, the results obtained for RuMeH,
see attached publication 4.7, indicated to a population of the twisted triplet state, where one
electron is located in the dxz and the other one in a π∗

im orbital, see Chapter 3.2.2. In case of
RuMeHCOO− the minimum of the twisted triple state is located 1.19 eV above the S0 in the
FC region and is stabizileb by 0.26 eV (with respect to S0 in the FC structure) in its equilibrium
geometry. This equibrium structure (r1 = 2.10 Å, r2 = 2.13 Å, δ1 = 50.1◦, and δ2 = 44.8◦)
showed merely small deviation from the respective 3MLCT structure, see RuMeH Table 3.3.
Thus, RuMeHCOO− was selected to study an IET, after photoexcitation to the S5 state and
a subsequent relaxation via the triple manifold to the twisted triple state, to a titanium dioxide
surface.
Three main modifications of TiO2, namely rutile, anastase, and brookite, are well-known. The
TiO2 surface has been approximated by means of a (TiO2)15 cluster in the thermodynamical sta-
ble rutile modification. The rutile cluster was constructed based on symmetry using the space
group P42/mnm. The atom positions (x, y, z) of the respective titanium and oxygen atoms
are obtained multiplying the Wyckoff positions (2a) or (4f) with the lattice parameters.143 The
Wyckoff positions (2a) and (4f) are given by:

(2a) : (0, 0, 0) ;

1
2
, 1
2
, 1
2


, (3.1)

for two adjacent titanium atoms and by:

(4f) : ± (u, u, 0) ;

u+ 1

2
, 1
2
− u, 1

2


, (3.2)

for the respective four oxygen atoms. Applying the lattice parameters:

a = 4.59373 Å, b = 4.59373 Å, c = 2.95812 Å, (3.3)

and u = 0.3053 to the Wyckoff positions yielded the atom positions.143 This resulted in the
TiO2 cluster depicted in Figure 3.22. Further, the cluster was saturated using hydroxid ions and
water to give with the attached RuMeHCOO− a neutral charge. For the coordination of the
deprotonated carboxylic acid anchoring group, there are several possibilities, while the three
most relevant scenarios are given by:

• µ, see Figure 3.23a), where each oxygen of the deprotonated carboxylic acid coordinates
each one titanium,
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• κ2, see Figure 3.23b), where both oxygens coordinate the same titanium,

• κ1, see Figure 3.23c), where only one oxygen is coordinated to one titanium atom.

Figure 3.22: (TiO2)15 cluster, saturated with OH– and H2O, and attached RuMeHCOO− giving a total charge
of ±0. a) illustrates the photoexciation and subsequent IET from RuMeHCOO− (π∗

im) to the TiO2

cluster. In b) and c) the QM and MM regions in the RO and the OR state are shown, while the bold
sticks refer to the QM and the thin sticks to the MM region.

Figure 3.23: Bondind scenarios µ (a), κ2 (b), and κ1 (c) of a carboxylic acid anchoring group on a rutile surface.

The dissociative bridging-bidentate configuration (µ) was found to be the most stable one for
rutile tpye TiO2 surfaces using DFT methods.50,144–146 Hence, this configuration was used as a
starting condition for the investigation of the IET following photoexciation, see Figure 3.22.
In a global picture, the IET is described by a oxidation of ruthenium(II) to ruthenium(III),
while the TiO2 cluster is reduced. However, the actual IET occurs after photoexcitation and
relaxation in the triplet manifold (see above) from the twisted triplet state, where one electron
resides in the dxz and the excited electron is locaded in a π∗

im orbital. From here, the electron in
the π∗

im orbital may be transfered to the TiO2 cluster, as illustrated in Figure 3.22a). Thus, the
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initial state (RO) is a triplet, since RuMeHCOO− is in the twisted triplet state and the TiO2

cluster is a singlet. Likewise, the final state (OR) is also a triplet because RuMeHCOO− and
the TiO2 cluster are both doublets. A representation of the electronic configuration of RO and
OR is provided in Figure 3.24a) and b). The simulation was performed, using the Gaussian 09

Figure 3.24: SOMOs in the initial RO state (a) and in the final state OR (b) obtained at the TD-B3LYP/6-31G(d)
level of theory and a polarizable continuum model (acetonitrile).

program, at the TDDFT level of theory with the B3LYP functional and the 6-31G(d) basis set
within acetonitrile (polarizable continuum model). The effective core potentials MBW-28 and
MDF-10147 were applied for the inner shells of the ruthenium and titanium, respectively.
In order to predict an IET rate between the two states, RO and OR, well relaxed equilibria for
these states are inevitable. Hence, QM/MM coupled MD simulations using the CP2K pack-
age148–151 with the pure function PBE152,153 have been initiated. In order to account for inner
as well as outer-sphere contributions to the IET, the initial structures have been surrounded by
three layers of acetonitrile molecules described at MM level of theory. As illustrated in Fig-
ure 3.22b), in RO the RuMeHCOO− fragment is described at QM and the titanium dioxide
cluster at MM level of theory (recall Section 2.7.2). Exemplarily, Figure 3.25 shows the molec-
ular system in the RO state surrounded by the solvating acetonitrile molecules. Accordingly,
OR is described with the rutile cluster via QM and the RuMeHCOO− fragment at MM level
of theory, see Figure 3.22c). The evolution (relaxation) of RO and OR is studied within 3 ns and
a time step of 1 fs. Hence, 3.000.000 steps are calculated within each state, respectively. Un-
fortunately, these relaxations, in the acetonitrile solvent bath, are still running. Subsequently,
a distribution of the geometries, starting from the well relaxed RO and OR equilibria, will be
obtained employing further QM/MM coupled MD simulations. In each obtained configuration,
the ionization energy and electron affinities are calculated, giving access to the respective en-
ergy gaps and, hence, to the reorganization energy as well as to the free reaction energy and
thus to the IET rate; see Section 2.7.2.



Figure 3.25: Starting structure of QM/MM coupled MD simulation of the RO state (QM: RuMeHCOO−,
MM: TiO2 cluster) surrounded by the acetonitrile solvent described at the MM level of theory.
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acterization, X-ray structure, DFT calculations and test
as sensitizers for DSSC
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a b s t r a c t

Four donor-(p-conjugated-bridge)-acceptor type dyes A-D were designed and synthesized. These new
compounds use an unconventional 4-hydroxy-1,3-thiazole building block as an additional chromophore
for light harvesting and to extend the p-conjugated system of the molecules. The synthetic route
involved a double N-arylation HartwigeBuchwald reaction using Pd(dba)2 as precatalyst and P(tBu)3 as
ligand. Two different triarylamines and a 4-methoxyphenyl group were used as electron donor moieties.
The electron acceptor (anchoring) group was 2-cyanoacrylic acid for all dyes, whereas the p-spacer
was varied and the influence was investigated. The dyes were thoroughly characterized
using photophysical and electrochemical methods and by density functional theory calculations. Addi-
tionally, they were evaluated in nanocrystalline TiO2-based dye-sensitized solar cells (DSSCs). The DSSCs
were prepared with and without deoxycholic acid (DCA) as a co-adsorbent to inhibit dye aggregation.
The efficiencies obtained were low for DSSCs fabricated without DCA, but were significantly improved for
DCCS with co-adsorbed DCA. Additionally, the X-ray structure of dye D was obtained, demonstrating the
stereochemistry and planar geometry of the molecule. The DSSC based on dye A showed an efficiency of
h ¼ 1.70% (Jsc ¼ 4.49 mA cm�2, VOC ¼ 0.61 V, FF ¼ 0.62) under 100 mW cm�2 simulated AM 1.5 G solar
irradiation compared to h ¼ 4.1% of the standard N3 obtained under same conditions.

� 2012 Elsevier Ltd. All rights reserved.

1. Introduction

The 4-hydroxy-1,3-thiazoles are a well known type of hetero-
cyclic compounds [1]. This building block was revived from our
group due to the similarity to the naturally occurring luciferine, the
light-emitting dye of fireflies, and their interesting optical proper-
ties. Since then, they have received interest due to their use as light
harvesting ligands in Ru(II) polypyridyl complexes [2], as blue-
emitting dyes in polymers [3], and because of their tuneable
absorption and emission spectra [4], high quantum yields and
extinction coefficients, and easy functionalization [5].

In this paper, new thiazole dyes were designed, that consist of
a donor-(p-conjugated-bridge)-acceptor structure (DepeA), e.g.
a main prerequisite of sensitizers in dye-sensitized solar cells
(DSSCs). Molecules with this special structural architecture have
attracted attention since they can be used as emissive materials in
molecular electronics [6,7], as fluorescent probes in biochemical
applications [8], as nonlinear optical (NLO) materials [9,10], in
organic light-emitting diodes (OLEDs) [11] and of course, in DSSCs.

DSSCs have received considerable attention as one possibility to
convert solar energy into electricity. Numerous compounds have
been tested [12e15] since their description by Grätzel et al. in 1991
[16], and the efficiency was driven up to 11.1% for small DSSCs
sensitized with N3 and up to 10.3% for DSSCs sensitized by an
organic-dye [17,18]. Recently, a new record was obtained from Yella
et al. using a porhpyrine dye as sensitizer and a cobalt (II/III) redox
electrolyte instead of the commonly used iodide/triiodide (I�/I3�)
redox couple, exceeding an efficiency of 12% [19]. The advantages of
organic sensitizers toward Ru(II) polypyridyl complexes, such as N3,
N719, and the black dye, are higher molar absorption coefficients,

* Corresponding author. Fax: þ49 3641 948212.
** Corresponding author. Fax: þ49 211 81 12179.
*** Corresponding author. Fax: þ49 3641 9 48302.
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often simpler synthesis procedures and structure varieties and,
naturally, lower costs for the production of a DSSC [20]. The record
mentioned for a DSSC with an organic sensitizer was set by a dye
containing a triarylamine-based donor. This moiety is extraordi-
narily promising in various fields of organic dyes [21e26] and was,
therefore, predominantly used in this study.

One important possibility to tune the optical properties of
organic sensitizers is by alternating the p-conjugated bridge which
typically consists of thiophenes and corresponding derivatives (e.g.
bithiophene, ethyldioxythiophene). They proved to be more
advantageous than an oligoene bridge, which undergoes cis-trans
isomerisation or oxidation reactions [27]. In this contribution, we
substituted the commonly used thiophene unit with a novel
etherified 4-hydroxy-1,3-thiazole chromophore to build up D-p-A
dyes with high molar extinction coefficient and to expand the
absorption spectra further into the solar spectral region. Dyes with
a similar structure already proofed to be effective as sensitizers in
DSSCs [28,29]. Consequently, two different triarylamines and one
4-methoxyphenyl unit were used as electron donors and the
influence of the length of the conjugated bridge was verified. 2-
cyanoacrylic acid was used as the electron acceptor/anchoring
group for the nanocrystalline TiO2 surface. The dyes obtained were
characterized by UV/Vis and emission spectroscopy, electro-
chemical measurements, and quantum chemical methods.
Furthermore, they were tested regarding their application as
sensitizers in DSSCs.

2. Experimental section

2.1. General procedures and spectroscopic measurements

1H, 13C NMR and the corresponding correlation spectra were
recorded on a Bruker AC-250 (250 MHz) and AC-400 (400 MHz)
spectrometer. Chemical shifts (d) are given relative to solvents and all
coupling constants are given in Hz. UV/Vis data of the compounds
were collected on a Lambda 19 from PERKIN-ELMER and fluores-
cence spectra were measured on a Jasco FP 6500. Optical absorption
spectra of the adsorbed dyes were recorded by using a Cary 300 UV/
Vis spectrophotometer operated at a resolution of 1 nm. The
absorption spectra of the electrodes were measured in a reflection
arrangement and the absorption of pure TiO2 nanoparticles was
subtracted. Measurements of the fluorescence intensity were carried
out on a Perkin Elmer lambda16 UV/VIS spectrometer in the
perpendicular excitation-emission geometry, at excitation condi-
tions where the absorbance in the most red-shifted absorption was
<0.05. The emission quantumyields were determined by comparing
the corrected emission spectra with the reference spectrum of
quinine sulfate (F ¼ 0.55). All compounds were excited in their
absorption maximum. The fluorescence lifetimes of the thiazoles
were obtained by time-correlated single photon counting (TCSPC)
after excitation with a frequency-doubled Ti-sapphire laser
(Tsunami, Newport Spectra-Physics GmbH), i.e. lex ¼ 650 nm. The
repetition rate of the laser was adjusted to 0.8 MHz by a pulse
selector (Model 3980, Newport Spectra-Physics GmbH). The emis-
sion of the thiazoles was detected using a streak-camera in TCSPC
mode. Elemental analysis was carried out on a Leco CHNS-932. Mass
spectra were measured either on a Finnigan MAT SSQ 710 (EI) or
MAZ 95 XL (FAB) system. MALDI-TOFMSwas performed on a Bruker
Ultraflex TOF/TOF mass spectrometer equipped with a 337 nm
nitrogen laser operated in the reflectron mode using an acceleration
voltage of 25 kV, and dithranol (Bruker, #209783) was used as
matrix. Electrochemical measurements were performed on a Met-
rohm Autolab PGSTAT30 potentiostat with a standard three-
electrode configuration. The experiments were carried out in
degassed solvents containing 0.1 M Bu4NPF6 salt. At the end of each

measurement ferrocene (Fc/Fcþ) was added as an internal standard.
Starting materials were commercially obtained from SigmaeAldrich
and used as received. TLC was from Merck (Polygram SIL G/UV254,
aluminum oxide 60 F254). The material for Column chromatography
was also obtained from Merck (Silica gel 60).

2.2. Synthesis of the compounds

2.2.1. 5-(4-Nitrophenyl)-2-(thiophen-2-yl)thiazol-4-ol (1)
A mixture of thiophene-2-carbothioamide (2.50 g, 17.5 mmol)

and ethyl 2-bromo-2-(4-nitrophenyl)acetate (5.46 g, 19.0 mmol, 1.1
equiv) in 100 mL toluene was heated under reflux for 24 h, and an
orange precipitate occurred. After the reaction was cooled down to
50 �C, pyridine (5 mL) was added and stirring was continued for
additional 30 min. The mixture was cooled to 0 �C, filtered through
a glass frit, washed with cold EtOH and pentane, and dried in vacuo.
The orange product was pure in terms of elemental analysis and
used without further purification (3.57 g, 11.7 mmol, 67%). mp
279 �C (decomp.). 1H NMR (250 MHz, DMSO-d6): d 7.19 (dd,
J ¼ 4.0 Hz, J ¼ 4.8 Hz, 1H), 7.69 (d, J ¼ 3.2 Hz, 1H), 7.78 (d, J ¼ 5.0 Hz,
1H), 7.87 (m, 2H), 8.20 (m, 2H), 12.53 (s, 1H). 13C NMR (63 MHz,
DMSO-d6): d 160.42, 156.86, 144.09, 138.77, 136.05, 129.949, 128.76,
127.60, 125.63, 124.19, 104.65. MS-EI:m/z 304 (M$þ, 100%), 110 (M$þ

e C8H4NO3S, 60%). Anal. Calc. for C13H8N2O3S2: C, 51.30; H, 2.65; N,
9.20; S, 21.07. Found: C, 51.43; H, 2.84; N, 9.16; S, 20.92. UV/Vis
(DMSO): lmax (log 3): 325 (3.78), 429 (4.10), 611 (4.39).

2.2.2. 4-Methoxy-5-(4-nitrophenyl)-2-(thiophen-2-yl)thizaole (2)
A mixture of 1 (1.86 g, 6.11 mmol) and KOH (0.41 g, 7.33 mmol,

1.2 equiv) in DMSO (50 mL) was stirred for 30 min followed by the
addition of CH3I (1.04 g, 7.33 mmol, 1.2 equiv). The deep blue
mixture was stirred for 24 h at room temperature. The solutionwas
poured into H2O (150 mL) and was extracted with CHCl3
(3 � 50 mL). The combined organic phases were additionally
washed with H2O (3 � 50 mL) to remove the DMSO, dried over
MgSO4 and concentrated in vacuo to give a brown oil which was
further purified by a short gel filtration (silica, CHCl3) to yield the
ether as an orange solid (1.3 g, 4.09 mmol, 67%). mp 144e145 �C. 1H
NMR (250MHz, CDCl3): d 4.22 (s, 3H), 7.10 (dd, J¼ 3.8 Hz, J¼ 5.0 Hz,
1H), 7.44 (dd, J ¼ 1.1 Hz, J ¼ 5.1 Hz, 1H), 7.54 (dd, J ¼ 1.1 Hz,
J¼ 3.7 Hz,1H), 7.81 (m, 2H), 8.20 (m, 2H). 13C NMR (63MHz, CDCl3):
d 161.00, 157.02,145.14, 138.48, 137.18, 128.63, 128.17, 126.71, 126.24,
124.12, 107.81, 58.12. MS-EI: m/z 318 (M$þ, 100%), 288 (M$þ - CH2O,
10%). Anal. Calc. for C14H10N2O3S2: C, 52.82; H, 3.17; N, 8.80; S, 20.14.
Found: C, 52.67; H, 2.90; N, 9.11; S 20.02. UV/Vis (CH2Cl2): lmax (log
3): 254 (3.80), 413 (4.30).

2.2.3. 4-(4-Methoxy-2-(thiophen-2-yl)thiazol-5-yl)aniline (3)
N2H5OH (1.7 mL, 18.7 mmol, 5 equiv, solution 80% in H2O) was

added to a suspension of 2 (1.18 g, 3.73 mmol) and freshly prepared
Raney nickel (catalytic amounts) in MeOH (100 mL) at 50 �C. The
suspension turned green and became clear as the reaction pro-
ceeded. After the reaction had finished, as indicated by TLC (if the
conversion was not complete, more hydrazine was added), the
mixture was diluted with CH2Cl2 (100 mL) and filtered through
a frit on which a 2 cm-thick silica bed was applied to efficiently
remove the Raney nickel. Themixturewas concentrated till dryness
and the crude product was either purified using flash chromatog-
raphy (silica, CHCl3/EtOAc 5:1) or by recrystallization fromheptane/
CH2Cl2 by slow evaporation of the CH2Cl2, yielding the pure amine
as a yellow solid (1.02 g, 3.54 mmol, 95%). mp 114e115 �C. 1H NMR
(250 MHz, CDCl3): d 7.56e7.47 (m, 2H), 7.44 (dd,J ¼ 3.7 Hz,
J ¼ 1.1 Hz, 1H), 7.34 (dd, J ¼ 5.1 Hz, J ¼ 1.1 Hz, 1H), 7.06 (dd, J ¼ 5.1,
J ¼ 3.7 Hz, 1H), 6.77e6.64 (m, 2H), 4.12 (s, 3H), 3.73 (s, 2H).13C NMR
(63 MHz, CDCl3): d 157.86, 152.60, 145.36, 138.27, 128.22, 127.99,
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126.98, 125.20, 121.92, 115.35, 111.55, 57.93. MS-EI: m/z 288 (M$þ,
70%), 136 (M$þ - C7H6NOS, 100%). Anal. Calc. for C14H12N2S2O: C,
58.31; H, 4.19; N, 9.71; S 22.24. Found: C, 57.98; H, 4.12; N, 9.51; S,
22.01. UV/Vis (CH3CN): lmax (log 3): 233 (4.05), 248 (4.03), 283
(3.92), 397 (4.35).

2.2.4. 4-(4-Methoxy-2-(thiophen-2-yl)thiazol-5-yl)-N,N-dip-tolyl-
aniline (3a)

To a solution of 3 (740 mg, 2.57 mmol) in dry and degassed
toluene (30 mL) were added Pd(dba)2 (74 mg, 0.128 mmol, 5 mol%),
P(tBu)3 (130 mL of a 1 M solution in toluene, 0.130 mmol, 5 mol%), p-
bromotoluene (970 mg, 5.70 mmol, 2.2 equiv) and KOtBu (633 mg,
5.70 mmol, 2.2 equiv). The mixture was degassed for 30 min and
heated to 90 �C for 2 days till no educt and monosubstituted
product was left as indicated by TLC (silica, CHCl3/heptane 3:1 Rf
educt ¼ 0.2, Rf monosubstituted product ¼ 0.6, Rf disubstituted
product ¼ 0.7). After the reaction was finished, the mixture was
allowed to cool down to RT, was washed with H2O (3 � 50 mL),
dried over MgSO4 and concentrated in vacuo till dryness. Purifica-
tion using column chromatography yielded the product as a yellow
solid (1.10 g, 2.34 mmol, 91%). mp 174e175 �C. 1H NMR (250 MHz,
CDCl3): d 2.32 (s, 6H), 4.12 (s, 3H), 7.13e6.96 (m, 11H), 7.35 (dd,
J ¼ 5.1 Hz, J ¼ 1.0 Hz, 1H), 7.45 (dd, J ¼ 3.7 Hz, J ¼ 1.1 Hz, 1H),
7.57e7.49 (m, 2H). 13C NMR (63 MHz, CDCl3): d 158.21, 153.04,
146.70, 145.05, 138.01, 132.64, 129.87, 127.87, 127.41, 127.03, 125.24,
124.65, 124.51, 122.47, 110.83, 57.77, 20.79. MS-EI: m/z 468 (M$þ,
100%), 316 (M$þ - C7H6NOS, 90%). Anal. Calc. for C28H24N2OS2: C,
71.76; H, 5.16; N, 5.98; S, 13.68. Found: C, 71.98; H, 5.18; N, 5.82; S,
13.44. UV/Vis (CHCl3): lmax (log 3): 311 (4.23), 417 (4.35).

If the reaction was aborted earlier (after 2 h), the mono-
substituted product, 4-(4-methoxy-2-(thiophen-2-yl)thiazol-5-yl)-
N-p-tolylaniline, was obtained in 70% yield after purification. 1H
NMR (250 MHz, CDCl3): d 7.58 (d, J ¼ 8.7 Hz, 1H), 7.45 (d, J ¼ 3.4 Hz,
1H), 7.35 (d, J ¼ 4.9 Hz, 1H), 7.21e6.89 (m, 2H), 5.69 (s, 1H), 4.14 (s,
1H), 2.32 (s, 1H). MS-EI: m/z 378 (M$þ, 70%), 226 (M$þ - C7H6NOS,
100%).

2.2.5. 4-Methoxy-N-(4-(4-methoxy-2-(thiophen-2-yl)thiazol-5-yl)
phenyl)-N-(4-methoxyphenyl)aniline (3b)

The procedure was similar to that for 3a. 3 (170mg, 0.59 mmol),
Pd(dba)2 (10.2 mg, 0.018 mmol, 3 mol%), P(tBu)3 (30 mL of a 1 M
solution in toluene, 0.030 mmol, 5 mol%), p-bromoanisole (243 mg,
1.29 mmol, 2.2 equiv), KOtBu (146 mg, 0.29 mmol, 2.2 equiv),
toluene (10 ml). After purification (silica, CHCl3/heptane 3:1 Rf
educt ¼ 0.2, Rf monosubstituted product ¼ 0.7, Rf disubstituted
product ¼ 0.8), the product was obtained as an orange oil which
solidified after a few hours (266 mg, 0.53 mmol, 90%). mp
131e132 �C. 1H NMR (250 MHz, CDCl3): d 7.56e7.47 (m, 2H), 7.45
(dd, J ¼ 3.7 Hz, J ¼ 1.0 Hz, 1H), 7.34 (dd, J ¼ 5.1 Hz, J ¼ 1.0 Hz, 1H),
7.13e7.02 (m, 5H), 6.93 (d,J¼ 8.8 Hz, 2H), 6.89e6.79 (m, 4H), 4.12 (s,
3H), 3.81 (s, 6H).13C NMR (63 MHz, CDCl3): d 158.19, 156.04, 152.88,
147.40, 140.86, 138.18, 128.00, 127.55, 127.10, 126.67, 125.31, 123.59,
120.73, 114.84, 111.15, 57.90, 55.62; HRMS Micro-ESI: m/z
500.123743 (calc. for C28H24N2O3S2: 500.12283). UV/Vis (CH3CN):
lmax (log 3): 238 (4.20), 302 (4.30), 414 (4.42).

2.2.6. 4-(2-(2,20-Bithiophen-5-yl)-4-methoxythiazol-5-yl)-N,N-
dip-tolylaniline (3c)

To a solution of 3a (600 mg, 1.28 mmol) in dry THF (15 mL)
at �78 �C under a nitrogen atmosphere was added n-BuLi
(0.615 mL, 1.54 mmol, 1.2 equiv, 2.5 M solution in hexanes) and the
mixture was stirred for 30 min. After warming up to room
temperature and additional stirring for 30 min, the mixture was
cooled again to�78 �C and tributyltin chloride (625 mg,1.92mmol,
1.5 equiv) was added, and stirring was continued for 30 min more,

followed by warming up to room temperature and stirring for 24 h.
The mixture was concentrated and dried in vacuo and used without
further purification. The tin organyl thereby obtained was dissolved
in dry DMF (15 mL) and the mixture was degassed for 15 min. To
this solution, 2-bromothiophene (313mL,1.92mmol, 1.5 equiv) and
freshly prepared Pd(PPh3)4 (60 mg, 0.052 mmol, 4 mol%) were
added, and the mixture was heated to 95 �C for 16 h till no educt
was left, as indicated by TLC (silica, CHCl3/heptane 5:2, Rf
educt ¼ 0.6, Rf product ¼ 0.8). The mixture was concentrated and
directly applied to column chromatography yielding the product as
a red solid (578 mg, 1.05 mmol, 82%). mp 161e162 �C. 1H NMR
(300 MHz, CDCl3): d 7.58 (d, J ¼ 8.7 Hz, 2H), 7.34 (d, J ¼ 3.9 Hz, 1H),
7.27 (d, J ¼ 4.4 Hz, 2H), 7.20e7.01 (m, 12H), 4.17 (s, 3H), 2.37 (s,
6H).13C NMR (75 MHz, CDCl3): d 158.37, 152.55, 146.76, 145.13,
138.96, 137.02, 136.46, 132.72, 130.00, 128.10, 127.49, 125.91, 125.12,
124.78, 124.60, 124.35, 124.29, 122.52, 111.02, 57.84, 20.94. HRMS
Micro-ESI: m/z 551.12687 (calc. for C32H26N2OS3 þ Hþ: 551.12855).
UV/Vis (CH3CN): lmax (log 3): 240 (3.93), 304 (4.15), 442 (4.36).

2.2.7. 5-(5-(4-(Dip-tolylamino)phenyl)-4-methoxythiazol-2-yl)thi-
ophene-2-carbaldehyde (4a, general procedure)

To a solution of 3a (626 mg, 1.34 mmol) in dry THF (10 mL)
at�78 �C under a nitrogen atmosphere, was added n-BuLi (0.59mL,
1.47 mmol, 1.1 equiv, 2.5 M solution in hexanes) and the mixture
was stirred for 30 min. After warming up to room temperature and
additional stirring for 30 min, the mixture was cooled again
to �78 �C and approx. Dry DMF (1 mL) was added and stirring was
continued for 30min followed bywarming up to room temperature
and further stirring for 1 h. The mixture was neutralized with
saturated NH4Cl solution, diluted with CHCl3 (50 mL) and washed
with H2O (3� 50mL). The organic phasewas dried overMgSO4 and
concentrated in vacuo. Column chromatography (silica, CHCl3 to
CHCl3/EtOAc 3:1) yielded the product as a red solid (600 mg,
1.21 mmol, 90%). mp 151e152 �C. 1H NMR (400 MHz, CDCl3): d 9.90
(s, 1H), 7.69 (d, J ¼ 4.0 Hz, 1H), 7.54 (d, J ¼ 8.8 Hz, 2H), 7.47 (d,
J ¼ 4.0 Hz, 1H), 7.08 (d, J ¼ 8.3 Hz, 4H), 7.05e6.97 (m, 6H), 4.13 (s,
3H), 2.33 (s, 6H).13C NMR (100 MHz, CDCl3): d 182.59, 159.00,
150.45, 147.41, 146.60, 144.84, 143.33, 136.55, 133.01, 129.95, 127.66,
125.00, 124.93, 123.55, 121.96, 114.30, 57.88, 20.81. MS-EI: m/z 496
(M$þ, 100%), 468 (M$þ - CO, 20%), 316 (M$þ - C8H6NO2S, 70%). Anal.
Calc. for C29H24N2O2S2: C, 70.13; H, 4.87; N, 5.64; S, 12.91; Found: C,
70.08; H, 4.68; N, 5.92; S, 13.04. UV/Vis (CHCl3): lmax (log 3): 311
(4.29), 332 (4.18), 485 (4.39).

2.2.8. 5-(5-(4-(Bis(4-methoxyphenyl)amino)phenyl)-4-methoxyth-
iazol-2-yl)thiophene-2-carbaldehyde (4b)

The procedure was similar to that for 4a. 3b (249 mg,
0.50 mmol), THF (10 mL), n-BuLi (0.22 mL, 0.55 mmol, 1.1 equiv),
DMF (1 mL). After purification (silica, CHCl3), the product was
obtained as a deep red solid (230 mg, 0.44 mmol, 87%). mp
90e91 �C. 1H NMR (250 MHz, CDCl3): d 9.89 (s, 1H), 7.68 (d,
J ¼ 4.0 Hz, 1H), 7.55e7.47 (m, 2H), 7.45 (d,J ¼ 4.0 Hz, 1H), 7.13e7.00
(m, 4H), 6.96e6.88 (m, 2H), 6.88e6.78 (m, 4H), 4.12 (s, 3H), 3.80 (s,
6H).13C NMR (63 MHz, CDCl3): d 182.79, 158.98, 156.27, 150.29,
148.05,146.79,143.35,140.56,136.81,127.79,126.93,125.06,122.64,
120.21, 114.90, 114.62, 58.01, 55.63. MALDI-TOF: 528.1 (M$þ). Anal.
Calc. for C29H24N2O4S2: C, 65.89; H, 4.58; N, 5.30; O, 12.11; S, 12.13.
Found: C, 65.87; H, 4.54; N, 5.30; S, 12.13. UV/Vis (CH3CN): lmax (log
3): 298 (4.29), 331 (4.18), 476 (4.41).

2.2.9. 5’-(5-(4-(Dip-tolylamino)phenyl)-4-methoxythiazol-2-yl)-2,2’-
bithiophene-5-carbaldehyde (4c)

The procedure was similar to that for 4a. 3c (390 mg,
0.715 mmol), THF (5 mL), n-BuLi (0.37 mL, 0.93 mmol, 1.1 equiv),
DMF (1 mL). After purification (silica, CHCl3), the product was
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obtained as a black solid (380mg, 0.66 mmol, 93%). mp 193e194 �C.
1H NMR (250 MHz, CDCl3): d 2.33 (s, 6H), 4.13 (s, 3H), 7.03 (m, 10H),
7.27 (d, J ¼ 4.3 Hz, 2H), 7.33 (d, J ¼ 4.0 Hz, 1H), 7.52 (d, J ¼ 8.7 Hz,
2H), 7.66 (d, J ¼ 4.0 Hz, 1H). 13C NMR (63 MHz, CDCl3): d 182.29,
158.44, 151.38, 146.93, 146.35, 144.88, 141.99, 139.16, 137.21, 136.83,
132.78,129.89, 127.42,126.72, 125.76, 124.76, 124.48, 123.99, 122.14,
112.10, 57.77, 20.80. MS-EI: m/z 578 (M$þ, 100%), 316 (M$þ e

C12H8NO2S2, 80%). Anal. Calc. for C33H26N2O2S3: C, 68.48; H, 4.53; N,
4.84; S, 16.62. Found: C, 68.46; H, 4.65; N, 4.77; S, 16.40. UV/Vis
(CHCl3): lmax (log 3): 263 (4.13), 313 (4.32), 376 (4.24), 486 (4.50).

2.2.10. 2-Cyano-3-(5-(5-(4-(dip-tolylamino)phenyl)-4-
methoxythiazol-2-yl)thiophen-2-yl)acrylic acid (Dye A, general
procedure)

To a solution of 4a (143 mg, 0.29 mmol) and cyanoacetic acid
(27 mg, 0.32 mmol, 1.1 equiv) in CH3CN (5 mL) was added piperi-
dine (cat. amounts, one drop). The deep red mixture was heated to
reflux under a nitrogen atmosphere for 4 h till no starting material
was left as indicated by TLC. After cooling down to room temper-
ature, the suspension was diluted with CHCl3 (20 mL) and washed
with H2O (3 � 20 mL). The organic phase was dried over MgSO4,
concentrated in vacuo and the residue was purified by flash chro-
matography (silica, CHCl3 to CHCl3/MeOH 5:1) to yield the product
as a glasslike black solid (123 mg, 0.22 mmol, 76%). mp 190 �C
(decomp.). 1H NMR (400 MHz, DMSO-d6): d 8.25 (s, 1H), 7.77 (d,
J¼ 4.0 Hz,1H), 7.65 (d, J¼ 4.0 Hz,1H), 7.50 (d, J¼ 8.7 Hz, 2H), 7.10 (d,
J ¼ 8.2 Hz, 4H), 6.91 (d, J ¼ 8.3 Hz, 4H), 6.86 (d, J ¼ 8.7 Hz, 2H), 4.04
(s, 3H), 2.26 (s, 6H). 13C NMR (100MHz, DMSO-d6): d 163.43,158.35,
150.87, 146.75, 144.24, 142.38, 141.84, 137.67, 137.47, 132.74, 130.07,
127.51, 126.39, 124.63, 122.98, 121.32, 117.93, 112.72, 106.36, 57.88,
20.37. MS-EI: m/z 563 (M$þ, 10%), 519 (M$þ - CO2, 30%). Anal. Calc.
for C32H25N3O3S2: C, 68.18; H, 4.47; N, 7.45; S, 11.38. Found: C,
68.27; H, 4.31; N, 7.49; S, 11.31. IR (ATR, cm�1): 2970 (br), 2360 (m),
2330 (m), 1730 (s), 1560 (s), 1550 (s), 1495 (s), 1365 (s), 1320 (m),
1270 (m), 1230, (m), 1090 (w). UV/Vis (CHCl3): lmax (log 3): 308
(4.32), 360 (4.16), 517 (4.38). UV/Vis (THF): lmax (log 3): 302 (4.36),
354 (4.15), 520 (4.43).

2.2.11. 3-(5-(5-(4-(Bis(4-methoxyphenyl)amino)phenyl)-4-
methoxyth-iazol-2-yl)thiophen-2-yl)-2-cyanoacrylic acid (Dye B)

The procedure was similar to that for Dye A. 4b (163 mg,
0.31 mmol), cyanoacetic acid (29 mg, 0.34 mmol, 1.1 equiv), CH3CN
(5 mL), piperidine. After purification, the product was obtained as
a black solid (164 mg, 0.28 mmol, 89%). mp 220 �C (decomp.). 1H
NMR (400MHz, DMSO-d6): d 8.16 (s,1H), 7.67 (t, J¼ 7.9 Hz,1H), 7.61
(d, J ¼ 4.0 Hz, 1H), 7.45 (d, J ¼ 8.8 Hz, 2H), 7.03e6.98 (m, 4H),
6.93e6.87 (m, 4H), 6.75 (d,J ¼ 8.8 Hz, 2H), 4.03 (s, 3H), 3.73 (s, 6H).
13C NMR (100 MHz, DMSO-d6): d ¼ 158.05, 155.96, 150.77, 147.45,
140.90, 140.84, 139.64, 137.94, 136.46, 127.48, 126.83, 126.23, 121.69,
119.07,118.72,115.00,112.59,109.27, 57.87, 55.25. MALDI-TOF: 595.1
(M$þ). Anal. Calc. for C32H25N3O5S2: C, 64.52; H, 4.23; N, 7.05; O,
13.43; S, 10.77. Found: C, 64.36; H, 4.20; N, 7.12; O, 13.32; S, 10.82. IR
(ATR, cm�1): 3030 (w), 2940 (br), 2840 (w), 2350 (m), 2325 (m),
1741 (s), 1600 (m), 1500 (s), 1370 (s), 1240 (s), 1090 (m), 1030 (m).
UV/Vis (THF): lmax (log 3): 300 (4.37), 364 (4.16), 505 (4.46).

2.2.12. 2-Cyano-3-(50-(5-(4-(dip-tolylamino)phenyl)-4-
methoxythiazol -2-yl)-2,20-bithiophen-5-yl)acrylic acid (Dye C)

The procedure was similar to that for Dye A. 4c (230 mg,
0.40 mmol), cyanoacetic acid (37 mg, 0.44 mmol, 1.1 equiv), CH3CN
(10 mL), piperidine. After purification, the product was obtained as
a black solid (230 mg, 0.36 mmol, 90%). mp 243 �C (decomp.). 1H
NMR (250 MHz, DMSO-d6): d 8.05 (s, 1H), 7.66 (d, J ¼ 4.0 Hz, 1H),
7.60 (d, J ¼ 4.0 Hz, 1H), 7.58e7.43 (m, 4H), 7.12 (d,J ¼ 8.2 Hz, 4H),
6.99e6.81 (m,J ¼ 8.6 Hz, 6H), 4.04 (s, 3H), 2.26 (s, 6H). 13C NMR

(63 MHz, DMSO-d6): d 163.50, 157.98, 151.22, 146.55, 146.11, 144.61,
144.33, 141.28, 137.79, 136.44, 134.67, 132.71, 130.14, 128.01, 127.43,
125.84, 125.82, 124.62, 123.26, 121.48, 116.53, 111.41, 98.71, 57.84,
20.45. MS-Micro-ESI (neg.): m/z 644 (M$þ). Anal. Calc. for
C36H27N3O3S3: C, 66.95; H, 4.21; N, 6.51; O, 7.43; S, 14.90. Found: C,
66.87; H, 4.31; N, 6.40; S, 15.01. IR (ATR, cm�1): 3030 (w), 2930 (br),
2350 (m), 2315 (m), 1600 (s), 1500 (s), 1380 (s), 1320 (s), 1270 (s),
1080 (m). UV/Vis (THF): lmax (log 3): 278 (4.13), 307 (4.24), 400
(4.23), 490 (4.50).

2.2.13. 5-(4-Methoxyphenyl)-2-(thiophen-2-yl)thiazol-4-ol (5)
To a solution of thiophene-2-carbothioamide (3.25 g,

22.7 mmol) in DMF (50 mL) was added ethyl 2-bromo-2-(4-
methoxyphenyl)acetate (9.30 g, 34.1 mmol, 1.5 equiv). The solu-
tion was heated to 50 �C and maintained there for 24 h under
continuous stirring. After cooling down to RT, H2O (100 mL) was
added and the product precipitated as a yellow solid. The mixture
was stirred for additional 30 min. The product was filtered off,
washed thoroughly with EtOH and Et2O, and dried in vacuo. The
light yellow solid was used without further purification (4.6 g,
15.9 mmol, 70%). mp 227e228 �C. 1H NMR (250 MHz, DMSO-d6):
d 3.75 (s, 3H), 6.96 (d, J ¼ 8.77 Hz, 2H), 7.15 (dd, J ¼ 4.73 Hz,
J ¼ 3.98 Hz, 1H), 7.65e7.54 (m, 3H), 7.68 (d,J ¼ 4.93 Hz, 1H), 11.41 (s,
1H). 13C NMR (63 MHz, DMSO-d6): d 157.56, 156.64, 152.51, 136.71,
128.46, 128.33, 127.12, 125.98, 123.96, 114.23, 106.58, 55.05. MS-EI:
m/z 289 (M$þ, 100%), 274 (M$þ - CH3, 15%). Anal. Calc. for
C14H11NO2S2: C, 58.11; H, 3.83; N, 4.84; S, 22.16. Found: C, 58.27; H,
4.08; N, 4.47; S, 21.80. UV/Vis (DMSO): lmax (log 3): 394 (4.12).

2.2.14. 4-Methoxy-5-(4-methoxyphenyl)-2-(thiophen-2-yl)thiazole
(6)

The procedure was similar to that for 2. 5 (1.67 g, 5.78 mmol),
DMSO (40 mL), K2CO3 (96 g, 6.93 mmol, 1.2 equiv, red solution),
CH3I (0.98 g 6.93 mmol, 1.2 equiv), After purification, the product
was obtained as a yellow solid (1.01 g, 3.33 mmol, 58%). mp
75e76 �C. 1H NMR (250 MHz, CDCl3): d 7.63 (d, J ¼ 8.7 Hz, 2H), 7.45
(d, J ¼ 3.2 Hz, 1H), 7.35 (d, J ¼ 4.9 Hz, 1H), 7.11e7.01 (m, 1H), 6.92
(d,J ¼ 8.7 Hz, 2H), 4.13 (s, 3H), 3.83 (s, 3H). 13C NMR (63 MHz,
CDCl3): d ¼ 158.48, 158.19, 153.35, 138.10, 128.21, 128.00, 127.19,
125.41, 124.19, 114.30, 110.62, 57.92, 55.45. HRMS Micro-ESI: m/z
304.04572 (calc. for C15H13NO2S2 þ Hþ: 304.0466). UV/Vis (CHCl3):
lmax (log 3): 252 (3.98), 385 (4.26).

2.2.15. 5-(4-Methoxy-5-(4-methoxyphenyl)thiazol-2-yl)thiophene-
2-carbaldehyde (7)

The procedure was similar to that for 4a. 6 (477 mg, 1.57 mmol),
THF (20 mL), n-BuLi (0.69 mL, 1.73 mmol, 1.1 equiv), DMF (2 mL).
After purification (silica, CHCl3), the product was obtained as an
orange solid (389 mg, 1.17 mmol, 75%). mp 128e129 �C. 1H NMR
(250MHz, CDCl3): d¼ 9.91 (s, 1H), 7.69 (d, J¼ 4.0 Hz,1H), 7.68e7.61
(m, 2H), 7.48 (d,J ¼ 4.0 Hz, 1H), 7.01e6.87 (m, 2H), 4.15 (s, 3H), 3.82
(s, 3H).13C NMR (100 MHz, CDCl3): 182.69, 158.90, 150.80, 146.53,
143.41, 136.60, 130.64, 128.35, 125.09, 123.44, 114.30, 113.80, 57.91,
55.35. MS-EI: m/z: 331 (M$þ, 50%), 316 (M$þ - CH4, 10%), 151 (M$þ -
C8H6NO2S, 70%). Anal. Calc. for C16H13NO3S: C, 57.99; H, 3.95; N,
4.23; S, 19.35. Found: C, 58.16; H, 3.99; N, 4.23; S, 19.36.

2.2.16. 2-Cyano-3-(5-(4-methoxy-5-(4-methoxyphenyl)thiazol-2-
yl)th-iophen-2-yl)acrylic acid (Dye D)

The procedure was similar to that for Dye A. 7 (324 mg,
0.98 mmol), cyanoacetic acid (92 mg, 1.08 mmol, 1.1 equiv), CH3CN
(15 mL), piperidine. The product precipitated as a red solid during
the reaction. The mixture was diluted with CHCl3 (50 mL) and
washed with H2O (3 � 50 mL). The organic phase was dried over
MgSO4 and concentrated in vacuo. The crude product was
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recrystallized from a mixture THF/EtOH by slow evaporation of the
THF, yielding a deep red-black fine crystalline compound (351 mg,
0.88 mmol, 90%). mp 260 �C (decomp.). 1H NMR (400 MHz, DMSO-
d6): d 8.47 (s, 1H), 7.96 (d, J¼ 4.1 Hz,1H), 7.75 (d, J¼ 3.9 Hz,1H), 7.62
(d, J ¼ 8.7 Hz, 2H), 6.99 (d, J ¼ 8.7 Hz, 2H), 4.08 (s, 3H), 3.78 (s, 3H).
13C NMR (100 MHz, DMSO-d6): d 163.25, 158.63, 158.38, 150.54,
145.94, 143.98, 140.50, 136.33,128.03, 126.58, 122.53, 116.35, 114.49,
113.32, 99.99, 57.96, 55.19. MS-EI:m/z 398.5 (M$þ, 50%), 354.4 (M$þ

- CO2, 60%), 151.5 (M$þ - C11H7N2O3S 100%). Anal. Calc. for
C19H14N2O4S2: C, 57.27; H, 3.54; N, 7.03; S, 16.09. Found: C, 57.31; H,
3.49; N, 6.82; S, 16.06. IR (ATR, cm�1): 3000 (w), 2970 (m), 2930
(w), 2360 (m), 2320 (m), 1730 (s), 1580 (w), 1500 (m), 1420 (m),
1370 (s), 1230 (s), 1215 (s), 1200 (s). UV/Vis (THF): lmax (log 3): 278
(4.11), 338 (4.00), 478 (4.60).

2.3. Preparation of the DSSC

TiO2 nanopowder (5 g, AEROXIDE� TiO2 P25, Evonik) was sus-
pended in HNO3 (1 N, Fluka) to prepare a suitable TiO2 paste. This
suspensionwas heated at 80 �C for 24 h. The HNO3 was evaporated
and the TiO2 solid was dried for three days at 100 �C. Finally, the
TiO2 solid was treated with 25 mL H2O, acetylacetone (2.5 g,
25.0 mmol, Merck), Triton X-100 (1.25 g, 1.92 mmol, Avocado), and
polyethylene oxide (M.W.100 000, Alfa Aesar). Aluminoborosilicate
glass, coated with fluorine doped tin oxide (FTO, SnO2:F), was used
as a conducting, transparent substrate (resistance w 10 U/cm2,
Solaronix SA, Switzerland). The active areawas masked with scotch
tape and was coated with TiO2 suspension by using a glass scraper
and dried at 80 �C for 10 min. After removal of the scotch tape,
approx. 11 mm were measured as deposit thickness. This primed
photo electrode was sintered in a muffle furnace for w45 min at
450 �C. The TiO2 electrode was then immersed in the dye solution
(0.2 mM in THF) for 24 h at room temperature. A thin platinum
layer was spread on the FTO coating of the counter electrode
(Platisol, Solaronix SA, Switzerland). A few drops of the active redox
couple iodine/iodide (0.1 M LiI (Fluka), 0.05 M I2 (Aldrich), 0.6 M
Bu4NI (Aldrich) and 0.5 M 4-tert-butylpyridine (Aldrich) in CH3CN)
were added to the photoelectrode. Finally, the counter electrode
was clamped to the photoelectrode/electrolyte system.

2.4. Measurements

Measurements of the wavelength dependence of the short
circuit current density (JSC) were carried out in a light-proof box
with a 70 W Xenon lamp (Oriel, Germany) and a grating mono-
chromator (Zeiss, Germany) in the spectral range of 300e800 nm
with a resolution of 1 nm. The light intensity incident (Iinc) on the
electrode was measured with a power meter (Coherent, USA). The
IPCE was calculated using the following expression:

IPCEð%Þ ¼ JSC
�
A cm�2�1240

l½nm�Iinc
�
W cm�2

�100

The photocurrent-voltage (IeV) curves were measured using
a focused 120WXenon lamp (Oriel, Germany) and a special filter to
simulate solar irradiation (100 mW cm�2, 1 sun, 1.5 air mass (AM)
global). The fill factors (FF) and overall efficiencies (h) were calcu-
lated according to following equations.

FF ¼ MPP
�
W cm�2�

JSC
�
A cm�2

�
VOC½V�

hð%Þ ¼ JSC
�
A cm�2�VOC½V�FF
Iinc

�
W cm�2

� 100

Here MPP is the “maximum power point” and Voc the open-
circuit voltage [30].

2.5. Computational methods

All calculations were performedwith the GAUSSIAN 09 program
[31] in the presence of solvent (tetrahydrofuran, 3 ¼ 7.4257,
n ¼ 1.4070) via the integral equation formalism of the polarizable
continuum model [32]. The ground state equilibrium structures
were optimized with the long-range corrected CAM-B3LYP XC
functional [33] and the 6e31G(d,p) double-x basis set. [34].
Harmonic vibrational frequencies at the same level of theory
proved that the stationary points obtained corresponded to the
minima of the potential energy surfaces. Excited state properties,
such as excitation energies, oscillator strengths and excited states
geometries, were computed via TDDFT and the same XC functional
and basis set as was employed for the ground state. The absorption
spectra in the FC region were simulated by the first ten singlet
excited states. According to Kasha’s rule fluorescence occurs from
the lowest excited singlet state [35], the S1 state was optimized to
obtain the emission energies from the S1.

3. Results and discussion

3.1. Synthesis and structure of the dyes

The synthetic route andmolecular structures of the triarylamine-
based dyes are depicted in Scheme 1. The starting material, 5-(4-
nitrophenyl)-2-(thiophen-2-yl)thiazol-4-ol (1), was synthesized
using a Hantzsch cyclization of thiophene-2-carbothioamide with
ethyl 2-bromo-2-(4-nitrophenyl)acetate. The 4-hydroxy-1,3-thiazole
obtained was alkylated following a Williamson-type etherification
with K2CO3 as the base andmethyl iodide as the nucleophile to yield
the 4-methoxy-5-(4-nitrophenyl)-2-(thiophen-2-yl)thiazole (2).
The reduction of the nitro group was realized following a stand-
ard protocol using freshly prepared Raney nickel and hydrazine
hydrate solution as the hydrogen source in ethanol to almost quan-
titatively yield the amine 4-(4-methoxy-2-(thiophen-2-yl)thiazol-5-
yl)aniline (3). The crucial step in the synthetic route was the
HartwigeBuchwald coupling of the aryl amine 3with an appropriate
aryl halide using a Pd-catalyst. Although thoroughly described in
literature, this type of coupling is difficult and strongly depends on
the nature of the catalysts, ligands and reaction conditions [36,37]. In
addition, the coupling has to take place twice to obtain the desired
product. This double N-arylation of primary amines is not often
described in literature. Examples exist for simple triarylamines
basically consisting of tolyl or anisole groups [38], or for a catalytic
process with a second, intramolecular coupling to generate different
types of carbazoles [39, 40]. Tri-tert-butylphosphine (P(tBu)3) was
chosen as a promising ligand, which has already been successfully
applied in the synthesis of different indole derivatives [41]. For the
coupling reaction,bis(dibenzylideneacetone)palladium(0) (Pd(dba)2)
was used as the precatalyst, KOtBu as the base to deprotonate the
amine in the catalytic cycle and toluene as solvent. The aryl halides
chosenwerep-bromotolueneandp-bromoanisole because of a better
stability of the corresponding triarylamines toward oxidative
coupling reactions in para-position after excitation and radical
formation (charge separation),which iswell known for these radicals
[42,43]. Surprisingly, the coupling reaction with P(tBu)3 as ligand
(several attempts using, for example, triphenylphosphine or 1,10-
bis(diphenylphosphino)ferrocene as ligands failed completely)
produced the coupling products in very good yields (>86%).
Furthermore, the two-stepprocess of the reactionwas confirmedand
the monosubstituted product formed was isolated and identified for
3a (see experimental section). A noteworthy observation was that
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when a high excess of coupling agent together with longer reaction
times were applied, an additional spot (TLC) eluting in front of the
coupling products, occurred. This by-product was identified (MS) as
the coupling product of the thiophene moiety at the electron rich 5-
position with the aryl halide.

In order to vary the conjugation lengths of the dyes, a further
thiophene ring was introduced in 3a via a Stille coupling with 2-
bromothiophene to yield 4-(2-(2,20-bithiophen-5-yl)-4-methoxyt-

hiazol-5-yl)-N,N-di-4-tolylaniline (3c) in very good yields (86%). The
introduction of the aldehyde group via a VilsmeiereHaack reaction
withDMFand POCl3was not successful. Therefore, the thiophenewas
deprotonated with n-BuLi followed by the addition of DMF and
quenching with saturated NH4Cl solution to give the corresponding
aldehydes in excellent yields (>87%).No sideproduct due to apossible
directed ortho-metalation at the 4-methoxyphenyl ring for 3b was
observed ifn-BuLiwasaddedvery slowlyat�78 �Cand theexcesswas

Scheme 1. Synthesis and structure of the triarylamine-based dyes A-C.

R. Menzel et al. / Dyes and Pigments 94 (2012) 512e524 517



kept small. The last step, the introduction of the 2-cyanoacrylic acid
acceptor group, was achieved by a Knoevenagel condensation of the
aldehyde group with cyanoacetic acid and catalytical amounts of
piperidine in acetonitrile to give the dyes A-C in moderate to good
yields (>75%) Similar to the synthesis of 1, the startingmaterial forD,
5-(4-methoxyphenyl)-2-(thiophen-2-yl)thiazol-4-ol (5), was
obtained by a cyclization reaction of the thiophene-2-carbothioamide
and ethyl 2-bromo-2-(4-methoxyphenyl)acetate. The reaction in
toluene only resulted in a sluggish conversion to 5, therefore a second
method, with DMF as the solvent and slightly elevated temperature
was used, which gave the product in a satisfactory yield (70%). All the
following reactions (alkylation, introduction of the aldehyde and
Knoevenagel condensation) were similar to that for dyes A-C and the
synthetic route is depicted in Scheme 2.

3.2. X-ray structure of dye D

Single Crystals suitable for X-ray structure analysis were
obtained from a mixture ethylene glycol/THF in an NMR tube by
slow evaporation of the THF. The presented structure is a rare
example in this field, because of the weak crystallization tendency
of this D-p-A type compounds. Usually, crystallization leads to
amorphous precipitates or very thin plates because of the planarity
of the molecules (aggregation).

The crystal structure of D is depicted in Fig. 1 and a more
detailed look, selected bond lengths and angles in comparisonwith
the calculated values and additional crystallographic data are given
in the ESI (S1 and S2). The structure reveals the almost planar
arrangement of the dye. Two hydrogen bonds between the
carboxylic acid groups of two adjacent molecules lead to the
formation of a dimer. The distance between the two oxygens
forming the hydrogen bonds is 2.593(3) Å. The cyano group of the
2-cyanoacrylic acid acceptor unit is in cis-position to the sulfur of
the thiophene moiety. The NMR spectrum of D shows only one
signal for the ethylene hydrogen bound to C16. (ESI, S3). Therefore,
it can be considered that the presented isomer is exclusively
formed in the Knoevenagel condensation reaction. This is similar to
one infrequent literature example where the cyano group is also in
cis-position to the sulfur of the thiophene moiety [44]. As expected,
the conjugation pathway of the molecule shows an almost planar
geometry. The distance between two layers formed form the
dimers is only 3.5 Å, which is typical for strong p-stacking inter-
actions between the molecules [45]. The torsion angles between
the three aromatic rings and the anchoring group are 4.47(2) (C20-
C8-C7-S2), 7.21(2) (N1-C5-C4-S1) and 8.99(2) � (S1-C1-C16-C17).
This planarity allows an electron flow from the donor to the
acceptor group.

3.3. Photophysical properties

The UV/Vis spectra of the protonated and deprotonated dyes are
depicted in Fig. 2 and the spectroscopic data are summarized in
Table 1. The small unmodified etherified 4-hydroxy-1,3-thiazoles
usually show an intense band in the region of 380 nm (see exper-
imental section for 2, 3 and 6) due to p-p* transition of the thiazole
moiety. These lmax of absorption were successfully shifted bath-
ochromically after the formation of the electron-donating triaryl-
aminemoieties for 3a and 3b, furthermore, after the introduction of
the electron accepting aldehyde and up to 505 nm for B after the
generation of the electron-accepting cyanoacrylic acid group due to
an intense intramolecular charge transfer (ICT) transition. The
absorption maximum of A-C is at moderate longer wavelengths
compared to very similar triarylamines using thiophenes and oli-
gothiophenes [46], thiophenes and 3,4-ethylenedioxythiophene
[47], and thiophenes and 3,4- thienothiophene [23] instead of 4-
methoxy-1,3-thiazoles units as a p-spacer. This is promising in
terms of the light harvesting properties of the dyes presented. The
influence of the 4-methoxy group at the triarylamine moiety for B
compared to the tolyl group (A) resulted in a bathochromic shift of

Scheme 2. Synthesis and structure of the 4-metoxyphenyl-based dye D.

Fig. 1. Ortep plot of dye D. Ellipsoids are at 50% probability level. Shown are the
numbering scheme (above) and the two hydrogen bonds to form the dimer (below).

Fig. 2. UV/Vis spectra of the protonated and deprotonated dyes A-D in THF solution at
room temperature.
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only 2 nm (0.01 eV), which is in accordance with the quantum
chemical calculations. In the energetic representations of the
HOMO, it can be seen that participation of the 4-methoxy groups is
very small and, therefore, the influence to the ICT is negligible (see
Fig. 5 dye B). Surprisingly, the extension of the conjugation length
for C did not lead to a bathochromic shift of the absorption
maximum. This is contrary to the literature examples mentioned
and can be attributed to an insufficient ICT transition, which is also
in accordance with the quantum chemical calculations (see Fig. 5
dye C). The bands in the UV-A region at 300e310 nm with
extinction coefficients ( 3) from 17 500 to 23 000 M�1 cm�1

correspond to a mixture of pep* transitions in triarylamines and
ICT states (see ESI, S11). Accordingly, this band is missing in the
spectra of C, which only shows aweak UV absorption at 277 nm due
to the 4-methoxyphenyl ring. The extinction coefficients of the
absorption bands in the visible region are up to 40 000 M�1 cm�1,
which is characteristic for an ICT and 2½ times higher than those of
Ru(polypyridyl) complexes [48]. Deprotonation of the dyes was
carried out by adding the appropriate amount (1.1 equiv) of a tet-
rabutylammonium hydroxide (TBAOH) solution directly to the
cuvette, followed instantaneously by the measurement.

The longest wavelength absorptions for all dyes are hyp-
sochromically shifted (46 nm or 0.25 eV for A, to 16 nm or 0.09 eV
for C). The energy acceptor strength (electronegativity) of the
cyanoacrylic acid after deprotonation is lowered, which leads to

a diminished ICT character of the transition and, consequently, to
a hypsochromic shift of the absorption [49]. This is also in accor-
dance with the small change of the absorption maximum for C and
the lower ICT character of the transition in the visible part of the
spectra. Furthermore, after deprotonation the extinction coeffi-
cients for all triarylamine dyes increased (up to 46 000 M�1 cm�1

for B), whereas for D, it slightly decreased. The triarylamine-based
dyes show moderate room temperature fluorescence in THF and
DMSO, but not in CHCl3 and MeOH. Their emission spectra in THF
solution are shown in Fig. 3.

The large Stokes Shift is typical for these D-p-A dyes. In accor-
dance with the UV/Vis spectra, the emission is also hypsochromi-
cally shifted after deprotonation. The fluorescence lifetimes vary
from 1.1 to 2.9 ns for B and D, respectively. The dye emissions
showed the expected monoexponential decay curves, which are
presented in the ESI (S4). The values obtained are consistent with
themeasured fluorescence quantumyields (F) of the dyes. They are
very low for the triarylamines A-C (below 4%) and higher for the 4-
methoxyphenyl-based dye D (54%).

3.4. Electrochemical properties

In order to gain deeper insights into the electrochemical prop-
erties of the dyes, cyclic voltammetry (CV) and differential puls
polarography (DPP) measurements were applied. They were

Table 1
Spectroscopic properties, and redox potentials of the protonated and deprotonated (dep) dyes A-D.

Dye lAbs (nm) [ 3(102 M�1 cm�1)] lFl (nm)a Stokes S. (cm�1)b s (ns)c F (%) E1/2 Ox (V)d E1/2 red (V)d E0e0 (eV)e E (Sþ/S*) vs NHE (V)f

A 305 [220], 355 [133], 503 [247] 611 3500 2.5 4 0.35, 0.59g �1.95 2.30 �1.32
A (dep) 277 [400], 457 [295] 592 5000 e e

B 300 [230], 363 [145], 505 [289] 640 4200 1.1 < 1 0.20, 0.56g �1.93 2.35 �1.52
B (dep) 297 [280], 450 [460] 558 4300 e e

C 307 [175], 400 [170], 490 [320] 622 4300 1.4 1 0.28, 0.68g �1.99 2.23 �1.32
C (dep) 309 [210], 474 [360] 598 4400 e

D 277 [130], 339 [100], 477 [400] 599 4300 2.9 54 0.69 �1.53 2.34 �1.02
D (dep) 276 [150], 433 [390] 507 3400 e

a Excitation at the longest wavelength absorption.
b Relative to maximum of the absorption.
c Excitation at l ¼ 650 nm.
d E1/2 ¼ (EpaeEpc)/2 vs Fc/Fcþ.
e Calc from the onset (10%) of the photoluminescence spectra.
f The excited-state oxidation potential E (Sþ/S*) ¼ E1/2 (first oxidation) - E0-0 with Fc/Fcþ vs NHE ¼ 0.63 V.
g Peaks are irreversible, E derived from differential pulse polarographic (DPP) measurements.

Fig. 4. Cyclic voltammetry spectra of dyes A-D in THF; experimental conditions: 0.1 M
TBAPF6, c z 10�4 M, 25 �C, scan rate 200 mV s�1, RE: Ag/AgCl, WE: carbon, AE:
platinum.

Fig. 3. Emission spectra of the protonated and deprotonated dyes A-D in THF solution
at room temperature after excitation in the longest wavelength absorption band.
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carried out in THF with 0.1 M TBAPF6 at 25 �C with a scan rate of
200 mV s�1, with Ag/AgCl as the reference, carbon as the working
and platinum as the auxiliary electrode. Ferrocenewas added as the
internal standard after everymeasurement. All potentials discussed
here are given relative to the normal hydrogen electrode (NHE)
with Fc/Fcþ vs NHE¼ 0.63 V [50]. The cyclic voltammetry spectra of
the compounds are depicted in Fig. 4 and data are summarized in
Table 1.

The dyes A-C show a reversible first oxidation wave, caused by
the oxidation of the triarylamine donor in the region from 0.98 to
0.83 V for A and B, respectively. This suggests that the first oxidized
state of these dyes is stable, which is one prerequisite for a good
long term stability of DSSCs [13]. The oxidation potential for B is
lowered by 0.15 V compared to A due to the introduction of the
electron-donating 4-methoxy group at the triarylamine core, which
facilitates the oxidation of the amine. Additional, compound C is
oxidized more easily than A after the incorporation of the thio-
phene unit in the conjugation pathway, leading to an increase of the
electron density of the aromatic linker which, consequently, lowers
the oxidation potential of the end-capped amine unit [51]. The
oxidation wave for compound D is superimposed by the oxidation
of the solvent and, therefore, it is not possible to assign if the
oxidation process is reversible or not.

Nonetheless, due to the missing triarylamine moiety, the
oxidation occurs at a significant higher potential (1.32 V) compared
to the dyes A-C, but it could not be clarified where the oxidation
and radical formation takes place.

The first reduction peaks appear to be irreversible for all dyes.
They are very similar for the triarylamines (�1.30 for B to �1.33 V
for C) and shifted to a higher potential for compoundD (�0.90 V). In
a water-free environment, it could be attributed to the reduction of
the double bond forming a radical which then undergoes dimer-
ization or hydrodimerization reactions (if traces of water are
present) [52,53]. This would explain the overall irreversible nature
of the process. The higher potential for D is in agreement with the
lower ICT character and a reduced dipole moment, which leads to
a less pronounced electron density at the cyanoacrylic acid group,
which makes it easier to reduce [54].

In order to judge the possibility for efficient charge injection in
the conducting band of TiO2, the excited-state oxidation potential

E (Sþ/S*) was calculated from the first oxidation potential and the
zeroezero transition energy E0�0, which was determined from the
onset (10%) of the emission spectra (E (Sþ/S*) ¼ E1/2 Ox e E0�0). A
schematic representation of the energy levels is given in the ESI
(S5). The calculated potentials vary from�1.52 to�1.02 V for B and
D, respectively. They are sufficiently more negative (DE > 0.2 V)
[55] than the conducting band (CB) edge of the TiO2 (standard
potential ECB¼�0.5 V vsNHE) [56] and electron injection should be
possible. The regeneration of the oxidized dyes is also energetically
favored. The oxidation potential, the energy of the HOMO, lies in
the range of 1.32 V (D) to 0.98 (A), which is high enough for an
efficient reduction by the I�/I3� redox couple (E ¼ 0.35 V vs NHE)
[57]. Thus, electron injection of the excited molecules and, subse-
quently, regeneration of the oxidized species is energetically
permitted. This allows the application of the dyes in DSSC.

3.5. Computational results

In order to gain more detailed insight into the structural and the
spectroscopic properties of the chromophores, density functional
theory (DFT) and its time-dependent version (TDDFT) was applied.
The four dyes were investigated in the protonated form and in the
trans-arrangement of the nitrile group to the thiophene. TDDFT
calculations on both the trans and the cis-isomer were performed
and details are summarized in the ESI. It was shown that both
isomers exhibit very similar photophysical properties. Therefore an
influence of the different isomers on the spectroscopic properties
can be neglected. The ground state equilibrium geometries of the
protonated species show similar structural features. The conju-
gated p-system from the bridge to the anchoring group is planar in
all dyes. The phenyl groups of the triphenylamine fragment (A-C)
are twisted out of planarity due to sterical hindrance. All dyes
exhibit a torsionated phenyl ring connected to the 4-methoxy-1,3-
thiazole fragment, with a dihedral angle independent of the length
of the bridge, as well as of the size of the donor system. It varies
only marginally from 18.3 (C) up to 20.4� (D). The analysis of the
harmonic vibrational modes corresponding to the torsion indicates
a shallowminimum in this normal coordinate. Wavenumbers of ca.
30 cm�1 have been determined for this vibrational mode for all
compounds. For this reason, a thermal distribution in this

Fig. 5. Frontier orbitals of the four dyes optimized at the CAM-B3LYP/6e31G(d,p) level of theory.
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coordinate is to be expected. According to the low frequencies, the
HOMOs show a non-constructive overlap of the p-systems from
the 4-methoxy-1,3-thiazole and the adjacent phenyl moiety
leading to a single bond in these positions.

The optimized geometries of the S1 states hold similarities to the
ground state equilibrium structures. The reason is the pep* nature
of the S1 and the partial occupation of the LUMOs. Therefore, the
excited state structures show only minor shifts in the bond lengths
and angles. However, the 4-methoxy-1,3-thiazole-phenyl frag-
ments are planarized as a result of the bonding character of the
LUMOs in these positions. The most important molecular orbitals
involved in the electronic excitations are shown in Fig. 5. The
absorption spectra of the four dyes were calculated using the
Franck-Condon (FC) geometry and the first ten singlet excited
states. Table 2 collects vertical and adiabatic excitations from the S1
state. The absorption energies to higher excited states, together
with an overlay of the experimental and calculated absorption
spectra and the molecular orbitals contributing to those states, are
summarized in the ESI (S6-S11). In all dyes the S1 is assigned to
a pep* excitation, with the main transition occurring from the
HOMO to the LUMO. The main contribution to the HOMO of A, B
and C is due to the p-systems of the donor and thiazole fragments,
while in the case of D, the donor and the entire bridge contribute to
the HOMO. The LUMO for all dyes is spread over the anchoring
group and the bridge. Hence, an ICT from the donor to the acceptor
occurs.

The expansion of the aromatic p-system tends to increase the
weight of further configurations. The HOMO/LUMO transition for D
has aweight of 88%, while the implementation of the N,N-di-4-tolyl
(A) and N,N-bis(4-methoxyphenyl) (B) donor groups decreases the
weight to 72 and 71%, respectively. The weight is decreased further
to 54% by the introduction of an additional thiophenemoiety (C). As
a consequence, the S1 of C features a less pronounced ICT leading to
an increase of the excitation energy and, consequently, to a hyp-
sochromic shift of the lmax of the absorption compared to A and B.
Additionally, D shows a blueshift of the S1. The reason is the more
local p-p* transition between the frontier orbitals. The wavelength
dependency of the first absorption band is in good agreement to the
experiment. In general, the excitation energies of the S1 are
marginally overestimated (A: 0.12, B: 0.09, C: 0.11, and D: 0.16 eV),
showing that the CAM-B3LYP functional is very well suited to
describe ICT in these dyes. By comparing the oscillator strengths (f)
with the experimentally obtainedmolecular extinction coefficients,
a general trend of increasing absorption is obvious for A, B and C.

The first absorption band of D exhibits the largest measured
molecular extinction coefficient, while the calculated oscillator
strength is considerably too small. This is caused by the more local
HOMO/LUMO transition for D, and the fact that CAM-B3LYP tends
to underestimate the oscillator strength of such systems.

The adiabatic emission spectra were obtained using the opti-
mized geometry of the first excited singlet state. The measured and
simulated fluorescence wavelengths are also collected in Table 2. A
comparison of the theoretical and experimental fluorescence
spectra, as well as the molecular orbitals contributing to the rele-
vant transitions, can be found in the ESI (S12 and S13). In agreement
with the configurations of the S1 in the ground state equilibrium
structure, the weight of the LUMO/HOMO transitions decreases
with the enhancement of the p-system. Nevertheless, the weight is
significantly increased (A: 91, B: 89, C: 85, and D: 95%) compared to
the vertical excitations in the FC region. The emission wavelengths
obtained are in excellent agreement with the experimental data.
Only minor deviations of �0.02, �0.06 and 0.01 eV for A, B and D,
respectively, were generated, while C shows a slight underesti-
mation of �0.15 eV.

3.6. Photovoltaic devices and solar cell performance

In order to test the dyes for a possible application as sensitizers,
DSSCs with nanocrystalline TiO2 (70% anatase, 30% rutile) were
prepared. The exact protocol is given in the experimental part and
the results, together with the standard N3 (cis-bis(isothiocyanato)
bis(2,20-bipyridyl-4,40-dicarboxylato)-ruthenium(II)), are summa-
rized in Table 3. The incident photon-to-current conversion effi-
ciencies (IPCE) spectra obtained are shown in Fig. 6. Only moderate
IPCEs were achieved, with values varying from 25 (D) to 13% (C) for
the absorption maximum of the dyes, though several different
preparation conditions (different solvents, dye concentrations)
were utilized. IPCEs of up to 80% are usually expected for these
types of compounds [12,23]. Therefore, it can be assumed that the
electron injection efficiency in the electron acceptor states of the
TiO2 is low. The amount of dyes adsorbed on the TiO2 was deter-
mined by measuring the absorption spectra of a solution of the
corresponding dye before and after soaking of the TiO2 plate. After
correlation with the measured extinction coefficient, the adsorbed
amount was calculated to be 5.0 � 10�8 (A and B), 6.6 � 10�8 (D)
and 4.0 � 10�8 mol cm�2 for the largest sensitizer C. The values
correspond very well with the size of the molecules and are in good
agreement with literature examples and cannot account for the low
IPCEs [58,59]. The absorption spectra of the adsorbed dyes are
depicted in the ESI (S18). They were similar to the absorption
spectra of the dyes in solution. The main difference is the broad-
ening of the longest wavelength ICT band (absorption from approx.
370e700 nm compared to 425e600 nm for the dyes in solution)

Table 2
Calculated absorption/emission (fluorescence) properties to/from the first excited
state S1. Main contributions to the wavefunction (weight), vertical (absorption) or
adiabatic (emission) excitation energies (DEe in eV and nm), oscillator strengths
(f) and deviations from experimental values (DEExp). H ¼ HOMO, L ¼ LUMO.

Transition Weight (%) DEe f DEExp (eV)

(eV) (nm)

Absorption
A H / L 72 2.58 479 1.511 0.12

H-1 / L 20
B H / L 71 2.54 487 1.502 0.09

H-1 / L 20
C H / L 54 2.64 470 1.958 0.11

H-1 / L 26
H / L þ 1 12

D H / L 88 2.75 451 1.364 0.16
Emission
A H ) L 91 1.91 650 e �0.02
B H)L 89 1.88 658 e �0.06
C H ) L 85 1.85 669 e �0.15
D H ) L 95 2.12 586 e 0.01

Table 3
Photovoltaic performance of DSSCs based on dyes A-D without and with the addi-
tion of DCA (10 mM) as a co-adsorbent.

Dye Jsc (mA cm�2) Voc (mV) FF h (%)

Without DCA
A 1.81 519 0.46 0.44
B 1.42 558 0.51 0.41
C 1.37 524 0.47 0.36
D 1.03 468 0.52 0.25
N3 11.73 690 0.51 4.1
With DCA
A 4.49 612 0.62 1.70
B 3.55 611 0.50 1.08
C 3.27 616 0.51 1.02
D 2.23 511 0.52 0.61
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due to the absorption on the TiO2 surface. This ensures a sufficient
light harvesting over a broad wavelength range. Two reasons can be
assumed for this broadening: Firstly, the energy of the p* level is
lowered due to interaction of the carboxylic acid with the Ti4þ ions
on the TiO2 surface, which consequently leads to a bathochromic
shift of the absorption spectra [60], and (more important) secondly,
unfavorable dye aggregation and excimer formation (J-aggregates)
would lead to this behavior [61,62]. The DSSCs prepared only
showed a low short circuit photocurrent density JSC (Fig. 7) from
1.81 to 1.03 mA cm�2 for A and D, respectively. Because of the low
JSC, the maximum power outputs (MPP ¼ jmp $ Vmp) and, conse-
quently, the fill factors (FF) were small. The resulting solar energy-
to-electricity conversion yield (h) is low and follows the trend
A > B > C > D with values from 0.44 to 0.25%.

Two possible reasons for the weak solar cell performance can
be: (i) an electron accepting property of the 4-methoxy-1,3-
thiazole, which can effect an efficient electron injection in the CB
of TiO2 as observed for anthraquinone-based dyes [63] or (ii) the
formation of aggregates leading to a loss of excitation energy
through intermolecular processes [64,65]. The first fact is sup-
ported from the TDDFT calculations. The LUMO is not only spread
over the anchoring group, but also includes contribution from the
thiophene and also the thiazole moieties, leading to an insufficient
electron injection. In order to verify the second reason as crucial for
the low performance, DSSCs were prepared using deoxycholic acid
(DCA) as a co-adsorbent. It has been proven several times that co-
adsorption of either DCA or chenodeoxycholic acid (CDCA) can
efficiently suppress dye aggregation [61,66,67]. Therefore, DCA
(10 mM in THF) was chosen for the preparation of more elaborated
DSSCs (Table 3). The IPCE values (Fig. 6) were improved by about
the factor two (from 14 to 30% for A and up to 35% for D) at the
longest wavelength absorption band. Consequently, the short
circuit photocurrent densities and the open-circuit voltages were
also significantly improved (Fig. 7). The FF was increased by 35% for
A (FF ¼ 0.62), whereas they remained almost unchanged for the
other dyes. A reason for the poor FFs of all dyes can be a poor
performance of the counter electrode, which was made of TiO2 P25.
This will affect the IeV characteristics of the DSSC and, conse-
quently, lowering the FF. For further experiments mesoporous
anatase TiO2 beads will be used to improve the cell performance as
described in literature [68]. The overall efficiencies of the optimized
DSSCs obtained varied from 0.61 to 1.7% for D and A, respectively.

This equals a remarkable increase of a factor 4 of the efficiency in
the case of dye A. Keeping in mind that the efficiency of a DSSC
prepared from the standard N3 with the preparation technique
described was 4.1%, the best performance DSSC using A as sensi-
tizer achieved reasonable 42% of this value. The trend of the effi-
ciencies of the cells equals the trend without co-adsorbed DCA. For
A and B the efficiency is very similar, whereas for C it is decreased.
Most likely electron recombination is enhanced for compound C
due to the extended bridge and, therefore, electron injection in the
CB of TiO2 is less favored leading to lower IPCE values [69]. Most
likely due to the missing strong electron donor and the low ICT
character of the first excited state, DSSCs sensitized with D showed
the lowest performance.

In summary, the dyes tend to aggregate on the surface of TiO2.
This effect was more pronounced for the triarylamine-based dyes
than for D. Further improvements to overcome this aggregation
could be the introduction of long alkyl chains [70,71], for example,
via the alkylation reaction or by bridging two dye molecules [72].
Also the introduction of the strong electron-withdrawing benzo-
thiadiazole unit in the conjugation pathway to further shift the
absorption maximum will be considered in the construction of
novel dyes [73]. Also photophysical experiments, like electro-
chemical impedance spectroscopy (EIS) and electron lifetime
measurement of the adsorbed dyes, have to be carried out to
account the photovoltaic properties further [74,75].

4. Conclusion

A series of donor-p-acceptor dyes were successfully synthe-
sized. Instead of the commonly used thiophene derivatives, an
unconventional chromophore based on a 4-hydroxy-1,3-thiazole
was used in the conjugation pathway of the dyes, to efficiently
shift the absorption maximum toward longer wavelengths
compared to similar triarylamines. A double N-arylation
HartwigeBuchwald reaction, rarely described in literature, was
successful applied in the synthetic route for the triarylamine-based
dyes. All dyes have been fully characterized including a series of
spectroscopic and theoretical methods. The quantum chemical
TDDFT calculations used proofed to be well suited to reproduce the
experimental values as supported by the X-ray structure of the D
and the absorption and emission characteristics.

Fig. 6. Spectra of the incident photon-to-current conversion efficiencies obtained for
nanocrystalline TiO2 solar cells sensitized by the dyes A-D without (d) and with
(d-d) co-adsorption of DCA (10 mM).

Fig. 7. Photocurrent-voltage characteristics for A-D sensitized DSSCs under illumina-
tion of simulated solar light (100 mW cm�2, 1.5 AM global) without (d) and with
(d-d) co-adsorption of DCA (10 mM).
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Electrochemical measurements and DFT calculations approved
a possible application of the synthesized dyes as sensitizers in
DSSCs. The efficiencies obtained of DCCSs without co-adsorption of
DCA proved to be very low. Nevertheless, the performance was
significantly increased after the addition of DCA. This demonstrated
the distinct tendency of the dyes to form aggregates on the surface
of nanocrystalline TiO2. The best performance solar cell sensitized
with dye A achieved 42% of the performance of a DSSC prepared
with the standard N3 dye. In further investigations, the NLO
properties of this class of molecules will be reviewed. For molecules
of type D this property has already been proven in experiment.
Furthermore, the use as fluorescent probes, bearing a reactive eOH
group instead of the methoxy ether to interact with biological
systems, will be the subject of further research.
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Abstract

The excitation energies and gradients in the ground and the first excited state of a novel donor-

(π-bridge)-acceptor 4-methoxy-1,3-thiazole based chromophore were investigated by means of

MS-RASPT2/RASSCF and TDDFT in solution. Within both methods, the excitation energies

strongly depend on the employed equilibrium structures, whose differences can be rationalized

in terms of bond length alternation indexes. It is shown that functionals with an increased

amount of exact exchange provide the best estimation of the ground and excited state prop-

erties. While B3LYP fails to predict the excitation energies due to its intrinsic problems in

describing charge transfer (CT) states, the long-range corrected CAM-B3LYP and M06-2X

functionals deliver good agreement with the experimental UV/vis absorption spectrum. The

calculation of resonance Raman intensity patterns is used to discern which ground and excited

state gradients are best. The results clearly evidence that both CAM-B3LYP and RASSCF ex-

cited state gradients and energies in combination with CAM-B3LYP ground state gradients are

appropriate to describe the CT state of this push-pull chromophore.

1
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1 Introduction

The evaluation of molecular properties in the electronic ground state, e.g. energies, equilibrium

structures and dipole moments, can be considered nowadays almost routine, at least in the case

of small and medium sized organic systems. In these situations, the electronic ground state

is often described by density functional theory (DFT) methods. Specially hybrid functionals,

have proven very useful as they can give an accurate description of equilibrium geometries,

potential energy surfaces and dipole moments in various chemical situations, see e.g.1–4.

More challenging however is the simulation of electronic excited states properties, such as

excitation energies and transition dipole moments.5–7 In particular, the investigation of ex-

cited states involving charge transfer (CT) character is a difficult task.7–10 Multiconfigurational

methods, such as the recently developed RASPT211,12/RASSCF13,14 (Restricted Active Space

Perturbation Theory of second order/Restricted Active Space Self-Consistent Field) or the well-

established CASPT215/CASSCF16 (Complete Active Space Perturbation Theory of second or-

der/Complete Active Space SCF) approaches are able to deliver a reliable description of excited

states, irrespective of the character of the wavefunctions. While in the CASSCF method the

orbitals are classified into inactive, active, and secondary orbitals, in the RASSCF the active

orbitals are further divided into three subspaces: RAS1, RAS2, and RAS3, bringing additional

flexibility to the wavefunction. The orbitals in the RAS2 subspace keep the same meaning as in

the active space of CASSCF (i.e. a full configuration interaction (CI) calculation is performed)

and the RAS CI is built by restricting the number of holes in RAS1 and particles in RAS3, typ-

ically by two or three. In this way, a wise choice of the RAS subspaces can drastically reduce

the number of configuration state functions (CSFs) and therefore the computational demand,

in comparison to CASSCF. Alternatively, for the same computational effort as in a CASSCF

calculation, RASSCF allows extending the number of active orbitals by restricting the excita-

tion level and therefore can be used in larger systems or those demanding larger active spaces.

Recently, the performance of RASPT2/RASSCF has been benchmarked in a number of organic

molecules11,17,18 and was shown to provide accurate results.

Despite the promising advantages of multiconfigurational procedures, the golden standard

to calculate excited states of medium or large molecular systems is the by far more econom-

2

Page 3 of 35

ACS Paragon Plus Environment

Journal of Chemical Theory and Computation

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



ical time dependent DFT (TDDFT)19 method. An acute problem of TDDFT is that in the

case of CT states it gives poor predictions of excitation energies.20 To palliate this deficiency

range-separated functionals, such as CAM-B3LYP21, and global hybrid functionals22 with an

enhanced ratio of exact-exchange, such as M06-2X23, have been recently developed. A good

number of papers can be found in the literature devoted to investigate the performance of dif-

ferent functionals in such complicated cases.7,8,24–28

While a lot of studies deal with excited state energies, much less is known on the perfor-

mance of quantum chemical methods concerning excited state gradients29 and excited states

equilibrium geometries.30–33 Excited states gradients are fundamental to explore potential en-

ergy surfaces, e.g. in light-induced processes, but also are the main ingredients for optical

quantity in emission and resonance Raman (RR) spectroscopy, which is extremely useful to

provide relationships between the geometrical structures and the electronic character of the

states.18,29,34 In particular, the RR intensities of the vibrational modes are directly correlated

to the excited states gradients in the Franck-Condon (FC) region. Thus, the comparison of

simulated and experimental RR spectra provides a unique scenario to evaluate the accuracy of

calculated excited states gradients. Several studies have reported calculations of RR spectra for

organic compounds (see e.g. Refs. 29,35–40) or for transition metal complexes (see e.g. Refs.

18,34,41–43 and references herein). These studies made mostly use of TDDFT but very rarely

of wavefunction based methods.

In the present study, the 2-Cyano-3-(5-(5-(4-(dip-tolylamino)phenyl)-4-methoxythiazol-2-

yl)thiophen-2-yl)acrylic acid32 dye (see 1 in Figure 1) is chosen as a large organic chro-

mophore to benchmark excited state gradients in the context of RR spectroscopy. The donor-(π-

conjugated bridge)-acceptor 4-methoxy-1,3-thiazole chromophore is based on the naturally oc-

curring luciferin and has found multiple applications as light-harvesting ligand in ruthenium(II)

polypyridyl complexes,33,44 as emissive materials in molecular electronics,45,46 as fluorescent

probes in biochemical applications,47 in organic light-emitting diodes,48 as blue-emitters in

a polymer backbones,49 as nonlinear optical materials,50,51 as dyes for Förster resonance en-

ergy transfer,52 and as chromophores in dye-sensitized solar cells.32 Because the thiazole dye

1 shows an intense absorption band in the visible region resulting from a CT excitation32,

it constitutes an excellent reference compound to challenge multiconfigurational and TDDFT

3
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Figure 1: Structure of 1 comprising the labels of the thiophene (thio), thiazole (thia) and the phenyl moieties (ph1,

ph2 and ph3) of the donor group. The dihedral angle δ describes the torsion between the bridge and the

donor subunits.

methods. In the present work, the first application of the multiconfigurational RASSCF method

to the calculation of RR intensities is reported. The RR spectrum of compound 1 in resonance

with the first absorption band is calculated with both RASSCF and TDDFT methods. The re-

sults are compared to experimental data, allowing the identification of the functional which is

best suited to describe the ground state properties of dye 1, as well as whether RASSCF alone

is suitable to calculate RR intensities.

2 Computational Details

2.1 Quantum Chemistry

In order to simulate optical properties an adequate molecular structure is essential since small

changes in the ground state geometry can lead to significant differences in the optical prop-

erties. This is especially true in the case of conjugated push-pull chromophores like 1. The

ground state equilibrium geometry was optimized by means of DFT using three different func-

tionals with a different amount of exact exchange: the global hybrid functionals B3LYP53,54

and M06-2X23, and the long-range corrected CAM-B3LYP21 functional. The 6-31G(d,p)55

double-ζ basis set was employed in combination with all the functionals. A harmonic vibra-

tional analysis was carried out at the same level of theory to confirm that the obtained structures

are minima of the potential energy surface. Because experimental data to sustain the calculated

RR spectra is available in solution (chloroform, ε = 4.711, n = 1.445), both the geometries

4
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and the vibrational frequencies are calculated using the equilibrium procedure of the integral

equation formalism of the polarizable continuum model (IEFPCM).6

Vertical excitation energies and oscillator strengths were calculated using TDDFT as well

as the multi-state (MS) version of RASPT2/RASSCF. The TDDFT calculations are performed

over the lowest ten singlet excited states using the three functionals B3LYP, M06-2X and CAM-

B3LYP with the same basis set as for the ground state properties and are carried out on their

respective ground state geometries. These calculations are referred as TD-B3LYP//B3LYP, TD-

M06-2X//M06-2X, and TD-CAM-B3LYP//CAM-B3LYP. Additionally, a TDDFT calculation

employing CAM-B3LYP was performed on the B3LYP equilibrium geometry –this is denoted

as TD-CAM-B3LYP//B3LYP. Gaseous as well as solvated (chloroform with IEFPCM) excited

state properties have been considered to assess the influence of the solvent. In the case of the

solvated compound, the excitation energies and excited state gradients have been calculated

with the nonequilibrium procedure of IEFPCM. This treatment is well adapted for the processes

of absorption and RR, for which only the fast reorganization of the electronic distribution of

the solvent is important.

The MS-RASPT2/RASSCF calculations employed the atomic natural orbitals small basis

set (ANO-S)56 with the contractions S[7s7p4d] / C,N,O[3s2p1d] / H[2s1p]. The Cholesky

decomposition57 was applied to generate the two-electron integrals. The calculations were

performed on two solvated DFT equilibrium geometries (B3LYP and CAM-B3LYP) since,

as it will be shown, the results show a pronounced dependency of the excitation energy on

the geometry (about 0.2 eV). Four different partitions were considered within the RASSCF

calculations using different sizes and excitation levels, comprising up to 700.000 CSFs.

In order to label the RAS calculations, the notation RAS(n,l,m;i,j,k) of Gagliardi and cowork-

ers17 is used. The index n labels the number of active electrons, l is the maximum number of

holes in the RAS1, and m is the maximum number of electrons in the RAS3. The labels i, j,

and k refer to the number of active orbitals in the RAS1, RAS2 and RAS3, respectively. The

RAS1 includes typically orbitals with large occupation numbers, where only a maximal num-

ber of electron holes is allowed. Accordingly, the RAS3 subspace comprises virtual orbitals

with small occupation numbers where only a maximal number of electrons is allowed. In the

RAS2 subspace all possible configurations are taken into account.

5
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In order to describe the UV/vis absorption spectrum of 1 the orbitals of the π-systems of the

donor group (triphenylamine), the bridge (thiazole and thiophene) and the acceptor (ethylene,

2-cyanoacrylic acid) need to be considered. Furthermore, contributions of the two nitrogen

lone-pairs (triphenylamine and thiazole) and of the p-orbitals in the molecular plane of the

two sulfur atoms (thiazole and thiophene) should also be taken into account (cf. Figure 1).

This makes a total amount of 42 electrons in 38 orbitals, which even for RASSCF would be a

formidable task. Therefore, several restrictions were made in designing the active space:

i) The contributions of the donor group were estimated only by the three pairs of πph1-

orbitals, two pairs of πph2 and the πph3-orbitals and the nitrogen lone-pair.

ii) In the case of ph2 and ph3 moieties, the lowest occupied πph2/πph3 and highest unoccu-

pied π∗
ph2/π∗

ph3 molecular orbitals (MO) were excluded because these molecular groups

contribute only marginally to the S1 state.

iii) In the π-conjugated bridge the entire π/π∗-systems of the thiazole and thiophene were

included (two pairs of π/π∗-orbitals respectively), in addition the lone-pairs of the nitrogen

and the two sulfur atoms were considered.

iv) The contribution of the 2-cyanoacrylic acid-acceptor group was reduced to the π/π∗-

orbitals of the ethylene.

Under these constraints, the active space is reduced to 27 with 30 electrons that can be re-

distributed to the three subspaces as follows: The HOMO and LUMO (within the canonical

formulation of SCF or DFT calculations) are assigned to the RAS2 and the remaining occupied

and unoccupied orbitals were distributed in the RAS1 and RAS3, respectively. We note that

the approach of considering only HOMO and LUMO in the RAS2, while distributing the rest

of orbitals within RAS1 and RAS3 has been shown to be successful by Gagliardi and cowork-

ers in the case of organic molecules.17 The orbitals of the resulting RASSCF(30,2,2;14,2,11)

calculation are depicted in Figure 2.

An additional RASSCF partition was considered taking the entire π/π∗-systems of the bridge

and the ph1-moiety. Due to the orbital mixing with one π-orbital of ph2/ph3 and the π∗ of the

ethylene an active space collecting 16 electrons in 16 orbitals was created. Those orbitals were

6
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Figure 2: Molecular orbitals for RASSCF(30,2,2;14,2,11) (solid grey), RASSCF(16,2,2;7,2,7),

RASSCF(16,3,3;7,2,7) and RASSCF(16,4,4;7,2,7) (left hand side) calculations.

distributed over the three RAS subspaces applying different excitation levels (see Figure 2):

In the RAS(16,2,2;7,2,7) the HOMO and the LUMO were assigned to the RAS2, the remain-

ing orbitals were assigned to the RAS1 and RAS3, and only single and double excitations are

considered. The RAS(16,3,3;7,2,7) and RAS(16,4,4;7,2,7) prescriptions share the same orbital

partition but allow up to triple and quadruple excitations, respectively. All RASSCF wavefunc-

tions are obtained through state-average (SA) calculations over two roots with equal weight.

Dynamical correlation was included by performing multi-state (MS) RASPT2 to improve the

energies. In all the MS-RASPT2 calculations the core electrons were kept frozen. The oscil-

lator strengths have been obtained at the RASSCF and MS-RASPT2 levels of theory with the

CAS State Interaction method.58

The analytical gradients required to calculate RR intensities are calculated at both TDDFT

and RASSCF levels of theory with the same specifications as the excitation energies. The

structural and TDDFT electronic data was obtained using the GAUSSIAN 09 program.59 The

MS-RASPT2/RASSCF calculations were performed with the Molcas 7.860–62 software.
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2.2 Resonance Raman

The relative RR intensities for an excitation in resonance with the first absorption band were

obtained within the short-time approximation (STA).63 In particular, this approach was recently

applied to the molecule of o-nitrophenol29 to assess the accuracy of calculated excited state

gradients. In the STA, the RR intensity for a fundamental transition 0 → 1l is calculated from

the partial derivative of the excited state electronic energy (Ee) along the lth normal coordinate

(Ql) evaluated at the ground state equilibrium geometry,

I0→1l
∝ 1

ωl

(
∂Ee

∂Ql

)2

0

(1)

where ωl is the frequency of the lth normal mode. The excited state gradients were obtained

from the analytical (TDDFT) and numerical (RASSCF) derivatives of the excited state elec-

tronic energy (Ee) along the non-mass-weighted Cartesian coordinates.29,35 The use of the

STA for dye 1 is motivated by several reasons:

i) A single excited state is in resonance with the laser frequency. Therefore, contributions of

other states can be neglected.

ii) The excited state in resonance (S1) is strongly dipole-allowed. This indicates that only FC

scattering is important.

iii) The first absorption band displays a large broadening and no resolved vibronic structure.

This indicates that vibronic coupling effects should be small and that the relative RR inten-

sities should show a weak dependence with respect to the excitation wavelength. There-

fore, more sophisticated methods to simulate RR intensities (see e.g. Refs. 34,35,38–40)

were not employed for the present application.

The relative RR intensities have been calculated with the functionals B3LYP, CAM-B3LYP

and M06-2X, as specified in Section 2.1 and by means of SA2-RASSCF(16,3,3;7,2,7) on the

B3LYP and the CAM-B3LYP equilibrium geometries. The vibrational frequencies were scaled

by the factor 0.97 for B3LYP and by 0.95 for CAM-B3LYP and M06-2X in order to correct for

the lack of anharmonicity and the approximate treatment of electron correlation.64,65

8
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3 Results

3.1 Electronic excited states calculated at the TDDFT level of theory

The excitation energies, oscillator strengths and main character of the wavefunction of the ten

lowest excited states calculated with the B3LYP, CAM-B3LYP and M06-2X functionals are

collected in Table 1. The MOs involved in the main configurations are depicted exemplarily

for TD-CAM-B3LYP//CAM-B3LYP in Figure 4. The absorption spectra obtained for all the

functionals are depicted in solid lines in Figure 3.

The TD-B3LYP//B3LYP calculation predicts the S1 bright state in chloroform at 1.69 eV

(734 nm) with an oscillator strength of 1.02, see Table 1. This state involves a CT transition

from the HOMO (147) orbital, mainly localized on the thiazole and the phenyl units, to the

LUMO (148) orbital, localized on the anchoring group and the bridge (thia and thio). As it is

expected from a CT state, the excitation energy in gas phase is blue-shifted (1.83eV). The S2 is

another bright (f = 0.58) state at 2.57 eV, resulting from the CT of the π-systems of the bridge

and the donor to the bridge and the anchoring group. This state also blue-shifts in gas phase by

ca 0.1 eV. The third excited singlet state at 3.01 eV features a less pronounced CT character,

and therefore this state is only stabilized by 0.05 eV upon solvation. The following nearly de-

generated states S4 and S5 at 3.49 and 3.51 eV refer to moderately intense CT states, while the

higher excited states (S6-S10) are within 3.62 and 3.84 eV and show small oscillator strengths

between 0.00 and 0.04. The CT S6, S7, S9 and S10 are stabilized by approximately 0.1 eV

by going from gas phase to chloroform. The experimental spectrum measured in chloroform

is also depicted in Figure 3a and a direct comparison with the solvated TD-B3LYP//B3LYP

values shows that the obtained bands are significantly red shifted by about 1 eV compared

to the experimental spectrum. This disagreement can be associated to the tendency of hybrid

functionals with a small amount of exact exchange, such as B3LYP, to underestimate CT states
20,66–68.

The amount of Hartree-Fock exchange is increased in the long-range corrected CAM-B3LYP

functional, depending on the electron-electron distance: for short range it is 19% (B3LYP

is 20%) and rises with an inverse error function to 65% for long-range interactions.21 Since

9
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B3LYP is known to reproduce experimental equilibrium structures reasonably well, the B3LYP

structure was first used to calculate the vertical spectrum of 1 with TD-CAM-B3LYP. As shown

in Table 1, the solvated S1 state (2.36 eV) is now in very good agreement with the first absorp-

tion band of the experimental spectrum at 2.39 eV. This very bright CT state is, similarly to

TD-B3LYP//B3LYP, mainly due to HOMO/LUMO transition. However, with CAM-B3LYP

also the HOMO-1/LUMO transition exhibits a significant weight. The S2 state is also shifted

to higher energies with TD-CAM-B3LYP (3.44 eV), and can be assigned to the second ab-

sorption band of the experimental spectrum at 3.49 eV, see Figure 3a. The oscillator strength

is drastically decreased in comparison to that predicted by TD-B3LYP. The third experimen-

tal band at 4.09 eV is mainly a superposition of two bright CT states from the bridge to the

anchoring group (S3 and S4) and of one bright CT state from the bridge to donor group (S7).

The remaining states (S5, S6 and S8 − S10) are weakly absorbing and do not contribute to the

absorption spectrum significantly. As in the TD-B3LYP//B3LYP calculation, solvation effects

on the CT states leads to a red-shift of about 0.1 eV, with respect to the gas phase values.

Interestingly, the use of the CAM-B3LYP equilibrium structure (see TD-CAM-B3LYP//CAM-

B3LYP results in Table 1) retains the order of states and leads to comparable intensities, but

the excitation energies of the first four excited states are blue-shifted. Most significantly, the

energy of S1 increases by 0.22 eV, which makes the agreement with experiment less good, see

also Figure 3c. Applying the M06-2X functional, which possess the highest amount of exact

exchange (54%) gives very similar results to the long-range corrected CAM-B3LYP functional

(compare Figures 3c and d). Indeed, the S1, S2 and S3 keep the same order as the TD-CAM-

B3LYP//CAM-B3LYP calculation, but the order of the higher excited states is only slightly

altered.

In summary, the B3LYP functional fails to predict the excitation energies of 1, while the long-

range corrected CAM-B3LYP and M06-2X functionals show a good performance on calculat-

ing the energetic positions of the UV absorption bands, provided solvation effects are included

both in the geometry optimization and the calculation of excitation energies. In the particular

case of the dye 1, the first absorption band can be assigned to the S1 state, the second band to

the S2, and the third band results from a superposition of three states: S3, S4 and S7 in case

of CAM-B3LYP and S3, S5 and S6 in case of M06-2X. The relative intensities of the second

10
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and third calculated bands are underestimated in comparison to the experiment, but the overall

pattern of the spectrum is reasonably reproduced by the calculations. Interestingly, the com-

bination of the B3LYP structure with the CAM-B3LYP functional (TD-CAM-B3LYP//B3LYP

calculations) give the best agreement with the experimental values, whereas the TD-CAM-

B3LYP//CAM-B3LYP energies are blue shifted with respect to the experimental spectrum. It

should be mentioned that this comparison relies on the assumption that vertical excitation en-

ergies can be compared to the maximum of absorption. However, for related compounds it

was shown (see e.g. Refs. 69,70) that differences between the vertical excitation energies and

the maximum of absorption can be as large as 0.3eV. Such shift is comparable to the obtained

accuracy of the TDDFT calculations. Therefore, the comparison of TDDFT excitation energies

with experimental absorption spectra cannot provide an unambiguous identification of which

ground state geometry is best.

From the comparison of gas phase and solvated values, we see that the solvent influences

the excitation energies of the low-lying singlet excited states in a different way. Note that

the geometries employed in all the calculations (gas phase and IEFPCM) are always the sol-

vated ones, in order to separate the solvation effect on the energies from the solvation ef-

fect on the geometries (not considered here due to its small effect). In general, the exci-

tation energies of CT states red-shift by about 0.1 eV from gas to chloroform. The exact

amount obtained with each functional is though not identical: The solvent stabilization for

S1 is 0.14 eV with TD-B3LYP//B3LYP and TD-CAM-B3LYP//B3LYP) and of 0.10 eV with

TD-CAM-B3LYP//CAM-B3LYP and TD-M06-2X//M06-2X. Comparable shifts have been de-

termined for the CT states contributing to the second (0.08 to 0.12 eV) and third absorption

band (0.05 to 0.08 eV), while the states S7 with TD-CAM-B3LYP//B3LYP and TD-CAM-

B3LYP//CAM-B3LYP and S6 with TD-M06-2X//M06-2X, respectively, are almost unaffected

(0.01 to 0.03 eV) by solvent interactions.

3.2 Electronic excited states calculated at the MS-RASPT2 level of theory

The MS-RASPT2/RASSCF study focuses exclusively in the first CT state (S1), which is the one

responsible of many of the applications of 1 as a dye. Due to the computational cost in using

a PCM model with multiconfigurational methods, the calculations were performed only in gas
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Figure 3: UV/vis absorption spectra of 1 (solid lines) in chloroform calculated as indicated. The experimental

absorption spectra recorded in chloroform (dashed lines) is also plotted in a). The absorption maxima

correspond to 2.39 eV (ε = 27050 M−1cm−1), 3.49 eV (ε = 14050 M−1cm−1) and 4.09 eV (ε =

22950 M−1cm−1). The excitation wavelength of 2.70 eV (458 nm) used in the RR measurement is

plotted in grey.

Figure 4: Molecular orbitals involved in the singlet excited states of 1 at the TD-CAM-B3LYP//CAM-B3LYP

level of theory.
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phase –although using both the B3LYP and the CAM-B3LYP solvated equilibrium geometries.

The corresponding vertical excitation energies, oscillator strengths and associated wavefunc-

tions of the CT transitions are collected in Table 2. The orbital numbering corresponds to

that of Figure 2. First, the properties of the S1 state obtained with the B3LYP equilibrium

structure shall be reported, followed by the results obtained on the CAM-B3LYP structure.

All four RASSCF partitions, (30,2,2;14,2,11), (16,2,2;7,2,7), (16,3,3;7,2,7) and (16,4,4;7,2,7),

were employed.

All levels of theory predict the S1 state as a very bright CT state, mainly described by the

HOMO(147)/LUMO(148) transition. The large MS-RASPT2 (30,2,2;14,2,11) calculation pre-

dicts an excitation energy of 2.45 eV, with an oscillator strength of 1.34. The HOMO-LUMO

transition dominates with a weight of 73% while examination of the remaining wavefunction

coefficients shows only marginal influence of the π-system of ph2 and ph3. Using the smaller

(16,2,2;7,2,7) partition, where these orbitals with negligible contributions to the wavefunction

are removed and including only SD excitations, an increase of the excitation energy of 0.12 eV,

an increase of the weight of the HOMO/LUMO transition (78%), and a decrease of the oscilla-

tor strength (1.06), is obtained. The increase of the excitation level up to triples or quadruples,

lowers the energy to 2.42 and 2.35 eV, respectively, whereas the oscillator strength increases

to 1.26 and 1.41. Interesting to note is the associated computational cost of these calcula-

tions: while the smaller (16,2,2;7,2,7) partition involves ten times less CSFs (and substantial

less amount of memory) than (30,2,2;14,2,11) at the same level of excitation, the inclusion

of triple and quadruples excitations in (16,2,2;7,2,7) again rises the number of CSFs by one

and two orders of magnitude, at the expense of decreasing the energy by ca 0.1 and 0.2 eV,

respectively. Noticeable is also the decrease of the HOMO/LUMO transition weight in the

MS-RASPT2 (16,4,4;7,2,7) calculation, while the weight of the 147 → 149 transition is in-

creased. In passing we note that this transition was also observed in the S1 state predicted by

TD-CAM-B3LYP//B3LYP, see Table 1.

Using the optimized CAM-B3LYP geometry, MS-RASPT2 (30,2,2;14,2,11) yields an exci-

tation energy of 2.62 eV and the composition of the S1 and oscillator strength (1.27) resembles

that obtained with the B3LYP geometry. Again, reducing the active space to (16,2,2;7,2,7)

increases the excitation energy (2.74 eV) and decreases the oscillator strength (1.02). The in-
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clusion of triples and quadruples stabilizes the S1 to 2.61 eV and 2.47 eV, respectively. As

with using the B3LYP geometry, a more pronounced multiconfigurational character of the S1

state is obtained including Q excitations. Note that a similar wavefunction composition was

also observed in the TD-CAM-B3LYP//CAM-B3LYP and TD-M06-2X//M06-2X calculations,

see Table 1.

While the trends obtained with the different RASSCF partitions are similar with both ge-

ometries, the specific excitation energies are strongly dependent on the ground state geometry.

The RASPT2 energy based on the CAM-B3LYP geometry fluctuates up to 0.27 eV, depend-

ing on the partition, while the variation within the B3LYP geometry is, with 0.22 eV, slightly

smaller. In order to discuss which of both geometries performs better and which partition is

more adequate, and in the light of the experimental values available, it is necessary to take

solvent effects into account. From the previous TD-DFT calculations (see Section 3.1), the

effect of chloroform on the absorption energy of the CT state S1 can be estimated as a red-

shift of ca. 0.1 eV. The result of subtracting this correction to the gas phase values is shown

in parenthesis in Table 2. From these values, it can be seen that the best agreement with the

experimental value of 2.39 eV is obtained with the (30,2,2;14,2,11) calculation in combination

with the B3LYP geometry (2.35 eV) and the (16,4,4;7,2,7) calculation in combination with the

CAM-B3LYP geometry (2.37 eV). Acceptable errors (within 0.1 − 0.2 eV) are nevertheless

obtained with all the partitions regardless of the geometry, except the (16,2,2;7,2,7) and the

CAM-B3LYP geometry (2.64 eV). It seems that the inclusion of SD is in general not sufficient

to account for enough dynamical correlation to provide good energies, as found by Gagliardi

and coworkers.17 The fact that the inclusion of T and Q systematically decreases the energy

with respect to SD indicates that such level of excitation might be necessary. In combination

with the CAM-B3LYP geometry, the obtained energy with SDTQ is the best; in combination

with the B3LYP structure the good value obtained with SDT is again undershoot by including

Q.

In conclusion, similarly to the TDDFT results the RASPT2 calculations cannot give a definite

answer about which equilibrium energy is best to be used in combination with RASPT2/RASSCF.

In that respect, RR provides a unique framework to assess further the quality of the electronic

structures and corresponding gradients. Before discussing RR spectra, we shall analyse the
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geometrical features obtained with both, B3LYP and CAM-B3LYP functionals.

3.3 Electronic ground state geometries

As predicted in sections 3.1 and 3.2, the ground state geometry can have a substantial impact

on the excitations energies. This is especially true in the case of the S1 of 1, but changes are

also obtained in the vertical energies of the S2, S3 and S4 states. In order to interpret the origin

of these changes, two geometrical parameters were investigated in more detail, namely the

dihedral angle δ (Figure 1) and the bond length alternation (BLA) index.36,71 The BLA index is

defined as the difference between the average length of carbon-carbon single bonds and double

bonds and it can be applied to polyenes, conjugated π-systems, or push-pull chromophores such

as 1. A positive BLA index is correlated to a neutral form, a negative value to a zwitterionic

form and a zero value to a delocalized system. For 1, the BLA index was calculated along the

conjugated path joining the triphenylamine moiety (donor group) to the cyano group (anchoring

group) (see Figure S1 and Table S1 of the ESI).

The comparison of the B3LYP and CAM-B3LYP equilibrium structures reveals a difference

in the dihedral angle δ, which takes values of −14 and −19◦ at the B3LYP and CAM-B3LYP

geometries, respectively. These changes affect the conjugation between the donor group and

the bridge and therefore could modify the excitation energies. In order to explicitly study the

influence of δ on the S1 excitation energies, potential energy curves (PEC) of S0 and S1 states

along δ were calculated starting from the B3LYP and CAM-B3LYP equilibrium structures, and

leaving the other coordinates frozen. The PECs were investigated in the interval [−30◦; 30◦]

with a step size of 0.5◦ using TD-CAM-B3LYP in the presence of chloroform. As can be seen

from Figure 5, the B3LYP and CAM-B3LYP minima for the S0 state are associated with a

twisted structure, whereas the minima of the S1 are nearly planar, which can be understood

from the double bonding character of the LUMO (see Figure 4) between the ph1 and thia units.

Moreover, Figure 5 shows that the PECs obtained with both geometries display a very similar

shape. In particular, the 0.22 eV energy difference between the S0 and the S1 is almost inde-

pendent from the dihedral angle δ with both geometries, i.e. both curves run mostly parallel.

This indicates that the difference in the S1 excitation energy obtained with B3LYP and CAM-

B3LYP geometries is not a consequence of the different torsion angle but must be associated
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Figure 5: Potential energy curves of the S0 and S1 states calculated with CAM-B3LYP along the dihedral angle

δ starting from the optimized B3LYP (black) and CAM-B3LYP (grey) geometries.

to other geometrical changes along the conjugated path.

The calculated BLA index for 1 are all positive, corresponding to a neutral form. The

BLA index obtained with CAM-B3LYP (0.0335 Å) is larger than that calculated with B3LYP

(0.0203 Å). Hence, the geometry obtained with CAM-B3LYP is more localized than the

B3LYP geometry. This fact allows for an interpretation of the difference in excitation en-

ergy for the S1 state. The virtual MO 148 involved in the S1 excitation (Figure 4, see also

Figure 2), shows a bonding character on the single bonds and an anti-bonding character on

the double bonds, i.e. photoexcitation leads to a more zwitterionic form (see Table S1 of the

ESI and e.g. Refs. 35,36). Therefore, since the single and double bonds of the CAM-B3LYP

equilibrium structure are more localized than those of the B3LYP geometry, the MO 148 is

stabilized (0.16 eV) when going from the CAM-B3LYP to the B3LYP geometry and, as a

consequence, the excitation energy for a transition to the MO 148 is higher in TD-CAM-

B3LYP//CAM-B3LYP than in TD-CAM-B3LYP//B3LYP. In passing we note that the BLA
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index for the M06-2X geometry (0.0332 Å) is similar to that of CAM-B3LYP, and hence, a

similar excitation energy for S1 is obtained. Analogous reasonings can explain the decrease

observed in the excitation energies of S2, S3 and S4 states, when going from the CAM-B3LYP

to the B3LYP structures.

In conclusion, the differences in the excitation energies obtained with the different optimized

structures can be attributed to the changes in the bond length alternation of single and double

bonds.

3.4 Resonance Raman spectra

A non-negligible effect of the ground state structure has been observed on the excitation ener-

gies. However, it is not clear which method is more suited to describe the ground state geometry

of compound 1 and consequently of structurally related dyes. Therefore, the calculation of RR

spectra in resonance with the first absorption band is used to obtain additional information on

the quality of ground and excited state structures.

Figure 6 shows the RR spectra calculated with the different methods, compared to the exper-

imental one recorded for an excitation wavelength of 2.7 eV (458 nm). For completeness,

the RR spectra is not only calculated with the B3LYP and CAM-B3LYP geometries using

TD-CAM-B3LYP and RASSCF procedures, but also employing the TD-B3LYP//B3LYP and

TD-M06-2X//M06-2X protocols. The calculated vibrational modes and corresponding assign-

ments are in Tables 3, 4 and 5.

The spectrum simulated with TD-B3LYP//B3LYP (Figure 6a) allows for a rough assignment

of the vibrational bands (Table 3) but the relative intensities of the peaks are very inaccu-

rate, in comparison to the experimental spectrum (Figure 6g). This could indicate a wrong

estimation of the excited state gradients by B3LYP and it might be also related to the strong

underestimation of the S1 excitation energy by this functional (recall Table 1). Since energies

of CT states can be corrected with CAM-B3LYP, the RR spectrum was also calculated using

the TD-CAM-B3LYP//B3LYP method. Recently, this approach has provided improved RR

spectra in comparison to the TD-B3LYP//B3LYP one in the case of o-nitrophenol.29 However,

as shown in Figure 6b, the obtained results for 1 are very poor. Also the RR intensity pattern

at SA2-RASSCF(16,3,3;7,2,7)//B3LYP level of theory is extremely bad (Figure 6c). Here, the
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(16,3,3;7,2,7) partition including up to T excitations has been chosen as a reasonable compro-

mise between accuracy and computational cost (cf. Table 2). The results obtained with the latter

two methods indicate that the inaccuracies in the RR spectra are more likely to be associated to

inaccuracies of the ground state geometry and associated vibrational normal coordinates rather

than to excited states energies and gradients.

Indeed, the RR spectrum calculated with the TD-CAM-B3LYP//CAM-B3LYP method (Fig-

ure 6d) presents a much better agreement with experiment (Figure 6g). Almost all calculated

vibrational modes (see Table 4) were assigned to the experiment, merely the assignment of

the modes between 1000 and 1300 cm−1 was not feasible due to the pronounced experimental

noise. The frequencies of the modes in the range between 1300 and 1700 cm−1 are in good

agreement with the experiment with a typical mean absolute deviation of 15 cm−1. The RR

spectrum obtained with the TD-M06-2X//M06-2X method is very similar to the TD-CAM-

B3LYP//CAM-B3LYP spectrum (Figure 6f and Table 5), even if some differences are found

for the relative intensities of the modes 135, 142, 154 and 157. The remaining disagreements

with the experimental spectrum can be attributed to limitations of the XC functionals, of the

description of the solvent as well as of the STA, which makes only use of excited state gradients

at the FC point. However, these inaccuracies are small enough to allow an assessment of the

calculated geometries and gradients.

Almost all intense RR normal modes in the CAM-B3LYP and the M06-2X equilibrium struc-

tures are centered either at the bridge or the anchoring group, see Tables 4 and 5. Only

the less intense modes 118, 119, and 132 (CAM-B3LYP structure) or rather 116 and 133

(M06-2X structure) as well as 151, 160, and 162 are located at the donor group. This is

consistent with the observed CT nature of the S1 state discussed in the Sections 3.1 and

3.2. The obtained intensity patterns at TD-CAM-B3LYP//CAM-B3LYP (Figure 6d) and TD-

M06-2X//M06-2X (Figure 6f) are very similar. However, SA2-RASSCF(16,3,3;7,2,7)//CAM-

B3LYP (Figure 6e) features besides some minor variations in the intensities in the region be-

tween 1500 and 1600 cm−1, such as a substantially increased intensity of mode 164, which is

related to the stretching of the cyano group.

These results confirm that both ground and excited state properties of 1 are better described with

the long-range corrected CAM-B3LYP (or the M06-2X) functional and should be preferred to
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calculate ground and excited state geometries for push-pull chromophores similar or related to

the dye 1. The adequacy of the CAM-B3LYP ground state structure is also corroborated by the

SA2-RASSCF(16,3,3;7,2,7)//CAM-B3LYP RR spectrum (Figure 6e), which presents a similar

pattern than the spectrum obtained with the CAM-B3LYP//CAM-B3LYP calculation. These

results are very encouraging and constitute a first application of the RASSCF methodology to

the simulation of RR intensities.

4 Conclusions

In this paper the excitation energies and gradients in the ground and the first excited state of an

organic push-pull chromophore have been assessed with TDDFT and RASPT2/RASSCF meth-

ods. To this aim, equilibrium geometries, UV/vis absorption- and RR spectra are calculated for

the 4-methoxy-1,3-thiazole donor-acceptor dye (1). Substantial effort was put on characteriz-

ing the bright CT state (S1) that is located at a remarkably low excitation energy for this family

of push-pull chromophores.

In order to compare with available absorption and RR spectra obtained in chloroform, first

the solvated equilibrium geometries were calculated using the global hybrid functionals B3LYP

and M06-2X and the long-range corrected CAM-B3LYP functional. These geometries and the

same functionals were employed within TDDFT to calculate the vertical energies of the low-

lying excited states in the presence of a polarized continuum to model solution. It was found

that the amount of exact exchange in the functional not only has a strong influence on the accu-

racy of the excitation energies but the latter also markedly depend on the equilibrium structure

employed. Up to 0.2 eV differences can be found when going from the B3LYP to the CAM-

B3LYP geometry. These energy differences can be rationalized analysing the variations of the

torsion angle of the carbon-carbon bond joining the bridge and the donor group (dihedral an-

gle δ) as well as the extent of localization of the single and double bonds, measured by the

BLA index. While energy profiles along δ showed that torsion is of minor importance to the

S1 excitation energy, it was found that a more pronounced amount of exact exchange leads to

larger BLA indexes, i.e. a more localized nature of the single and double bonds, increasing thus

the excitation energies. In this way, changes of the BLA index in the ground state structures
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Figure 6: RR spectra of 1 in resonance with the first absorption band. The notation F2//F1 is used, in which F1

represents the XC functional employed for the ground state properties and F2 is the method used for

the excited state gradients calculation.
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could be correlated to differences in excitation energy. From the three functionals investigated,

B3LYP fails to predict the excitation energies of 1, due to its intrinsic problems in describ-

ing CT states, while CAM-B3LYP and M06-2X functionals deliver good agreement with the

experiment, provided solvation effects are included. As estimated from TDDFT, the solvent

red-shifts the excitation energies by about 0.1 eV. The best estimation of the S1 energy, with

respect to the experimental data, was found using TD-CAM-B3LYP//B3LYP.

Using the B3LYP and CAM-B3LYP geometries, the position of the S1 state was also inves-

tigated by means of MS-RASPT2/RASSCF calculations. Four different partitions, changing

the active space and the level of excitation were employed: (30,2,2;14,2,11), (16,2,2;7,2,7),

(16,3,3;7,2,7), and (16,4,4;7,2,7). All of them contain only the HOMO and LUMO orbitals in

the RAS2, while a different number of ligand orbitals, holes, and particles are allowed within

the RAS1 and RAS3 subspaces. As with TDDFT, the MS-RASPT2 calculations also showed

a dependency of the S1 excitation energy on the equilibrium structure and the partition em-

ployed. Although in some cases errors can be considered acceptable (0.1 − 0.2 eV), it seems

that in this particular case, where the RAS2 is reduced to HOMO-LUMO, the inclusion of at

least T excitations is necessary to achieve good excitation energies – similar to the results of

Gagliardi et al in Ref. 17. The best agreement in the first absorption band was obtained with the

CAM-B3LYP geometry and the (16,4,4;7,2,7) partition, while the excitation energy obtained

with the B3LYP structure and the same level of excitation (SDTQ) is underestimated. The

large (30,2,2;14,2,11) partition also provides a good estimation of the excitation energy for the

present dye in combination with the B3LYP geometry. However, from the computational point

of view the (30,2,2;14,2,11) partition is associated with an enormous cost in the MS-RASPT2

procedure, arising from the first-order perturbative wavefunction.

Since MS-RASPT2/RASSCF calculations cannot provide a clear-cut answer on which ground

state geometry is more adequate, RR intensity patterns were calculated, paying special atten-

tion to the B3LYP and CAM-B3LYP structures. TDDFT and RASSCF gradients using the

compromised (16,3,3;7,2,7) partition were employed. Up to our knowledge, this is the first

time that RASSCF gradients are used to compute RR intensities. The results clearly evidence

that only the RR spectra using the CAM-B3LYP (and M06-2X) equilibrium structure show an

excellent agreement with experiment, which allows an unambiguous assignment of the normal
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modes. Both CAM-B3LYP and RASSCF excited state gradients and energies in combina-

tion with CAM-B3LYP ground state gradients are appropriate to describe the CT state of this

push-pull chromophore. Particularly encouraging is the agreement on RR intensities based on

RASSCF, since despite the computational cost, it paves the way to employ multiconfigura-

tional gradients in situations where conventional TDDFT calculations might fail completely to

provide accurate results.
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B3LYP Geometry CAM-B3LYP Geometry

∆E / eV f Character c2 / % ∆E / eV f Character c2 / %

RASPT2 (30,2,2;14,2,11) (CSFs: 61131)

2.45 (2.35) 1.34 147 → 148 73 2.62 (2.52) 1.27 147 → 148 75

RASPT2 (16,2,2;7,2,7) (CSFs: 6947)

2.57 (2.47) 1.06 147 → 148 78 2.74 (2.64) 1.02 147 → 148 79

RASPT2 (16,3,3;7,2,7) (CSFs: 96323)

2.42 (2.32) 1.26 147 → 148 72 2.61 (2.51) 1.15 147 → 148 75

RASPT2 (16,4,4;7,2,7) (CSFs: 725875)

2.35 (2.25) 1.41 147 → 148 62 2.47 (2.37) 1.31 147 → 148 65

147 → 149 7 147 → 149 4

144 → 148 4

Table 2: MS-RASPT2 excitation energies (∆E), oscillator strengths (f ), and wavefunctions for the partitions

(30,2,2;14,2,11), (16,2,2;7,2,7), (16,3,3;7,2,7) and (16,4,4;7,2,7) for the S1 state in the B3LYP and

CAM-B3LYP equilibrium structures; all values in parentheses refer to the approximated excitation en-

ergies in chloroform taking solvent stabilization of 0.1 eV into account (see TDDFT results of Table 1).
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mode ν̃ / cm−1 Irel. B3LYP Irel. CAM-B3LYP Irel. RASSCF Assignment

107 1077.5 0.12 0.01 0.36 Bridge, Donor

108 1108.4 0 0.03 0.07 Bridge, Acceptor

111 1123.5 0.36 0.03 0.01 Acceptor, Bridge

112 1130.8 0 0 0.06 Donor

114 1159.8 0.1 0 0 Donor

117 1170 0 0.12 0.05 Bridge

119 1188.8 0.02 0.12 0.01 Donor

125 1264.1 0.04 0.12 0.01 Bridge, Donor

127 1279.7 0 0.05 0.01 Donor

132 1313.1 0.01 0.13 0.02 Donor

134 1341.5 0.01 0.06 0.01 Acceptor, Bridge

135 1349.1 0.54 1 0.1 Acceptor, Bridge

138 1383.8 0.65 0.29 0.02 Bridge, Donor

139 1400.7 0.26 0.07 0 Acceptor, Bridge

149 1458.8 0.06 0.01 0 Bridge

150 1461.3 0.31 0.12 0.03 Bridge

151 1491.2 0.16 0 0.03 Bridge, Donor

154 1509.4 0.01 0.09 0 Donor, Bridge, Acceptor

155 1530.1 0.15 0.02 0.06 Bridge, Donor

157 1547.9 1 0 0 Acceptor, Bridge

160 1600.5 0 0.13 0.01 Donor

162 1617.8 0.18 0.02 0 Donor

163 1729.9 0.08 0 0.05 Acceptor, Bridge

164 2254.8 0.16 0.02 0.21 Acceptor, Bridge

Table 3: Assignment of the vibrational frequencies (cm−1) and calculated relative RR intensities (Irel.) using the

B3LYP optimized structure. The theoretical frequencies were scaled by a factor of 0.97.
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mode ν̃(Cal.)/cm−1 ν̃(Exp.)/cm−1 Irel. CAM-B3LYP Irel. RASSCF Assignment

106 1034.6 0 0.11 0.02 Bridge, Acceptor

110 1102.9 0 0.01 0.12 Bridge, Acceptor

117 1158.5 0 0.07 0.16 Bridge

118 1162 0 0.08 0.2 Donor

119 1179.8 0 0.03 0.1 Donor

125 1253.7 0 0.07 0.07 Bridge

132 1304.5 0 0.05 0.02 Donor

135 1356 1351 0.53 0.3 Acceptor, Bridge

138 1389.8 1403 0.93 0.81 Bridge

141 1405.4 1431 0.8 1 Bridge, Acceptor

142 1416.5 1431 0.23 0.22 Bridge, Donor

146 1433.2 1431 0.12 0.03 Bridge, Acceptor

150 1460.2 1462 1 0.91 Bridge

151 1493.7 1494 0.05 0.02 Donor

154 1525.7 1516 0.28 0.38 Bridge

156 1560.8 0 0.01 0.06 Donor, Bridge, Acceptor

157 1566.7 1595 0.14 0.03 Acceptor

160 1609.9 1595 0.22 0.12 Donor

162 1626 1652 0.05 <0.01 Donor

163 1745.4 0 0 0.11 Acceptor

164 2275.8 2213 0.03 0.53 Acceptor

Table 4: Assignment of the vibrational frequencies (cm−1) and calculated relative RR intensities (Irel.) using the

CAM-B3LYP optimized structure. The theoretical frequencies were scaled by a factor of 0.95.
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mode ν̃(Cal.)/cm−1 ν̃(Exp.)/cm−1 Irel. M06-2X Assignment

106 1029.9 - 0.13 Bridge, Acceptor

113 1135.2 - 0.07 Acceptor, Bridge

116 1151.9 - 0.09 Donor

118 1157.8 - 0.09 Bridge

125 1253.4 - 0.08 Bridge, Donor

133 1302.3 - 0.07 Donor

137 1355.1 1351 0.68 Bridge

138 1384.8 1403 0.58 Acceptor

139 1386.5 1403 0.42 Acceptor

141 1400.8 1431 0.62 Bridge, Acceptor

142 1410.8 1431 0.46 Bridge, Donor

146 1427.1 1431 0.11 Bridge, Acceptor

150 1460.7 1462 1.00 Bridge

151 1484.6 1494 0.08 Donor

154 1521.7 1516 0.36 Bridge, Donor

157 1574.2 1595 0.27 Acceptor

160 1603.2 1595 0.27 Donor

162 1620.4 1652 0.07 Donor

164 2290.8 2213 0.04 Acceptor

Table 5: Assignment of the vibrational frequencies (cm−1) and calculated relative RR intensities (Irel.) using the

M06-2X optimized structure. The theoretical frequencies were scaled by a factor of 0.95.
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4.3 Arylamine-Modified Thiazoles as Donor-Acceptor Dyes:
Quantum Chemical Evaluation of the Charge-Transfer
Process and Testing as Ligands in Ruthenium(II) Com-
plexes

Reprinted with permission from Menzel et al. Eur. J. Org. Chem. 27, 5231-5247 (2012).
Copyright 2012 John Wiley and Sons.
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Arylamine-Modified Thiazoles as Donor–Acceptor Dyes: Quantum Chemical
Evaluation of the Charge-Transfer Process and Testing as Ligands in
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A series of new 4-hydroxy-1,3-thiazole-based chromophores
bearing different arylamine components (triarylamines, carb-
azole, and phenothiazine) as electron donors and azahetero-
cycle components (pyridine, pyrazine and pyrimidine) as
electron-acceptor moieties have been synthesized. Elaborate
quantum chemical calculations were carried out with two se-
lected compounds to identify the natures of the HOMO/
LUMO transition and of the intramolecular charge-transfer
state. The electrochemical properties were investigated: the
dyes show reversible first oxidation and reduction peaks,
with the former strongly dominated by the type of arylamine.

Introduction

The classical heterocyclic 4-hydroxy-1,3-thiazole core
was described by R. Dodson and H. Turner in 1951.[1] Since
then, several compounds have been synthesized[2] but only
a few data relating to applications of these compounds ex-
ist. Some of the derivatives have been tested as drugs (e.g.,
as cyclooxygenase, 5-lipoxygenase, and cyclin-dependent
kinase 5 inhibitors).[3]

Our group revived the 4-hydroxy-1,3-thiazole unit as a
chromophore and fluorophore, due to its similarities to the
naturally occurring luciferin and its remarkable spectro-
scopic characteristics. Several applications of its derivatives
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The donor moieties were synthesized under Buchwald–Hart-
wig conditions. Several of the presented X-ray structures
provide deeper insight into the geometries of the ligands.
The bidentate nature of the chromophores makes them suit-
able as ligands in transition metal complexes. The corre-
spondingruthenium(II)polypyridinecomplexes–Ru(dmbpy)2-
(L)(PF6)2 (dmbpy = 4,4�-dimethyl-2,2�-bipyridine) – were suc-
cessfully synthesized for seven of the ligands. The MLCT
bands in these complexes are significantly broadened, re-
sulting in improved light-harvesting efficiencies.

have been developed since then. Thanks to their easy func-
tionalization and tunable optical properties they have been
successfully incorporated as blue-emitting species in a poly-
mer backbone,[4] as a FRET energy donor in a terpolymer
together with a RuII complex as the acceptor unit,[5] and
as chromophores in donor-π-acceptor (D-π-A) dyes in dye-
sensitized solar cells (DSSCs).[6] In addition, they were very
recently reported to be fast and specific systems for fluoride
ion detection[7] and have been employed as light-harvesting
ligands in RuII polypyridyl complexes.[8]

The last of these in particular is of significant interest,
due to the potential application of RuII dyes as sensitizers
in DSSCs, which usually lack chromophores to harvest sun-
light efficiently. Furthermore, ruthenium(II) complexes, es-
pecially RuII polypyridine complexes, have attracted con-
siderable interest due to their outstanding properties, such
as good chemical stability, reversible redox behavior, and
long-lived excited states with distinct reactivities and
unique, tunable emission characteristics.[9] This has opened
the doorway to numerous applications.[10] Nonetheless, the
investigation of new complexes is still an evolving field and
is one part of this contribution.

Additionally, arylamines have also been the focus of in-
tense research, due to potential applications in various
functional materials. They have been used as materials that
show photoconductive and nonlinear optical (NLO) prop-
erties,[11] and were employed for that purpose as chromo-
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phores in ultrafast electro-optic (EO) applications.[12]

Furthermore, they can act as photoconductors and hole-
transporting materials in organic light-emitting diodes
(OLEDS),[13] and are promising cores both in bulk hetero-
junction (BHJ) solar cells[14] and in Grätzel-type DSSCs.[15]

The synthesis and characterization of different dyes
based on the 4-methoxy-1,3-thiazole core as a chromophore
with an arylamine donor in the 5-position (i.e., with a
phenyl-, p-anisole-, p-tolyl-, or phenothiazine-based aryl-
amine) and a pyridine, pyrimidine, or pyrazine moiety in
the 2-position as acceptor is presented. Two of the dyes
were further investigated by quantum chemical methods in
order to assign their longest-wavelength absorptions either
to a twisted (TICT) or to a planar (PICT) intramolecular
charge-transfer process. The successful synthesis of seven
heteroleptic RuII complexes was achieved by use of the acti-
vated precursor cis-Ru(dmbpy)2(acetone)2(PF6)2.[16] The
complexes were synthesized in order to test the abilities and
characteristics of these dyes as ligands, which is considered
a first step to establishing this class of chromophores as
electron-donating and light-harvesting ligands in RuII com-
plexes utilized as sensitizers in DCCSs.[17] All compounds
were investigated with regard to their electronic and electro-
chemical properties. Furthermore, the emission behavior of
the dyes was characterized in terms of lifetime and quan-
tum efficiency measurements.

Results and Discussion

Synthesis

The synthesis of the dyes/ligands is depicted in Scheme 1.
The new 4-hydroxy-1,3-thiazoles 1a–1c were prepared by
Hantzsch thiazole cyclizations between the thioamides of
the corresponding azaheterocycles and ethyl 2-bromo-2-(4-
nitrophenyl)acetate, which can in turn easily be prepared
from the commercially available 2-(4-nitrophenyl)acetic acid
by a standard protocol.[18] Compound 1d was prepared
similarly, from ethyl 2-bromo-2-(4-bromophenyl)acetate
and pyridine-2-carbothioamide, as described in the litera-
ture.[19] Alkylation of the “phenolic” 4-hydroxy group was
achieved in a manner similar to the Williamson ether syn-
thesis, by treatment of the deprotonated thiazole with
methyl iodide in DMSO. The reduction of the nitro group
in 2a–2c was accomplished with freshly prepared Raney
nickel and hydrazine as the hydrogen source in EtOH in
excellent yields (�95%).

The bottleneck for the synthesis of the arylamines was
the Buchwald–Hartwig cross-coupling reaction, involving a
double N-arylation. Although thoroughly described in the
literature, the reaction depends strongly on the natures of
the catalysts and ligands and on the conditions used.[20]

Several attempts with, for example, triphenylphosphane or
1,1�-bis(diphenylphosphanyl)ferrocene as ligand together
with NaH or KOtBu as base have failed completely. There-
fore, the electron-rich ligand tri-tert-butylphosphane
[P(tBu)3], which had already been successfully applied in
the synthesis of different carbazole derivatives,[21] was cho-

www.eurjoc.org © 2012 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim Eur. J. Org. Chem. 2012, 5231–52475232

sen as a promising candidate. For the coupling reaction,
bis(dibenzylideneacetone)palladium(0) [Pd(dba)2] was used
as the precatalyst, KOtBu as the base to deprotonate the
amine in the catalytic cycle, and toluene as solvent. Fortu-
nately, the desired products were obtained with use of
P(tBu)3 in good yields (76–90%). In addition, the two-step
nature of the reaction was demonstrated. As representative
examples, for A1 and B1 the monosubstituted products
A1m (69 %) and B1m (88%) were obtained. This opens the
door for the construction of unsymmetrically substituted
triarylamines useful for photonic applications.[22] Unlike the
double N-arylation of the amines 3a–3c, the Buchwald–
Hartwig reaction starting with 2d, in which the aryl halide
is connected to the thiazole, was not successful by the de-
scribed method: with the commonly used diphenylamine as
the amine component no conversion to the substituted
product was observed under various conditions. The biaryl-
phosphane ligand 2-(dicyclohexylphosphanyl)-2�,6�-di-
methoxy-1,1�-biphenyl (SPHOS) was therefore chosen as a
promising ligand.[20b,23] SPHOS has already been success-
fully applied in the amination of chloro-terpyridine and is
widely used in the Suzuki–Miyaura reaction.[24] Finally, the
coupling reaction with employment of SPHOS yielded the
arylamines D1–D3 (69 to 88%).

The synthesis of the heteroleptic RuII complexes is also
depicted in Scheme 1. The standard procedure – heating of
precursor cis-(dmbpy)2RuCl2 (1 equiv.) in EtOH with the
appropriate ligand (1 equiv.) for 24 h under reflux condi-
tions and precipitating the product with NH4PF6 – yielded
an inseparable mixture of products, so the precursor was
activated with AgPF6 prior to the complexation reaction
with the ligand. The synthesized complexes can easily be
purified by size exclusion chromatography either with Bio-
Beads® S-X1 with DCM or with Sephadex® LH-20 with
acetone as solvent if they are only sparingly soluble in
DCM. After precipitation of the products with diethyl
ether, they were obtained as deep red solids in moderate to
good yields (75–93 %). Although several attempts were
made, it was not possible to obtain pure samples of all pos-
sible complexes. No homogeneous products were obtained
in the cases of compounds B1 and B2. Most likely unfavor-
able complexation at the second pyrazine nitrogen atom led
to a mixture of differently substituted complexes. The com-
plexation was also unsuccessful in the case of ligand A3.

X-ray Structures

X-ray structures of the molecules A1, B1, C1, and D2
were obtained from crystals grown directly in NMR tubes
by slow evaporation of CHCl3/EtOH solvent mixtures. The
structures are depicted in Figure 1 and data are listed in
Table 1 (additional refinement data are reported in
Scheme S1 in the Supporting Information). Each dye shows
a more or less planar geometry along the acceptor 1,3-thi-
azole unit, with the nitrogen atoms arranged in a transoid
conformation due to N–H hydrogen-bonding interactions
between N1 of the 1,3-thiazole and the hydrogen of the ap-
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Scheme 1. Synthesis and structure of the ligands and the complexes.

propriate N-heterocycle (except for C1). The torsion angles
are 9.10(7)° for C1 with the pyrimidine moiety (no hydro-
gen bond possible) and are decreased to 2.86(6), 7.79(8),
and 2.48(9)° for A1, B1, and D2, respectively. Each dye is
also twisted to some extent along the 1,3-thiazole-phenyl
single bond. Because there is no appreciable steric hin-
drance it can be assumed that free rotation occurs at room
temperature, leading to an unsteady torsion angle in the
crystalline state, from almost planar with 9.10(7)° in the
case of C1 to highly twisted with 37.89(10)° in that of A1.

Eur. J. Org. Chem. 2012, 5231–5247 © 2012 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.eurjoc.org 5233

The triarylamines display propeller-type geometries of
the aromatic rings. They are twisted in a well-known fash-
ion out of the plane into conformations with fewest steric
interactions with the adjacent rings, as reported for several
arylamines.[25] The nitrogen N3 of the triarylamine in each
case adopts an almost planar geometry, in agreement with
the sp2 hybridization and the resulting intramolecular p–π
interactions. The interatomic distances and angles both in
the arylamine donor and in the 4-methoxy-1,3-thiazole core
are all in the expected range.[26] Additionally, the X-ray
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Figure 1. ORTEP plots of the arylamines A1, B1, C1, and D2. The numbering of A1 also applies for the other compounds. Hydrogen
atoms are omitted; ellipsoid probability 50 %.

Table 1. Selected interatomic distances [Å] and angles [°] in A1, B1,
C1, and D2.

A1 B1 C1 D2

Bonds

N2–C4 1.345(2) 1.342(2) 1.342(2) 1.342(3)
C4–C1 1.467(2) 1.462(2) 1.471(2) 1.463(3)
C1–S1 1.725(1) 1.723(2) 1.725(1) 1.722(2)
S1–C2 1.727(1) 1.733(2) 1.730(1) 1.727(2)
C2–C3 1.376(2) 1.377(2) 1.388(2) 1.383(3)
C3–N1 1.358(2) 1.358(2) 1.359(2) 1.360(3)
C3–O1 1.353(2) 1.355(2) 1.350(2) 1.354(3)
C2–C9 1.467(2) 1.466(2) 1.465(2) 1.468(3)
C12–N3 1.414(2) 1.427(2) 1.417(2) 1.446(3)

Angles

C1–S1–C2 89.76(6) 89.83(8) 90.17(7) 90.10(10)
S1–C2–C3 107.95(10) 107.70(12) 107.41(10) 107.76(15)
C2–C3–N1 117.56(12) 117.45(15) 117.51(12) 117.40(19)
C3–N1–C1 109.60(11) 109.93(14) 109.89(12) 109.71(18)
N1–C1–S1 115.13(10) 115.08(12) 115.03(10) 115.02(16)

Torsion angles

N2–C4–C1–S1 2.86(6) 7.79(8) 9.10(7) 2.48(9)
S1–C2–C9–C10 37.89(10) 18.04(12) 1.65(10) 18.47(15)
C11–C12–N3–C15 40.21(11) 62.88(14) 48.35(12) 112.21(18)
C12–N3–C15–C16 34.97(11) 20.10(14) 48.14(12) 6.50(18)

structure of the monosubstituted product A1m is given in
Scheme S2 in the Supporting Information. It features a
geometry very similar to those of the doubly substituted
derivatives.

In order to describe the butterfly conformation of the
phenothiazine dye D1, it is necessary to introduce the fold-
ing angle θ and the tilt angle α.

The former refers to the extent of the butterfly conforma-
tion, whereas the latter represents the deviation of these pla-
nes from coplanarity (α = 0°). For D1, θ is 153°, corre-
sponding to α = 27°, which conforms very well with unsub-
stituted (θ = 159°) or N-phenyl-substituted (θ = 155°) phe-
nothiazine.[27] Additionally, the phenothiazine is almost
completely twisted out of the plane of the attached phenyl
ring [112.21(18)°]. This corroborates the assumption that
the annulated arylamines (the same applies for D1 and D3)

www.eurjoc.org © 2012 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim Eur. J. Org. Chem. 2012, 5231–52475234

contribute only marginally to the π-conjugated system, as
is also supported by the absorption spectra and quantum
chemical calculations.

Electronic Absorption Spectra of the Dyes

The UV/Vis spectra of the ligands are shown in Figure 2
(see also Table 2). Every triarylamine dye shows several
high energy transitions below 250 nm where the assign-
ments are tentative (not shown) and two main transitions
at 305 and 420 nm. The bands located at 305 nm are due to
mixtures of π–π* transitions in the triarylamines. They are
not affected either by the donor or by the acceptor. The
bands located in the visible part are of charge-transfer (CT)
character, as recently shown for similar 4-methoxy-1,3-thi-
azole dyes.[6] The lowest-energy absorption maxima are in-
fluenced both by the donors and by the acceptors. The ab-
sorption λmax values are slightly bathochromically shifted
by approx. 10 nm for the dyes with the pyrazine instead of
the pyridine acceptors. Further shifts of these bands can be
observed for the derivatives with more strongly electron-
donating arylamines. For A1–A3, the absorption λmax val-
ues are bathochromically shifted from 405 nm for the phen-
yl- to 417 nm (0.09 eV) for the p-anisole-, and further to
433 nm (0.20 eV) for the p-N,N�-dimethylaniline-based tri-
arylamine. This coincides with the behavior of the thiazoles
with the pyrazine and pyrimidine acceptor. For compounds
D1–D3, the λmax values of this transition are significantly
shifted towards higher energies. This can be explained by
the very weak participation of the annulated arylamines in
the conjugation pathway, as can be seen from the X-ray
structure of D2. The extinction coefficients (ε) of the long-
est-wavelength absorptions are high, varying from 18000
(D1) to 30000 m–1 cm–1 (B1). Additionally, the absorption
spectra of D2 and D3 display a very strong, typical n–π*
transition for D2 (λ = 257 nm, ε = 53000 m–1 cm–1) and a
strong π–π* transition for D3 (λ = 240, ε = 58000 m–1 cm–1)
for the phenothiazine or phenoxazine moieties, as described
for various N-aryl-substituted derivatives.[28] The emission
spectra of the dyes are depicted in Scheme S3 in the Sup-
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porting Information. The emission quantum yields (ΦF) are
also strongly dependent on the arylamine donors. In con-
trast with the phenyl-based triarylamines, with ΦF = 40–
47%, the p-anisole-based triarylamines show ΦF values be-
low 1%, and consequently no fluorescence was detected for
the p-N,N�-dimethylaniline derivative in CH3CN solution at
room temp. The obtained ΦF values corresponded well with
the measured emission lifetimes (τF). They were signifi-
cantly decreased for the compounds with the lower ΦF val-
ues. This prompts the assumption that several radiationless
deactivation processes must efficiently depopulate the S1

state if additional donors (p-methoxy A2, B2, C2, p-dimeth-
ylamino A3, or even p-methyl C1) are present in the triaryl-
amine. More complicated behavior was observed for the de-
rivatives D1–D3. As a result of the weak overlap of the two
chromophores (thiazole and carbazole, phenothiazine, or
phenoxazine) the emission spectra are hypsochromically
shifted relative to those of the triarylamines A1–A3. The
emission bands for D2 and D3 each show several peaks,
most likely from transitions into different vibronic states of
the electronic ground state. Only one main emission band
can be observed for compound D1 in the polar solvent
CH3CN, with a very high ΦF of 90 %, coincidently with an
emission due to the carbazole moiety,[29] whereas for D2
and D3 the emissions are very weak.

Figure 2. Absorption spectra of the ligands at room temp.

In order to investigate the longest-wavelength absorp-
tions (and emissions) of the dyes in more detail, measure-
ments in different solvents were carried out for compounds
A2 and D1. If a simple π–π* transition takes place, both
the absorption and the emission maximum should be ba-
thochromically shifted with higher solvent polarities. Sur-
prisingly, it was shown for both compounds (for spectra see
Scheme S4 in the Supporting Information) that the absorp-
tion λmax values are slightly shifted toward shorter wave-
lengths with increasing solvent polarity, but the emission
maxima are shifted toward longer wavelengths. Conse-
quently, the Stokes shifts increased significantly from 2700
(heptane) to 7400 cm–1 (CH3CN) for A2 and (less pro-
nounced) from 4300 (heptane) to 5700 cm–1 (MeOH) for

Eur. J. Org. Chem. 2012, 5231–5247 © 2012 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.eurjoc.org 5235

Table 2. Spectroscopic properties of the dyes measured in CH3CN
at room temp.

λabs [nm] [log ε] λem [nm][a] ΦF [%] τF [ns]

A1 301 [4.33], 405 [4.44] 547 47 3.83
A2 299 [4.35], 417 [4.43] 605 �1 0.26
A3 307 [4.43], 433 [4.36] n.d. n.d. n.d.
B1 303 [4.40], 425 [4.47] 593 40 2.99
B2 302 [4.40], 439 [4.46] 611 �1 0.13
C1 302 [4.32], 426 [4.36] 601 8 1.26
C2 301 [4.38], 433 [4.46] 630 �1 � 0.1[c]

D1 292 [4.11], 380 [4.24] 478 90 3.12
D2 257 [4.72], 377 [4.42][b] 484 sh, 507 2 0.11
D3 240 [4.77], 373 [4.40] 455 sh, 470 �1 0.13

[a] λmax of emission after excitation in the maximum of the longest
wavelength absorption. [b] Measured in THF. [c] Below demand in-
terval, n.d.: not detected, sh: shoulder.

D1. This behavior has been explained in the literature in
terms of a conformational transformation from a planar
locally excited (LE) state to an intramolecular charge-trans-
fer (ICT) or, consequently, to a twisted intramolecular
charge-transfer (TICT) state.[30]

In our case, the ground-state conformations of the dyes
are not planar, as is supported by the X-ray structures. The
energies of the S0 states are basically independent of the
solvents used and are only marginally decreased in polar
solvents, such as MeOH, leading to small hypsochromic
shifts in the absorption spectra for A2 (Table 3) and D1
(Table 4). According to the Franck–Condon principle, the
geometries of the LE states of S1 do not change during
excitation, leading to very similar energies for these transi-
tions for all solvents. LE states in nonpolar solvents are not
stabilized through interactions with solvent molecules, and
their conformations are predominately affected by the
ground state geometries [sometimes considered partial
charge-transfer (PCT) transitions].[12,31] In contrast, the
charge-separated ICT states (excitation leads to a formal

Table 3. Spectroscopic behavior of A2 in different solvents.

Solvent λabs [nm] [log ε] λem [nm] ΦF Stokes τF

[%] shift [cm–1] [ns]

Heptane 427 [4.585] 483, 512 63 3900 2.6
Dioxane 425 [4.441] 530 59 4700 3.8
CHCl3 428 [4.422] 561 40 5500 4.0
THF 425 [4.485] 552 43 5400 3.8
MeOH 421 [4.456] 581 � 1 6500 0.1
CH3CN 417 [4.434] 603 1 7400 0.1

Table 4. Spectroscopic behavior of D1 in different solvents.

Solvent λabs [nm] [log ε] λem [nm] [a] ΦF Stokes τF

[%] shift [cm–1] [ns]

Heptane 387 [4.466] 456, 464 97 4300 2.4
Dioxane 385 [4.399] 472 100 4800 2.7
CHCl3 387 [4.235] 475 95 4800 2.9
THF 384 [4.474] 473 100 4900 2.8
CH3CN 380 [4.244] 475 90 5300 3.1
MeOH 382 [a] 489 81 5700 3.3

[a] Extinction coefficient could not be measured, due to poor solu-
bility.
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cation radical at the arylamine and an anion radical at the
acceptor) in polar solvents are extraordinarily stabilized by
solvent molecules. It is assumed that the ICT transitions are
facilitated by planarization along the phenyl-1,3-thiazole
bond during the vibrational cooling process (see quantum
chemical section). This accounts for the energy gain due to
electronic conjugation (mesomeric interactions) and, conse-
quently, the bathochromic shifts of the emission maxima
and increased Stokes shifts in solvents with higher polarit-
ies. In order to clarify whether a TICT is likely to occur, we
used the Lippert–Mataga equation to estimate the change
in the dipole moment between S0 and S1.[32]

The Lippert–Mataga plots obtained are shown in Fig-
ure 3 and further details are summarized in Scheme S5 in
the the Supporting Information. It is known that protic sol-
vents (hydrogen bonding) and 1,4-dioxane do not yield re-
producible values,[33] so they were excluded from the analy-
sis. The main uncertainty in this equation is the Onsager
cavity radius (a). As described in the pioneering work by
Lippert, a was calculated from the major axis of the mole-
cule (simplified as an ellipsoid) and the correction value 0.8
(according to a equal energetic sphere).[34] The lengths of
the two molecules can both be derived from the X-ray
structures as 17 Å, and the cavity radii are then 13.6 Å. The
changes in dipole moment (Δμ = μE – μG) were calculated
to be 4.6 D for A2 and 2.8 D for D1. This is a strong hint
that a planar ICT (PICT) process is taking place rather
than a TICT. TICT states usually show significantly higher
changes in dipole moments (Δμ � 20 D) then those ob-
served here.[35]

Figure 3. Lippert–Mataga plots for A1 (solid) and D2 (dashed).
Solvents: heptane, CHCl3, THF, and MeOH, at room temp.

Quantum chemical calculations were carried out in order
to evaluate the spatial distributions and energies of the
HOMO and LUMO orbitals and whether or not rotations
(TICTs) about either the phenyl-1,3-thiazole bonds or the
phenyl-amine bonds in the excited states, leading to charge
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separation, occur. It was found here that the S1 states are
sufficiently stabilized by a polar solvent after planarization
along the phenyl-1,3-thiazole bonds, which leads to slightly
broadened and red-shifted emission bands, as observed in
the UV/Vis measurements. It is noteworthy that no concen-
tration dependencies of either the absorption or the emis-
sion spectra were observed, ruling out excimer formation.
The bathochromic shifts of the emission are also ac-
companied by decreased quantum yields and increased
emission lifetimes (no clear trend of τF was observed for
A1, unlike for D2). Two possible apparently conflictive as-
sumptions can be made to explain this behavior: i) stabiliza-
tion of the excited state from polar solvent molecules might
raise the energy barrier (increased “activation” energy) for
the deactivation process (in polar solvents the CT state di-
rectly decays radiationlessly to the ground state by the back
CT reaction), leading to an increase in τF,[31] or ii) various
nonradiative quenching processes might be accessible due
to additional conformational twists.[30a] The first is consis-
tent with the τF measured for D2. The second fact was de-
scribed and discussed in detail by Hu et al. for dyes bearing
additional dimethylamino groups on their arylamine donor
components (similar to A3).[30b] It is assumed that the p-
dimethylamino (or for A2 the p-methoxy) groups give rise
to additional rotatable junctions and radiationless deactiva-
tion pathways if the charge-separated states are sufficiently
stabilized by polar solvent molecules. The latter explanation
would also be consistent with the significantly decreased ΦF

and τF values and the lack of emission of the triarylamines
in which the donor component is a p-dimethylamino, p-an-
isole, or even p-tolyl system rather than a phenyl group,
as described above. Additionally, it is noteworthy that no
wavelength dependency of τF was observed in the transient
emission spectroscopy for A2 and D1 in heptane, ruling out
second emissive states (dual fluorescence).

Electronic Absorption Spectra of the RuII Complexes

The studied complexes each show several intense absorp-
tion bands due to the different possible electronic transi-
tions of RuII polypyridyl complexes. The spectra are shown
in Figure 4 and the data are summarized in Table 5. The
high-energy bands at 258 nm can be assigned to spin-al-
lowed metal-to-ligand charge-transfer (MLCT) transitions.
The intense ligand-centered (LC) π–π* transitions (ε �
65000 m–1 cm–1) of the two dmbpy ligands are located at
285 nm. The high-energy LC transitions of the triaryl-
amines A1–C2 can be observed at approximately 325 nm,
and they are presumably superimposed with weak metal-
centered (MC) transitions.[9a]

The broad absorption bands of the complexes in the vis-
ible region at 400–600 nm are due to MLCT transitions and
LC transitions of the thiazole-based ligands. It is not pos-
sible to assign any distinct transition to these broad feature-
less bands (ε � 28000 m–1 cm–1) for the complexes Ru1–Ru4.
For Ru5–Ru7 the different transitions are better resolved.
The bands of the LC transitions for Ru5, Ru6, and Ru7 are
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Figure 4. Absorption spectra of the complexes measured in
CH3CN at room temp.

Table 5. Spectroscopic properties of the complexes measured in
CH3CN at room temp.

λabs [nm] [log ε] λem [nm][a]

Ru1 258 [4.47], 287 [4.92], 319 [4.59], 447 [4.48] 606, 689
Ru2 258 [4.41], 286 [4.86], 324 [4.52], 457 [4.45] 619, 710
Ru3 258 [4.54], 285 [4.99], 326 [4.64], 471 [4.53] 629, 727
Ru4 258 [4.57], 285 [5.00], 328 [4.63], 473 [4.55] 627, 736
Ru5 258 [4.52], 286 [4.85], 389 [4.29], 486 [4.00] 676
Ru6 286 [4.82], 362 [4.29], 434 [4.24], 485 [4.05] 679
Ru7 286 [4.82], 327 [4.47], 446 [4.12], 483 [4.05] 667

[a] Measured in ethanol/methanol (4:1, v/v) glass at 77 K after exci-
tation at 450 nm.

located at 390, 370, and 360 nm (broad), respectively. This
is in accordance with the absorption maxima of the free
ligands and leads to the conclusion that the longest-wave-
length ligand-based CT transitions are marginally affected
by complexation. The bands of the MLCT transitions to
the dmbpy ligand are located at approx. 435 nm. Unlike
those for Ru1–Ru4, the MLCT bands for the three com-
plexes Ru5–Ru7 are acceptably resolved and each display
an additional shoulder located at 490 nm. This can be ex-
plained by absorption into two different 1MLCT states
caused by the presence of two different ligands (the thi-
azole-based and the dmbpy ligands).[36]

In conclusion, as a result of the complexation of the ad-
ditional light-absorbing ligands, leading to several intense
bands in the absorption spectra of the complexes superim-
posed with the “classic” transitions, the complexes show en-
hanced light-harvesting efficiencies in the UV/Vis and vis-
ible regions of the solar spectrum.

Unlike the very similar thiazole-based complexes de-
scribed in the literature,[8] the compounds do not show any
room temperature emission, so emission spectroscopy was
carried out in EtOH/MeOH (4:1, v/v) glass at 77 K. The
measured complexes each exhibit emission between 606 and
736 nm. For complexes Ru1–Ru4, with the triarylamine-
based ligands, two different main emission bands can be
observed in each case, whereas for Ru5–Ru7 only one main
emission band is present. The emission spectra of Ru1, Ru2,
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Ru5, and Ru6 are shown as representative examples in Fig-
ure 5. The unexpected behavior of Ru1–Ru4, although it vi-
olates Kasha’s rule, is not new (especially at a temperature
of 77 K) and has been described in the literature. Two pos-
sible mechanisms have been discussed as an explanation.
Firstly, two emitting 3MLCT states might be present, as
documented for, for example, heteroleptic RuII complexes
containing two bpy and one 2,3-bis(2-pyridyl)pyrazine li-
gand[37] or two bpy and different phenanthroline-based li-
gands[38] or for acetylene-linked dinuclear RuII com-
plexes.[39] This behavior can usually be assigned only by
time-resolved emission dynamics measurements, due to the
superimposition of the two emission bands. Secondly, one
emitting 3MLCT and one emitting ligand localized triplet
excited state (3IL) might be present, as extensively discussed
in a review by Wang et al.[40]

Figure 5. Emission spectra of the heteroleptic RuII complexes Ru1,
Ru2, Ru5, and Ru6 in ethanol/methanol (4:1, v/v) glass at 77 K.

In the cases of the complexes Ru1–Ru4 the two bands
are well resolved. Excitation at 400 nm leads in each case
to an increase in the intensity of the higher-energy emission
at approx. 620 nm whereas excitation at the longest-wave-
length absorption �500 nm leads to an increase in the
lower-energy emission band at approx. 710 nm. Two dif-
ferent emitting states separated by a distinct energy barrier
are populated in a manner dependent on the excitation
wavelength, as was also supported by measurement of exci-
tation spectra. We assume that one of these emissive states
is of 3MLCT character and is localized on a dmbpy–Ru
pair and that the other is the lower-energy 3MLCT state
localized on the thiazole–Ru pair and not a 3IL state. The
latter assumption is also supported by measurement of the
emission spectra of the ligands. The locations and differ-
ences of the maxima of/and between the ligands do not fit
with either the short- or the long-wave emissions of the
complexes. Nonetheless, unambiguous assignment will be
the subject of further time-dependent measurements carried
out at 77 K. For the complexes Ru5–Ru7 only one broad
emission band is apparent in each case. Presumably the en-
ergies of the two possible 3MLCT states are too close, which
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would lead to superimposed emission bands, in contrast
with the absorption spectra, in which the two different
1MLCT transitions are well resolved.

Quantum Chemical Calculations on A1 and D1

In order to gain more detailed insight into the structural
and the spectroscopic properties of D1 and A2, density
functional theory (DFT) and its time-dependent variant
(TDDFT)[41] were applied. The influence of solvation was
studied for an apolar (heptane, ε = 1.9113, n = 1.3878) and
a polar (MeOH, ε = 32.613, n = 1.3288) solvent with use
of a polarized continuum model.[42] All calculations were
performed with the GAUSSIAN 09 program.[43] The
ground-state equilibrium structures of A2 and D1 were op-
timized with a functional based on B3LYP[44] and denoted
as B3LYP(35),[45] combining 35% of exact exchange, 58.5%
of non-local B88[46] exchange, and the LYP correlation
along with the 6–31G(d,p) double-ξ basis set.[47] Harmonic
vibrational frequencies at the same level of theory con-
firmed that the obtained stationary points corresponded to
the minima of the potential energy surfaces (PESs). Excited
state properties, such as excitation energies, oscillator
strengths, and excited states geometries, were computed by
use of TDDFT and the same exchange-correlation func-
tional and basis set as for the ground states. The absorption
spectra in the Franck–Condon (FC) region were simulated
from the first ten singlet excited states. The S1 states were
optimized to obtain the emission energies. Furthermore,
PESs of the S0 and the S1 states of A2 were generated along
the dihedral angle δ4 (starting from the optimized S1 geome-
tries for heptane and MeOH), describing the internal tor-
sion of the donor group (for a graphic representation of
the angles see Scheme S6 in the Supporting Information) in
order to study the presence of a TICT state in the S1 state.
The PESs were calculated with rotation of the phenyl group
with respect to the bis(4-methoxyphenyl)-N-phenylaniline
moiety with a step size of 2° and at the same level of theory
as the previous calculations.

The ground-state equilibrium geometries of both mole-
cules exhibit similar structural features, as shown in Table 6
and Figure 6. The trans isomer of the thiazole-pyridine
moiety is in each case energetically favored over the cis iso-
mer by approximately 0.3 eV in heptane and by 0.2 eV in
MeOH. As can be seen from the dihedral angles, the 4-
methoxy-1,3-thiazole fragment adopts a configuration al-
most planar to the pyridine. The angle δ2 describes the tor-
sion around the C–C bond between the thiazole fragment
and the donor moiety. It was found that δ2 is almost inde-
pendent both of the donor group [carbazole and bis(4-
methoxyphenyl)-N-phenylaniline] and of the solvent (for A2
δ2 = 18° in heptane and 19° in MeOH, whereas for D1 δ2

= 17° in both solvents). The phenyl groups of the donor in
both dyes are twisted out of planarity due to steric hin-
drance. This twisting is in the range of ca. 30°, as illustrated
by the angles δ3 and δ4 in A2. The torsion of the carbazole
in the case of D1 is significantly more pronounced (δ3 =
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56°), whereas the carbazole is completely planar. In general,
and consistently with the results of the solvent-dependent
UV/Vis measurements, the ground-state structures of A2
and D1 are basically invariant to solvation. The optimized
geometries of the S1 states show similarities to the ground-
state equilibrium structures. The reason is the π–π* nature
of the S1 states and the partial occupation of the LUMOs;
the excited-state structures therefore show only minor shifts
in bond lengths and angles. The thiazole-phenyl fragments,
however, are planarized (δ2 ≈ –1° for A2 and 2° for D1) as

Table 6. Calculated torsion angles and dipole moments of the
ground (S0) and first excited (S1) states of A2 and D1.

Geom. Solvent δ1 [°] δ2 [°] δ3 [°] δ4 [°] μ [D]

A2

S0 heptane 0.32 –17.99 30.61 31.56 1.37
MeOH 0.34 –19.01 28.09 29.67 1.55

S1 heptane –0.43 –1.19 39.11 38.30 1.58
MeOH –0.32 –1.58 32.68 32.10 2.62

D1

S0 heptane 0.03 –16.65 56.42 –0.09 5.38
MeOH 0.00 –17.32 56.54 –0.12 6.12

S1 heptane –0.22 –2.22 44.39 –0.09 4.64
MeOH –0.27 –2.02 45.46 0.00 5.22

Figure 6. Potential curves, representations of the HOMO, LUMO,
and SOMO orbitals, and energies of the S0 and S1 states before
and after stabilization through either heptane or MeOH solvent
molecules and experimentally determined (upper values of the ab-
sorption and emission energies) and calculated energies.
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a result of the bonding characters of the LUMOs in these
positions. Additionally, the torsions in the donor groups are
slightly changed. In the case of D1, the angle δ3 decreases
by approximately 12 to 44° in heptane and to 45° in MeOH.
This supports the assumption that excitation leads to a
PICT and not a TICT state.

The absorption spectra of the two dyes were calculated
by using FC geometries and the first ten singlet excited
states. Table 7 lists the vertical and adiabatic S1 excitations
for the compounds in both solvents. A summary of the pho-
tophysical properties and a representation of the orbitals of
the higher excited singlet states are given in Schemes S7–
S10 in the Supporting Information. The S1 state of D1 is
mainly characterized by a π–π* excitation with significant
CT participation predominantly from the carbazole donor
(HOMO) to the thiazole/pyridine acceptor (LUMO). The
ratio of this transition in heptane is 87% and it is slightly
enhanced to 89% in MeOH. An additional π–π* transition
of D1 from the HOMO–1 to the LUMO shows a significant
weight of 11 % (heptane) and 9% (MeOH).

Table 7. Calculated absorption/emission properties to/from the first
singlet excited states S1. Main contributions to the wave function
(weight), vertical (absorption) or adiabatic (emission) excitation en-
ergies (ΔEe in eV and nm), oscillator strengths (f), and deviations
from experimental results (ΔΔEExp). H: HOMO, L: LUMO.

Solvent Transition Weight ΔEe f ΔΔEexp

[%] [eV] [nm] [eV]

A2

Abs. heptane H�L 94 2.90 428 1.021 0.00
H–1�L 4

MeOH H�L 94 2.91 426 1.006 –0.04
H–1�L 4

Em. heptane H�L 96 2.42 512 1.088 0.00
MeOH H�L 96 2.22 559 1.341 0.09

D1

Abs. heptane H�L 87 3.24 382 0.986 0.04
H–1�L 11

MeOH H�L 89 3.28 378 0.995 0.03
H–1�L 9

Em. heptane H�L 97 2.64 469 1.137 –0.08
MeOH H�L 97 2.45 506 1.306 –0.09

The HOMO–1/LUMO transition has a less pronounced
CT character than the HOMO/LUMO transition, because
the HOMO–1 is delocalized over the entire molecule. On
the other hand, the S1 state of A2 has a weighting of 94%
in favor of the HOMO/LUMO transition (heptane and
MeOH), whereas the HOMO–1/LUMO transition only has
a weighting of 4 %.

In conclusion, the S1 state of A2 has a more pronounced
CT character than that of D1. The wavelength dependency
of the first absorption band on solvent polarities is in very
good agreement with the experimental findings (Table 7,
Figure 6). The excitation energies of the S1 states are mar-
ginally overestimated by 0.04 eV or underestimated by
–0.04 eV, respectively, showing that the B3LYP(35) func-
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tional is very well suited to describe the CT in these dyes in
both polar and apolar solvents. Comparison of the oscil-
lator strengths (f) with the experimentally observed ε values
shows that they are constant for A2 and D1 in both sol-
vents. The trend of decreasing ε values with increasing sol-
vent polarity was also reproduced in the electronic structure
calculations.

The adiabatic emission spectra were obtained by use of
the optimized geometries of the first excited singlet states.
The vertical emissions to the S0 were calculated by use of
these structures. The fluorescence energies, measured and
simulated, are listed in Table 7. The energies obtained are
in excellent agreement with the experimental findings. In
the case of A2, the divergences from the simulations to the
experimentally determined values are 0.00 (heptane) and
0.09 eV (MeOH), whereas for D1 they are –0.09 (MeOH)
and –0.08 eV (heptane). Relaxation in the S1 state leads to
a wave function with a significantly increased weight of the
HOMO/LUMO transition. A similar trend was observed
for the two chromophores. In the case of A2, the weight, the
CT nature of the S1 state, of the HOMO/LUMO transition
increases from 94 to 96 %, whereas for D1 it rises from 87
(heptane) and 89% (MeOH) to 97% in both solvents. This
can be explained in terms of the planarization in the dihe-
dral angle δ2, which leads to a greater amount of CT char-
acter for this transition. The energy of the S1 state is sub-
stantially dependent on the solvent; the polar solvent stabi-
lizes the excited state considerably, by 0.43 and 0.50 eV for
A2 and D1, respectively, whereas the apolar solvent stabi-
lizes the S1 by only 0.27 and 0.33 eV, respectively. The sig-
nificant difference in the emission energies in heptane and
in MeOH can be explained in terms of the enhanced weight
of the HOMO/LUMO transition in the S1 wave function of
the planarized geometry.

Further investigations were carried out in order to study
the likelihood of PICT or TICT states. The optimization in
the S1 states did not affect the arrangements of the donor
groups drastically (see δ3 and δ4), leading to the conclusion
that no TICT state is observed in these dyes. However, the
TICT is not connected to a barrier-free evolution in the
excited state PES, as described in the literature, so a scan
of the S0 and the S1 states around the dihedral angle δ4 was
performed for the chromophore A2. The PESs obtained for
both solvents are depicted in Figure 7. The minima of the
ground states in both solvents are found at approx. 30 and
210°. These minima are separated by barriers of 1.87
(MeOH) and even 2.55 eV (heptane). The excited state
PESs show similar behavior: the minima here are located at
ca. 34 (MeOH) and 38° (heptane), values consistent with
the angles in the optimized S1 geometries of A2. The PESs
of the S1 state are almost parallel to those of the electronic
ground state and no evidence for a minimum at 90° was
found. In order to support this statement an additional op-
timization procedure was performed with a starting torsion
of δ4 of 90°. However, the obtained structure evolved to
that of the optimized geometry at the FC region. In sum-
mary, the appearance of a TICT state in this chromophore
can be excluded from the quantum chemical calculations.
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Figure 7. Scan around the dihedral angle δ4 for A2.

Electrochemical Properties of the Dyes

Electrochemical measurements were carried out with
CH3CN as solvent, with platinum as counter, Ag/AgCl as
reference, and carbon as working electrodes, and with tetra-
butylammonium hexafluorophosphate (TBAPF6) as the
conducting salt (scan rate 0.2 Vs–1). Ferrocene was added
as the internal standard after every measurement. All values
discussed here are relative to the Fc/Fc+ redox couple and
the data are listed in Table 8. The cyclic voltammetry (CV)
spectra of A1–A3 are depicted as representative examples
in Figure 8 (spectra of the other compounds can be found
in Scheme S11 in the Supporting Information). For these
types of compounds it is known that the first oxidations
occur at the triarylamine components, leading to the forma-
tion of positively charged cation species.[48] Each dye there-
fore shows a first reversible oxidation wave that is strongly

Table 8. Electrochemical data for the donor–acceptor dyes and the RuII complexes.

Dye E1/2,ox [V][a] E1/2,red [V][a] EHOMO [eV][b] ELUMO [eV][b] ΔEcv [eV][b] Eg
opt [eV][c]

A1 0.41, 0.73[d] –2.19 –5.19 –2.74 2.45 2.67
A2 0.23, 0.66[d] –2.23 –5.02 –2.74 2.28 2.57
A3 –0.17, 0.13 –2.25 –4.56 –2.62 1.94 2.42
B1 0.43, 0.77[d] –1.97 –5.22 –2.96 2.26 2.54
B2 0.26, 0.77[d] –1.98 –5.06 –2.95 2.11 2.44
C1 0.36, 0.76[d] –2.03 –5.16 –2.90 2.26 2.51
C2 0.25, 0.77[d] –2.05 –5.05 –2.88 2.17 2.49
D1 0.84 [d] –2.15 –5.65 –2.78 2.87 2.85
D2 0.31, 1.05[d] –2.11 –5.09 –2.87 2.22 2.93
D3 0.34, 1.00[d] –2,14 –5.07 –2.74 2.33 2.92

Complex

Ru1 0.61, 0.83 –1.58, –1.98, –2.21 –5.37 –3.34 2.03 2.32
Ru2 0.36, 0.83 –1.61, –1.97, –2.20 –5.16 –3.32 1.84 2.25
Ru3 0.52, 0.90 –1.42, –1.95, –2.14 –5.33 –3.52 1.81 2.13
Ru4 0.37, 0.89 –1.44, –1.96, –2.16 –5.14 –3.51 1.63 2.09
Ru5 0.80[d], 0.85 –1.53, –1.94, –2.18 –5.61 –3.41 2.20 2.39
Ru6 0.33, 0.81 –1.53, –1.97, –2.19 –5.13 –3.41 1.77 2.32
Ru7 0.34, 0.82 –1.52, –1.98, –2.19 –5.07 –3.35 1.72 2.26

[a] Measurements were performed in CH3CN containing TBAPF6 (0.1 m). The potentials are given vs. ferrocene/ferrocenium (Fc/Fc+).
[b] Determined by use of EHOMO = –[(Eonset, ox – Eonset, Fc/Fc+) – 4.8] eV and ELUMO = –[(Eonset, red – Eonset, Fc/Fc+) – 4.8] eV.[59] [c] Estimated
from the UV/Vis spectra at 10 % of the maximum of the longest-wavelength absorption band on the low-energy side. [d] Derived from
differential pulse polarographic measurements; peaks are irreversible.
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influenced by the electronic properties of the arylamine. No
reactions of the radical cations or dications of the triaryl-
amines to form σ-dimers with additional discharging waves
at more negative potentials (at ca. –1.0 V) or carbazole de-
rivatives with additional discharging waves at 0.7 V were
detected under the conditions used.[49] The half-wave poten-
tials (E1/2) of the first oxidation are 0.23–0.26 V for the aryl-
amines A2, B2, and C2, with the strongly electron-donating
4-methoxyphenyl groups, 0.36 V for arylamine C1, with the
4-tolyl substituents, and 0.41 and 0.43 V for the tri-
phenylamines A1 and B1, respectively. For A3, with the very
strongly electron-donating dimethylamine groups on the
arylamine, the oxidation potential is significantly lowered
to –0.17 V. This is consistent with the observation that this
compound is already oxidized by atmospheric O2 in solu-
tion (CDCl3, reduction of the cation radical with Zn in an
NMR tube; see Scheme S12 in the Supporting Infor-
mation). Additionally, A3 shows a reversible second oxi-
dation wave due to the formation of a doubly-charged
quinoid bication at 0.13 V,[50] whereas all other triaryl-
amines exhibit second irreversible oxidation waves. The E1/2

values for these second oxidations are located in a very
small range of 0.66–0.77 V and are independent of the triar-
ylamine components. The oxidation wave for the carbazole-
derived dye D1 is completely irreversible, due to the cou-
pling of the cation radical in para-position.[51] The half-
wave potential (E1/2) is 0.84 V, which is in accordance with
examples in the literature.[52] For the phenothiazine-based
dye D2 the oxidation wave is reversible. The E1/2 is 0.31 V
vs. Fc/Fc+ or 0.68 V vs. the reference electrode used (Ag/
AgCl, KCl, 0.1 m). This is consistent with the electronically
similar arylamine 10-phenylphenothiazine (0.88 V vs. Ag/
AgCl, sat. KCl) and with other phenothiazines reported in
the literature.[53]
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Figure 8. Cyclic voltammetry of dyes A1–A3. Experimental condi-
tions: 0.1 m TBAPF6/CH3CN solution, c ≈ 1 �10–4 m, room temp.,
scan rate 0.2 Vs–1. RE: Ag/AgCl. WE: carbon. AE: platinum.

The first oxidation wave for D3 is also reversible and is
located at 0.34 V, consistently with an oxidation of the phen-
oxazine.[54] The similar E1/2 values for D2 and D3 are in
accordance with the very similar electronic behavior of
phenothiazine and phenoxazine.[55] Additionally, D2 and
D3 each show a second irreversible oxidation wave located
at approx. 1.0 V.

All dyes show reversible first reductions. The E1/2 values
of the first reduction are slightly dependent on the ac-
ceptors and not on the arylamines. The redox potentials
vary from –2.19 to –2.25 V for the dyes with the pyridine
acceptor (A1–A3). They are shifted to more positive poten-
tials (the reduction is facilitated) when the electron de-
ficiency of the acceptor is increased. The reductions occur
at ca. –1.97 V for the dyes B1 and B2 and at –2.03 and
–2.05 V for C1 and C2, respectively. It can therefore be as-
sumed that the reductions each take place at the acceptor,
leading to a negatively charged azabenzene, as described in
the literature.[56] Irreversible reduction due to proton ab-
straction of the radical anion from residual water, to form
a free radical that would be immediately reduced at the po-
tential of its formation,[57] was not observed (the measure-
ments were carried out under water-free conditions).

Electrochemical Properties of the RuII Complexes

The complexes Ru1–Ru7 were characterized by CV under
the same conditions as discussed above. The electrochemi-
cal results are presented in Table 8 and the spectra of Ru1,
Ru2, Ru5, and Ru6 are given as representative examples in
Figure 9 (spectra of the other compounds can be found in
Scheme S13 in the Supporting Information). They each
show two reversible oxidation waves (except Ru5) and three
reversible reduction waves. The former can be attributed to
oxidation of the arylamines and of the RuII ruthenium cen-
ter to RuIII.[58] The oxidations of the arylamines of the co-
ordinated ligands are marginally shifted towards higher po-
tentials relative to the free dyes, confirming the assumption
that the corresponding ligand-centered π-orbitals are low-
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ered in energy after complexation. The RuII/RuIII oxi-
dations are shifted slightly towards higher potentials for the
thiazoles with pyrimidine rather than pyridine acceptor
moieties, due to the more strongly electron-accepting prop-
erties of the pyrimidine, lowering the energies of the t2g or-
bitals. The three reversible reduction waves are well resolved
in each case and are located at approx. –1.42 to –1.61, –2.0,
and –2.2 V. No clear trend is obvious, and assignment to
reduction of the ligand-located antibonding π*-orbitals of
either a thiazole or dmbpy ligand would be tentative. Ad-
ditionally, behavior similar to that of A3 was found for the
complex Ru4. The signals of the arylamine protons are ex-
tremely broadened in the 1H NMR spectra due to partial
formation of the radical cation in aerated CD3CN solution
(see Scheme S14 in the Supporting Information). The sig-
nals became well resolved after the addition of Zn and re-
duction of the cation radical.

Figure 9. Cyclic voltammetry of Ru1, Ru2, Ru5, and Ru6. Experi-
mental conditions: 0.1 m TBAPF6/CH3CN solution, c ≈ 5�10–5 m,
room temp., scan rate 0.2 Vs–1. RE: Ag/AgCl. WE: carbon. AE:
platinum.

Conclusions

A series of donor–acceptor dyes featuring different aryl-
amines moieties as electron donating units have been suc-
cessfully prepared by a Buchwald–Hartwig cross-coupling
approach. Different azaheterocycles were employed as ac-
ceptor moieties. The spectroscopic and electrochemical
properties, as well as the HOMO/LUMO gaps, of these di-
polar compounds are significantly affected by the different
donors used. The natures of the intramolecular charge-
transfer states were identified as PICT processes for one of
the triarylamine-based (A2) and one of the tricyclic aryl-
amine dyes (D1) with the aid of spectroscopic methods and
quantum chemical calculations. Furthermore, the absorp-
tion and emission spectra and energies of the transitions,
oscillator strengths, and weights were calculated for the op-
timized ground- and excited-state structures of these two
dyes. The synthesis and characterization of the correspond-
ing RuII polypyridyl complexes of seven of the dyes/ligands
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are reported. Each complex shows an enhanced absorption
in the visible part of the UV/Vis spectrum, due to ad-
ditional LC and MLCT transitions originating from 4-
methoxy-1,3-thiazole ligands. All compounds were unam-
biguously identified by NMR spectroscopy, elemental
analysis, mass spectrometry, and MALDI-TOF measure-
ments. Further research into the presented dyes will focus
on the synthesis of the analogous Ru(dcbpy)(L)(SCN)2

(dcbpy = 2,2�-bipyridine-4,4�-dicarboxylic acid) for DSSC
applications. The dyes will also be tested with regard to
their two-photon excitation behavior, which could open
doorways to several new applications such as two-photon
excitation microscopy. First tests established this ability for
a dye with a methoxy donor group similar to A1.

Experimental Section
Ethyl 2-bromo-2-(4-nitrophenyl)acetate and 5-(4-bromophenyl)-2-
(pyridin-2-yl)thiazol-4-ol (1d) were synthesized by literature pro-
cedures.[18–19] Pyridine-2-carbothioamide, pyrazine-2-carbothioam-
ide, and pyrimidine-2-carbothioamide are commercially available
or can be prepared from the corresponding nitriles and H2S.
Pd(dba)2 and P(tBu)3 (1 m solution in toluene) were purchased
from Sigma–Aldrich. Ru(dmbpy)2Cl2 was prepared with use of mi-
crowave irradiation by a literature procedure and was readily puri-
fied by column chromatography (Al2O3 activity 10, CH2Cl2 to
CH2Cl2/MeOH 50:1 as eluent).[60] All other chemicals used were
reagent grade and purchased from Sigma–Aldrich or Acros. Sol-
vents were purified by standard procedures. Solvents for UV/Vis,
emission spectroscopy, and CV were of analytical grade and bought
from Sigma–Aldrich. 1H and 13C NMR and the corresponding cor-
relation spectra were recorded with Bruker AC-250 (250 MHz) and
AC-400 (400 MHz) spectrometers. Chemical shifts (δ) are given rel-
ative to solvents. UV/Vis data for the compounds were collected
with a Lambda 19 instrument from Perkin–Elmer and emission
spectra were measured with a Jasco FP 6500 instrument. Quantum
yields were determined relative to fluorescein (NaOH, 0.1n, ΦF =
0.82) with refractive indices n(NaOH) = 1.334 and n(CH3CN) =
1.344.[35d] Elemental analysis was carried out with a Leco CHNS-
932 instrument. Mass spectra were measured either with a Finnigan
MAT SSQ 710 (EI) or a MAZ 95 XL (FAB) system. MALDI-TOF
MS was performed with a Bruker Ultraflex TOF/TOF mass spec-
trometer fitted with a 337 nm nitrogen laser operated in the re-
flectron mode with an acceleration voltage of 25 kV. Dithranol was
used as matrix. Electrochemical measurements were performed
with a Metrohm Autolab PGSTAT30 potentiostat with a standard
three-electrode configuration. The experiments were carried out in
degassed solvents containing Bu4NPF6 salt (0.1 m). At the end of
each measurement ferrocene (Fc/Fc+) was added as an internal
standard. TLC materials were from Merck (Polygram SIL G/
UV254, aluminum oxide 60 F254). The material for column
chromatography was also obtained from Merck (silica gel 60).

Structure Determinations: The intensity data for the compounds
were collected with a Nonius KappaCCD diffractometer and
use of graphite-monochromated Mo-Kα radiation. Data were
corrected for Lorentz and polarization effects but not for absorp-
tion effects.[61] The structures were solved by direct methods
(SHELXS)[62] and refined by full-matrix, least-squares techniques
against Fo

2 (SHELXL-97).[62] The hydrogen atoms of B1 (without
the methyl group hydrogen atoms at C4), C1, and D2 and the
amine hydrogen atom at N3 of A1m were located by difference
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Fourier synthesis and refined isotropically. The hydrogen atoms of
A1 and A1m were included at calculated positions with fixed ther-
mal parameters. All non-hydrogen atoms were refined anisotropi-
cally.[62] Crystallographic data and structure solution and refine-
ment details are summarized in Table 1. XP (SIEMENS Analytical
X-ray Instruments, Inc.) was used for structure representations.
CCDC-876513 (for A1), -879865 (for A1m), -876514 (for B1),
-876515 (for C1), and -876516 (for D2) contain the supplementary
crystallographic data for this paper. These data can be obtained
free of charge from The Cambridge Crystallographic Data Centre
via www.ccdc.cam.ac.uk/data_request/cif.

5-(4-Nitrophenyl)-2-(pyridin-2-yl)thiazol-4-ol (1a): A suspension of
pyridine-2-carbothioamide (1.00 g, 7.24 mmol), ethyl 2-bromo-2-
(4-nitrophenyl)acetate (2.50 g, 8.68 mmol, 1.2 equiv.), and pyridine
(8.58 g, 10.8 mmol, 2 equiv.) in toluene (100 mL) was stirred under
reflux for six hours and a yellow fluffy precipitate was produced.
After the system had cooled to room temperature, the precipitate
was filtered off, washed with EtOH and Et2O, and dried in vacuo;
yield 3.05 g (10.2 mmol, 71%). 1H NMR (400 MHz, [D6]DMSO):
δ = 12.44 (s, 1 H), 8.65 (d, J = 4.4 Hz, 1 H), 8.24 (d, J = 8.9 Hz, 2
H), 8.07–7.94 (m, 4 H), 7.52 (t, J = 5.5 Hz, 1 H) ppm. 13C NMR
(100 MHz, [D6]DMSO): 164.0, 161.6, 150.4, 150.0, 145.0, 139.5,
138.4, 126.7, 126.0, 124.7, 119.3, 108.8 ppm. UV/Vis (DMSO): λmax

[log (ε/m–1 cm–1)] = 414 [4.40], 609 [3.64] nm. MS (EI): m/z (%) =
299 (100) [M]+, 105 (30). C14H9N3O3S (299.30): calcd. C 56.18, H
3.03, N 14.04, S 10.71; found C 56.17, H 3.13, N 13.99, S 10.60.

5-(4-Nitrophenyl)-2-(pyrazin-2-yl)thiazol-4-ol (1b): A solution of
pyrazine-2-carbothioamide (3.75 g, 26.9 mmol), ethyl 2-bromo-2-
(4-nitrophenyl)acetate (9.30 g, 32.3 mmol, 1.2 equiv.), and pyridine
(4.25 g, 53.8 mmol, 2 equiv.) in DMF (100 mL) was stirred at 50 °C
for 24 h and a yellow precipitate was produced. After the system
had cooled to room temperature, the mixture was diluted with
EtOH (100 mL). The precipitate was filtered off, washed with
EtOH and Et2O, and dried in vacuo; yield 2.95 g (9.83 mmol,
37%). 1H NMR (250 MHz, [D6]DMSO): δ = 12.30 (s, J = 5.9 Hz,
1 H), 9.22 (s, 1 H), 8.73 (d, J = 13.4 Hz, 2 H), 8.25 (d, J = 7.9 Hz,
2 H), 8.04 (d, J = 8.9 Hz, 2 H) ppm. 13C NMR (63 MHz, [D6]-
DMSO): δ = 160.91, 160.34, 145.64, 144.99, 144.85, 144.23, 139.75,
138.20, 126.29, 123.75, 109.40 ppm. UV/Vis (DMSO): λmax [log (ε/
m–1 cm–1)] = 419 [4.20] nm. MS (EI): m/z (%) = 300 (60) [M]+, 106
(100). C13H8N4O3S (300.29): calcd. C 52.00, H 2.69, N 18.66, S
10.68; found C 52.24, H 2.71, N 18.34, S 10.52.

5-(4-Nitrophenyl)-2-(pyrimidin-2-yl)thiazol-4-ol (1c): A mixture of
pyrimidine-2-carbothioamide (2.60 g, 18.7 mmol), ethyl 2-bromo-
2-(4-nitrophenyl)acetate (6.46 g, 22.4 mmol, 1.2 equiv.), and trieth-
ylamine (10 mL) was stirred at room temperature. The suspension
solidified after a few minutes and was allowed to react for 24 h.
The mixture was suspended in EtOH (100 mL). The precipitate was
filtered off, washed with EtOH and Et2O, and dried in vacuo; yield
1.12 g (3.73 mmol, 18%). 1H NMR (400 MHz, [D6]DMSO): δ =
12.34 (s, 1 H), 8.92 (d, J = 4.8 Hz, 2 H), 8.25 (d, J = 8.9 Hz, 2 H),
8.05 (d, J = 8.9 Hz, 2 H), 7.55 (t, J = 4.8 Hz, 1 H) ppm. 13C NMR
(100 MHz, [D6]DMSO): δ = 161.28, 160.61, 157.97, 157.67, 144.85,
138.35, 126.32, 123.76, 121.20, 109.89 ppm. UV/Vis (DMSO): λmax

[log (ε/m–1 cm–1)] = 412 [4.10] nm. MS (EI): m/z (%) = 300 (60) [M]+,
106 (100). C13H8N4O3S (300.29): calcd. C 52.00, H 2.69, N 18.66, S
10.68; found C 51.64, H 2.81, N 18.54, S 10.72.

General procedure, illustrated for 2a, for the etherification of the
4-hydroxy-1,3-thiazoles:

4-Methoxy-5-(4-nitrophenyl)-2-(pyridin-2-yl)thiazole (2a): A mix-
ture of 5-(4-nitrophenyl)-2-(pyridin-2-yl)thiazol-4-ol (4.00 g,
13.4 mmol) and K2CO3 (2.22 g, 16.1 mmol, 1.2 equiv.) in DMSO
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(100 mL) was stirred for 30 min, followed by the addition of CH3I
(2.09 g, 14.7 mmol, 1.1 equiv.). The deep blue mixture was stirred
for 24 h at room temperature. The solution was poured into H2O
(300 mL) and extracted with CHCl3 (3�100 mL). The combined
organic phases were additionally washed with H2O (3�100 mL) to
remove the DMSO, dried with MgSO4, and concentrated in vacuo
to give a brown oil, which was further purified by a short gel fil-
tration (silica, CHCl3 to CHCl3/EtOAc 1:1) to yield the product as
an orange solid; yield 2.86 g (9.11 mmol, 68 %). 1H NMR
(250 MHz, CDCl3): δ = 8.61 (d, J = 4.2 Hz, 1 H), 8.26–8.18 (m, 2
H), 8.15 (d, J = 7.9 Hz, 1 H), 7.96–7.87 (m, 2 H), 7.81 (td, J = 7.7,
1.7 Hz, 1 H), 7.35 (ddd, J = 7.5, 4.8, 1.1 Hz, 1 H), 4.25 (s, 3
H) ppm. 13C NMR (63 MHz, CDCl3): δ = 163.44, 161.57, 150.65,
149.60, 145.46, 138.63, 137.03, 126.67, 124.85, 124.12, 119.31,
111.62, 57.89 ppm. UV/Vis (CH2Cl2): λmax [log (ε/m–1 cm–1)] = 226
[4.05], 399 [4.49] nm. MS (EI): m/z (%) = 313 (100) [M]+, 166 (45).
C15H11N3O3S (313.33): calcd. C 57.70, H 3.54, N 13.32, S 10.23;
found C 57.70, H 3.86, N 13.32, S 10.19.

4-Methoxy-5-(4-nitrophenyl)-2-(pyrazin-2-yl)thiazole (2b): The pro-
cedure was similar to that used for 2a, with purification by
recrystallization from EtOH/CHCl3 with slow evaporation of the
CHCl3 to give the product as yellow needles; yield 45 %. 1H NMR
(250 MHz, CDCl3): δ = 9.38 (d, J = 1.4 Hz, 1 H), 8.62 (d, J =
2.5 Hz, 1 H), 8.58–8.53 (m, 1 H), 8.28–8.19 (m, 2 H), 7.98–7.88 (m,
2 H), 4.28 (s, 3 H) ppm. 13C NMR (63 MHz, CDCl3): δ = 162.00,
160.55, 146.31, 145.97, 145.53, 144.14, 141.26, 138.22, 127.08,
124.32, 112.98, 58.27 ppm. UV/Vis (CH3CN): λmax [log (ε/m–1 cm–1)]
= 245 [397], 403 [4.46] nm. MS (EI): m/z (%) = 314 (100) [M]+, 166
(30). C14H10N4O3S (314.32): calcd. C 53.50, H 3.21, N 17.82, S
10.20; found C 53.18, H 3.12, N 18.08, S 10.13.

4-Methoxy-5-(4-nitrophenyl)-2-(pyrimidin-2-yl)thiazole (2c): Yield
44%. 1H NMR (300 MHz, CDCl3): δ = 8.84 (d, J = 4.5 Hz, 2 H),
8.19 (d, J = 8.3 Hz, 2 H), 7.91 (d, J = 8.3 Hz, 2 H), 7.30 (t, J =
4.5 Hz, 1 H), 4.30 (s, 3 H) ppm. 13C NMR (100 MHz, CDCl3): δ
= 162.16, 160.63, 158.91, 157.76, 145.79, 137.95, 127.00, 124.06,
120.78, 113.95, 58.29 ppm. UV/Vis (CH3CN): λmax [log (ε/m–1 cm–1)]
= 232 [4.03], 396 [4.41] nm. MS (EI): m/z (%) = 314 (100) [M]+,
166 (20). C14H10N4O3S (314.32): calcd. C 53.50, H 3.21, N 17.82,
S 10.20; found C 53.58, H 3.17, N 17.99, S 10.18.

5-(4-Bromophenyl)-4-methoxy-2-(pyridin-2-yl)thiazole (2d): Yield
77%. 1H NMR (250 MHz, CDCl3): δ = 9.15–9.10 (m, 1 H), 8.64
(d, J = 4.8 Hz, 1 H), 8.20–8.15 (m, 1 H), 7.61 (dd, J = 6.8 Hz, 2
H), 7.51 (dd, J = 6.8 Hz, 2 H), 7.39–7.34 (m, 1 H), 4.19 (s, 3
H) ppm. 13C NMR (63 MHz, CDCl3): δ = 160.01, 156.92, 150.67,
146.95, 132.63, 131.72, 130.21, 129.42, 128.26, 123.68, 120.43,
110.9, 57.96 ppm. MS (EI): m/z (%) = 346 (45) [M]+, 200 (100),
120 (67). C15H11BrN2OS (347.23): calcd. C 51.89, H 3.19, N 8.07,
S 9.23; found C 51.64, H 3.23, N 8.24, S 9.42.

General procedure, illustrated for 3a, for the reduction of the nitro
groups to afford the corresponding aniline derivatives:

4-[4-Methoxy-2-(pyridin-2-yl)thiazol-5-yl]aniline (3a): A suspension
of 4-methoxy-5-(4-nitrophenyl)-2-(pyridin-2-yl)thiazole (2.66 g,
8.50 mmol) in EtOH (100 mL) was heated to 50 °C. Freshly pre-
pared Raney nickel (catalytic amounts) and N2H5OH (several por-
tions approx. 2 equiv. until no starting material was left as indicated
by TLC) were added to the solution. The reaction mixture was
filtered through a frit on which a silica bed (2 cm thick) had been
applied to remove the Raney nickel. The silica bed was washed
with EtOH/CHCl3 1:1. The product was purified by gradient gel
filtration (silica, CHCl3 to CHCl3/EtOAc 1:2) to yield the amine as
a yellow solid; yield 2.16 g (7.62 mmol, 90%). 1H NMR (250 MHz,
CDCl3): δ = 3.76 (s, 2 H), 4.15 (s, 3 H), 6.68–6.72 (m, 2 H), 7.24
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(dd, J = 4.8, 7.5 Hz, 1 H), 7.58–7.60 (m, 2 H), 7.74 (dd, J = 7.7,
7.8 Hz, 1 H), 8.10 (d, J = 8.0 Hz, 1 H), 8.57 (d, J = 4.9 Hz, 1
H) ppm. 13C NMR (63 MHz, CDCl3): δ = 158.63, 158.38, 151.51,
149.37, 145.53, 136.81, 128.28, 123.72, 121.91, 118.77, 115.42,
115.19, 57.58 ppm. UV/Vis (CH2Cl2): λmax [log (ε/m–1 cm–1)] = 224
[4.01], 277 [3.83], 399 [4.19] nm. MS (EI): m/z (%) = 283 (100)
[M]+, 136 (60). C15H13N3OS (283.35): calcd. C 63.58, H 4.62, N
14.83, S 11.32; found C 63.20, H 4.57, N 14.60, S 11.19.

4-[4-Methoxy-2-(pyrazin-2-yl)thiazol-5-yl]aniline (3b): Yield 89%.
1H NMR (300 MHz, CDCl3): δ = 9.32 (d, J = 1.1 Hz, 1 H), 8.51–
8.46 (m, 2 H), 7.58 (d, J = 8.6 Hz, 2 H), 6.70 (d, J = 8.6 Hz, 2 H),
4.17 (s, 3 H), 3.74 (s, 2 H) ppm. 13C NMR (75 MHz, CDCl3): δ =
159.20, 155.24, 147.11, 146.00, 144.16, 143.85, 140.96, 128.52,
121.51, 117.00, 115.25, 57.80 ppm. UV/Vis (CH3CN): λmax [log (ε/
m–1 cm–1)] = 259 [4.02], 278 [3.98], 317 [3.68], 420 [4.31] nm. MS
(EI): m/z (%) = 284 (100) [M]+, 136 (80). C14H12N4OS (284.34):
calcd. C 59.14, H 4.25, N 19.70, S 11.03; found C 58.84, H 4.18,
N 19.52, S 11.08.

4-[4-Methoxy-2-(pyrimidin-2-yl)thiazol-5-yl]aniline (3c): Yield 87 %.
1H NMR (250 MHz, CDCl3): δ = 8.79 (d, J = 4.9 Hz, 2 H), 7.60
(d, J = 8.6 Hz, 2 H), 7.20 (t, J = 4.8 Hz, 1 H), 6.69 (d, J = 8.6 Hz,
2 H), 4.22 (s, 3 H), 3.78 (s, 2 H) ppm. 13C NMR (63 MHz, CDCl3):
δ = 159.84, 159.80, 157.84, 155.73, 146.13, 128.73, 128.67, 121.60,
119.97, 115.30, 58.10 ppm. UV/Vis (CH3CN): λmax [log (ε/m–1 cm–1)]
= 223 [4.16], 243 [3.99], 275 [3.98], 411 [4.33] nm. MS (EI): m/z (%)
= 284 (100) [M]+, 136 (80). C14H12N4OS (284.34): calcd. C 59.14,
H 4.25, N 19.70, S 11.03; found C 59.30, H 4.33, N 19.47, S 11.03.

General procedure, illustrated for A1, for the Buchwald–Hartwig
couplings of the arylamines with the corresponding aryl halides:

4-[4-Methoxy-2-(pyridin-2-yl)thiazol-5-yl]-N,N-diphenylaniline (A1):
Bromobenzene (345 mg, 2.2 mmol, 2.2 equiv.) and KOtBu (246 mg,
2.2 mmol, 2.2 equiv.) were added under nitrogen to a solution of
4-[4-methoxy-2-(pyridin-2-yl)thiazol-5-yl]aniline (238 mg, 1 mmol)
in dry toluene (20 mL). The mixture was additionally purged thor-
oughly with nitrogen for 30 min, followed by the addition of
Pd(dba)2 (23 mg, 0.04 mmol, 4 mol-%) and P(tBu)3 (80 μL of a
1.0 m solution in toluene, 0.08 mmol, 8 mol-%). The mixture was
heated to reflux (6 to 24 h) until no starting material was left as
indicated by TLC (silica, CHCl3, Rf starting material = 0.1, Rf

monosubstituted product = 0.6, Rf disubstituted product = 0.8).
After the reaction was complete, the mixture was allowed to cool
down to room temp. and the solvent was evaporated in vacuo. Puri-
fication by column or flash chromatography yielded the product as
a yellow solid. To obtain crystals suitable for X-ray crystallography,
the product was recrystallized from EtOH/CHCl3 to afford the
compound as yellow block crystals; yield 331 mg (0.76 mmol,
76%). 1H NMR (250 MHz, CDCl3): δ = 8.59 (d, J = 4.3 Hz, 1 H),
8.12 (d, J = 7.9 Hz, 1 H), 7.77 (td, J = 7.7, 1.7 Hz, 1 H), 7.66 (d,
J = 8.7 Hz, 2 H), 7.34–7.22 (m, 5 H), 7.19–6.95 (m, 8 H), 4.18 (s,
3 H) ppm. 13C NMR (63 MHz, CDCl3): δ = 159.23, 159.24, 151.36,
149.40, 147.47, 146.51, 136.82, 129.26, 127.74, 125.61, 124.51,
123.89, 123.51, 123.03, 118.86, 114.55, 57.58 ppm. UV/Vis
(CHCl3): λmax [log (ε/m–1 cm–1)] = 306 [4.33], 417 [4.44] nm. MS
(EI): m/z (%) = 435 (100) [M]+, 288 (55). C27H21N3OS (435.54):
calcd. C 74.46, H 4.86, N 9.65, S 7.36; found C 74.25, H 4.71, N
9.40, S 7.16.

Monosubstituted Product of A1. 4-[4-Methoxy-2-(pyridin-2-yl)thi-
azol-5-yl]-N-phenylaniline (A1m): If the reaction to A1 was aborted
earlier (t � 2 h), the monosubstituted product was obtained in 70%
yield after purification (column chromatography, silica, CHCl3).
Recrystallization from EtOH/CHCl3 yielded the compound as
orange needles suitable for X-ray structure analysis. 1H NMR
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(250 MHz, CDCl3): δ = 8.58 (d, J = 4.8 Hz, 1 H), 8.12 (d, J =
8.0 Hz, 1 H), 7.77 (td, J = 7.8, 1.7 Hz, 1 H), 7.69 (d, J = 8.7 Hz, 2
H), 7.36–7.22 (m, 3 H), 7.16–7.03 (m, 4 H), 6.96 (t, J = 7.3 Hz, 1
H), 5.79 (s, 1 H), 4.18 (s, 3 H) ppm. 13C NMR (63 MHz, CDCl3):
δ = 158.99, 158.93, 151.45, 149.40, 142.58, 142.07, 136.82, 129.38,
128.11, 124.14, 123.82, 121.37, 118.84, 118.25, 117.45, 114.91,
57.60 ppm. UV/Vis (CH3CN): λmax [log (ε/m–1 cm–1)] = 229 [4.17],
295 [4.21], 405 [4.44] nm. MS (EI): m/z (%) = 359 (100) [M]+, 212
(80). C21H17N3OS (359.44): calcd. C 70.17, H 4.77, N 11.69, S 8.92;
found C 70.29, H 4.72, N 11.67, S 8.95.

4-Methoxy-N-{4-[4-methoxy-2-(pyridin-2-yl)thiazol-5-yl]phenyl}-
N-(4-methoxyphenyl)aniline (A2): Yield 90 %. 1H NMR (400 MHz,
CDCl3): δ = 8.57 (d, J = 4.7 Hz, 1 H), 8.10 (d, J = 8.0 Hz, 1 H),
7.75 (td, J = 7.8, 1.7 Hz, 1 H), 7.63–7.56 (m, 2 H), 7.29–7.22 (m,
1 H), 7.11–7.03 (m, 4 H), 6.93 (d, J = 8.8 Hz, 2 H), 6.88–6.81 (m,
4 H), 4.15 (s, 3 H), 3.80 (s, 6 H) ppm. 13C NMR (100 MHz,
CDCl3): δ = 159.17, 158.96, 156.21, 151.70, 149.56, 147.77, 140.89,
136.93, 127.85, 126.84, 123.90, 123.80, 120.61, 118.99, 115.31,
114.94, 57.70, 55.67 ppm. UV/Vis (CH3CN): λmax [log (ε/m–1 cm–1)]
= 299 [4.35], 417 [4.43] nm. HRMS (ESI): calcd. 518.1514
[C29H25N3O3S + Na]+; found 518.1517.

N1-[4-(Dimethylamino)phenyl]-N1-{4-[4-methoxy-2-(pyridin-2-yl)-
thiazol-5-yl]phenyl}-N4,N4-dimethylbenzene-1,4-diamine (A3): Yield
86 %. 1H NMR (400 MHz, CDCl3): δ = 8.56 (d, J = 4.5 Hz, 1 H),
8.10 (d, J = 7.9 Hz, 1 H), 7.74 (td, J = 7.8, 1.6 Hz, 1 H), 7.56 (d,
J = 8.8 Hz, 2 H), 7.24 (dd, J = 7.0, 5.4 Hz, 1 H), 7.07 (d, J =
8.9 Hz, 4 H), 6.90 (d, J = 8.8 Hz, 2 H), 6.69 (d, J = 8.9 Hz, 4 H),
4.16 (s, 3 H), 2.93 (s, 12 H) ppm. 13C NMR (100 MHz, CDCl3): δ
= 158.94, 158.39, 151.78, 149.52, 148.42, 147.63, 137.48, 136.88,
127.74, 127.03, 123.74, 122.34, 119.16, 118.91, 115.87, 113.81,
57.67, 41.10 ppm. UV/Vis (CH3CN): λmax [log (ε/m–1 cm–1)] = 247
[4.30], 206 [4.80], 307 [4.43], 433 [4.36] nm. MS (EI): m/z (%) = 521
(100) [M]+, 374 (80). C31H31N5OS: C 71.37, H 5.99, N 13.42, S
6.15; found C 71.23, H 4.66, N 13.17, S 5.77.

4-[4-Methoxy-2-(pyrazin-2-yl)thiazol-5-yl]-N,N-diphenylaniline
(B1): Yield 90 %. 1H NMR (400 MHz, CDCl3): δ = 9.34 (d, J =
1.3 Hz, 1 H), 8.53 (d, J = 2.5 Hz, 1 H), 8.52–8.49 (m, 1 H), 7.65
(d, J = 8.8 Hz, 2 H), 7.33–7.18 (m, 4 H), 7.17–7.00 (m, 8 H), 4.19
(s, 3 H) ppm. 13C NMR (100 MHz, CDCl3): δ = 159.72, 156.18,
147.42, 147.01, 146.92, 144.30, 143.77, 140.96, 129.33, 127.94,
125.01, 124.71, 123.26, 116.11, 109.95, 57.75 ppm. MS (EI): m/z
(%) = 436 (100) [M]+, 288 (90). UV/Vis (CH3CN): λmax [log (ε/
m–1 cm–1)] = 237 [4.01], 303 [4.20], 426 [4.27] nm. C26H20N4OS
(436.53): calcd. C 71.54, H 4.62, N 12.83, S 7.35; found C 71.27,
H 4.66, N 12.61, S 7.67.

Monosubstituted Product of B1 – 4-[4-Methoxy-2-(pyrazin-2-yl)thi-
azol-5-yl]-N-phenylaniline (B1m): If the reaction to afford B1 was
aborted earlier (t � 3 h), the monosubstituted product was ob-
tained in 79% yield after purification (column chromatography, sil-
ica, CHCl3/EtOAc 4:1). Recrystallization from EtOH/CHCl3

yielded the compound as orange block crystals. 1H NMR
(250 MHz, CDCl3): δ = 8.82 (d, J = 4.9 Hz, 2 H), 7.76–7.68 (m, 2
H), 7.33–7.20 (m, 3 H), 7.17–7.04 (m, 4 H), 7.02–6.91 (m, 1 H),
5.88 (s, 1 H), 4.26 (s, 3 H) ppm. 13C NMR (63 MHz, CDCl3): δ =
160.10, 159.70, 157.83, 156.20, 142.81, 142.44, 129.54, 128.54,
123.57, 121.75, 120.06, 118.65, 117.89, 117.29, 58.11 ppm. MS (EI):
m/z (%) = 360 (50) [M]+, 212 (100). C20H16N4OS (360.43): calcd.
C 66.65, H 4.47, N 15.54, S 8.90; found C 66.60, H 4.45, N 15.60,
S 8.79.

4-Methoxy-N-{4-[4-methoxy-2-(pyrazin-2-yl)thiazol-5-yl]phenyl}-N-
(4-methoxyphenyl)aniline (B2): Yield 84 %. 1H NMR (400 MHz,
CDCl3): δ = 9.33 (d, J = 1.4 Hz, 1 H), 8.51 (d, J = 2.5 Hz, 1 H),
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8.50–8.48 (m, 1 H), 7.61–7.55 (m, 2 H), 7.10–7.04 (m, 4 H), 6.95–
6.90 (m, 2 H), 6.87–6.81 (m, 4 H), 4.17 (s, 3 H), 3.80 (s, 6 H) ppm.
13C NMR (100 MHz, CDCl3): δ = 159.56, 156.25, 155.61, 148.09,
147.11, 144.26, 143.91, 141.04, 140.63, 127.95, 126.94, 123.04,
120.26, 116.70, 114.90, 57.86, 55.64 ppm. UV/Vis (CH3CN): λmax

[log (ε/m–1 cm–1)] = 240 [4.42], 302 [4.40], 439 [4.46] nm. MS (micro-
ESI): m/z = 519.1 [M + Na]+. C28H24N4O3S (496.58): calcd. C
67.72, H 4.87, N 11.28, S 6.46; found C 67.39, H 4.88, N 11.16, S
6.15.

4-[4-Methoxy-2-(pyrimidin-2-yl)thiazol-5-yl]-N,N-di-p-tolylaniline
(C1): Yield 85%. 1H NMR (400 MHz, CDCl3): δ = 8.83 (d, J =
4.9 Hz, 1 H), 7.65 (d, J = 8.8 Hz, 1 H), 7.24 (t, J = 4.9 Hz, 1 H),
7.13–7.07 (m, 2 H), 7.07–7.00 (m, 3 H), 4.26 (s, 2 H), 2.34 (s, 3
H) ppm. 13C NMR (100 MHz, CDCl3): δ = 160.23, 159.71, 157.85,
156.29, 147.69, 145.01, 133.13, 130.10, 128.08, 125.10, 124.04,
122.10, 120.06, 117.89, 58.11, 20.98 ppm. UV/Vis (CH3CN): λmax

[log (ε/m–1 cm–1)] = 233 [4.21], 302 [4.32], 426 [4.36] nm. MS (EI):
m /z (%) = 464 (30) [M]+, 316 (100). HRMS (micro-ESI):
C28H24N4OS: 464.1671; found 464.1665. C28H24N4OS (464.58):
calcd. C 72.39, H 5.21, N 12.06, S 6.90; found C 72.30, H 5.33, N
12.47, S 6.03.

4-Methoxy-N-{4-[4-methoxy-2-(pyrimidin-2-yl)thiazol-5-yl]phen-
yl}-N-(4-methoxyphenyl)aniline (C2): Yield 90 %. 1H NMR
(250 MHz, CDCl3): δ = 8.80 (d, J = 4.9 Hz, 2 H), 7.61 (d, J =
8.8 Hz, 2 H), 7.25–7.17 (m, 1 H), 7.13–7.03 (m, 4 H), 6.93 (d, J =
8.8 Hz, 2 H), 6.88–6.79 (m, 4 H), 4.23 (s, 3 H), 3.80 (s, 6 H) ppm.
13C NMR (63 MHz, CDCl3): δ = 160.09, 159.71, 157.82, 156.25,
155.99, 148.20, 140.60, 128.07, 126.95, 122.99, 120.21, 119.99,
118.08, 114.89, 58.08, 55.62 ppm. UV/Vis (CH3CN): λmax [log (ε/
m–1 cm–1)] = 231 [4.36], 301 [4.38], 433 [4.46] nm. MS (EI): m/z (%)
= 496 (100) [M]+, 348 (90). HRMS (micro-ESI): C28H24N4O3S:
496.1569; found 496.1568. C28H24N4O3S: C 67.72, H 4.87, N 11.28,
S 6.46; found C 67.69, H 4.83, N 11.46, S 6.03.

5-[4-(9H-Carbazol-9-yl)phenyl]-4-methoxy-2-(pyridin-2-yl)thiazole
(D1): The procedure was similar to that used for A1. Instead of
P(tBu)3, SPHOS was used as the phosphane ligand. Compound
2d (393 mg, 1.13 mmol), Pd(dba)2 (13 mg, 0.023 mmol, 2 mol-%),
SPOS (18 mg, 0.046 mmol, 4 mol-%), carbazole (208 mg,
1.25 mmol, 1.1 equiv.), KOtBu (140 mg, 1.25 mmol, 1.1 equiv.), and
toluene (dry and degassed, 30 mL) were used. Purification was by
column chromatography (silica, CHCl3/EtOAc 10:1, Rf starting
material = 0.7, Rf product = 0.75!) and additionally by recrystal-
lization from EtOH/CHCl3 by slow evaporation of the CHCl3, to
yield the arylamine as a yellow amorphous solid; yield 336 mg
(0.78 mmol), 69%. 1H NMR (400 MHz, CDCl3): δ = 8.63 (d, J =
4.7 Hz, 1 H), 8.22–8.12 (m, 3 H), 8.03 (d, J = 8.5 Hz, 2 H), 7.81
(td, J = 7.7, 1.4 Hz, 1 H), 7.60 (d, J = 8.5 Hz, 2 H), 7.53–7.38 (m,
4 H), 7.37–7.23 (m, 3 H), 4.27 (s, 3 H) ppm. 13C NMR (100 MHz,
CDCl3): δ = 161.13, 160.25, 151.39, 149.67, 141.00, 137.06, 136.19,
131.12, 128.36, 127.38, 126.12, 124.41, 123.63, 120.44, 120.15,
119.22, 113.59, 110.03, 57.87 ppm. UV/Vis (CHCl3): λmax [log (ε/
m–1 cm–1)] = 293 [4.04], 387 [4.13] nm. UV/Vis (CH3CN): λmax

[log (ε/m–1 cm–1)] = 236 [4.49], 292 [4.11], 380 [4.24] nm. MS (EI):
m/z (%) = 433 (100) [M]+, 286 (90). C27H19N3OS (433.53): calcd.
C 74.80, H 4.42, N 9.69, S 7.40; found C 74.79, H 4.30, N 9.39, S
7.26.

10-{4-[4-Methoxy-2-(pyridin-2-yl)thiazol-5-yl]phenyl}-10H-pheno-
thiazine (D2): The procedure was similar to that used for D1; yield
88%. Purification was achieved by recrystallization from CHCl3.
1H NMR (400 MHz, CDCl3): δ = 8.62 (ddd, J = 4.8, 1.5, 0.8 Hz,
1 H), 8.16 (d, J = 7.9 Hz, 1 H), 8.03–7.97 (m, 2 H), 7.80 (td, J = 7.8,
1.7 Hz, 1 H), 7.42–7.36 (m, 2 H), 7.32 (ddd, J = 7.5, 4.8, 1.1 Hz, 1
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H), 7.04 (dd, J = 7.4, 1.7 Hz, 2 H), 6.92–6.78 (m, 4 H), 6.34 (dd,
J = 8.1, 1.2 Hz, 2 H), 4.24 (s, 3 H) ppm. 13C NMR (100 MHz,
CDCl3): δ = 161.20, 160.27, 151.30, 149.68, 144.28, 139.55, 137.10,
131.66, 130.74, 129.08, 127.03, 126.94, 124.48, 122.77, 120.85,
119.24, 116.66, 113.38, 57.88 ppm. UV/Vis (THF): λmax [log (ε/
m–1 cm–1)] = 257 [4.72], 377 [4.42] nm. MS (EI): m/z (%) = 465 (100)
[M]+, 318 (90). C27H19N3OS2 (465.59): calcd. C 69.65, H 4.11, N
9.03, S 13.77; found C 69.55, H 4.02, N 9.21, S 13.89.

10-{4-[4-Methoxy-2-(pyridin-2-yl)thiazol-5-yl]phenyl}-10H-phen-
oxazine (D3): Yield 80 %. 1H NMR (400 MHz, CDCl3): δ = 8.62
(ddd, J = 4.8, 1.5, 0.9 Hz, 1 H), 8.16 (d, J = 7.9 Hz, 1 H), 8.03–
7.97 (m, 2 H), 7.80 (td, J = 7.8, 1.7 Hz, 1 H), 7.39–7.29 (m, 3 H),
6.72–6.57 (m, 6 H), 6.02 (dd, J = 7.7, 1.6 Hz, 2 H), 4.24 (s, 3
H) ppm. 13C NMR (100 MHz, CDCl3): δ = 161.32, 160.32, 151.26,
149.67, 144.11, 137.24, 137.11, 134.47, 132.20, 131.21, 129.40,
124.51, 123.40, 121.46, 119.25, 115.56, 113.49, 113.24 57.88 ppm.
UV/Vis (CH3CN): λmax [log (ε/m–1 cm–1)] = 240 [4.77], 276 [4.06],
373 [4.40] nm. MS (EI): m/z (%) = 449 (50) [M]+, 302 (100).
C27H19N3O2S (449.53): calcd. C 72.14, H 4.26, N 9.35, S 7.13;
found C 72.09, H 4.12, N 9.44, S 7.55.

General Procedure, illustrated for Ru1, for the synthesis of the
Ru(dmbpy)2(L)(PF6)2 complexes:

Ru(dmbpy)2(A1)(PF6)2 (Ru1): The activated precursor cis-Ru-
(dmbpy)2(acetone)2(PF6)2 was synthesized by stirring cis-(dmbpy)2-
RuCl2 (68 mg, 0.126 mmol) and AgPF6 (64 mg, 0.252 mmol,
2 equiv.) in dried and nitrogen-purged acetone (5 mL) for 6 h at
room temp. under inert conditions with use of Schlenk techniques.
The precipitated AgCl was filtered off and the corresponding li-
gand A1 (55 mg, 0.126 mmol) was added to the solution. The mix-
ture was heated under reflux for 24 h. Subsequently, the reaction
mixture was allowed to cool to room temp. and filtered through a
cellulose filter. The solvent was removed in vacuo and the crude
product was purified by size exclusion chromatography (Bio-
Beads S-X1, CH2Cl2 as eluent) to remove traces of the ligand (if
the complex was not sufficiently soluble in CH2Cl2, it was applied
with a 1:1 mixture of CH2Cl2/acetone and eluted with CH2Cl2).
After evaporation of the solvent, the solid was dissolved in a small
amount of CH2Cl2 and precipitated with Et2O (200 mL) to give
the complex as a red solid; yield 99 mg (0.083 mmol, 67%). 1H
NMR (250 MHz, CD3CN): δ = 8.39–8.26 (m, 4 H), 8.20 (d, J =
7.9 Hz, 1 H), 7.97 (td, J = 7.9, 1.2 Hz, 1 H), 7.91 (d, J = 5.8 Hz, 1
H), 7.63 (d, J = 5.5 Hz, 1 H), 7.59 (d, J = 5.8 Hz, 2 H), 7.50–6.88
(m, 20 H), 2.99 (s, 3 H), 2.61–2.46 (m, 12 H) ppm. 13C NMR
(63 MHz, CD3CN): δ = 161.39, 158.02, 157.99, 157.94, 157.51,
157.50, 154.59, 152.79, 152.23, 152.01, 151.61, 151.31, 151.23,
151.21, 150.64, 150.22, 147.70, 138.52, 130.66, 129.67, 129.41,
129.29, 129.19, 128.30, 127.85, 126.46, 125.88, 125.83, 125.49,
125.46, 125.42, 124.99, 124.18, 122.23, 121.17, 62.11, 21.24, 21.18,
21.11 ppm. UV/Vis (CH3CN): λmax [log (ε/m–1 cm–1)] = 258 [4.47],
287 [492], 319 [4.59], 447 [4.48] nm. MS (MALDI-TOF, dithranol):
calcd. for C51H45F6N7OPRuS 1050.209 [M – PF6]+; found
1050.345. HRMS (micro-ESI): calcd. for C51H45F6N7OPRuS
1044.2124; found 1044.2122.

Ru(dmbpy)2(A2)(PF6)2 (Ru2): Yield 67 %. 1H NMR (400 MHz,
CD3CN): δ = 8.36–8.31 (m, 3 H), 8.28 (s, 1 H), 8.17 (d, J = 8.0 Hz,
1 H), 7.96 (td, J = 7.9, 1.3 Hz, 1 H), 7.90 (d, J = 5.8 Hz, 1 H), 7.62
(d, J = 5.6 Hz, 1 H), 7.58 (d, J = 5.8 Hz, 2 H), 7.45 (d, J = 5.8 Hz,
1 H), 7.36–7.25 (m, 5 H), 7.21 (d, J = 5.8 Hz, 1 H), 7.16 (d, J =
5.8 Hz, 1 H), 7.13–7.07 (m, 4 H), 6.96–6.90 (m, 4 H), 6.80 (d, J =
8.9 Hz, 2 H), 3.78 (s, 6 H), 2.98 (s, 3 H), 2.56 (s, 3 H), 2.55 (s, 3
H), 2.53 (s, 3 H), 2.50 (s, 3 H) ppm. 13C NMR (100 MHz, CD3CN):
δ = 161.20, 158.30, 158.16, 158.13, 158.10, 157.66, 157.01, 154.80,
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152.88, 152.85, 152.32, 152.12, 151.72, 151.43, 151.42, 151.35,
151.33, 150.75, 140.43, 138.61, 129.63, 129.51, 129.40, 129.29,
128.93, 128.40, 127.81, 126.13, 125.98, 125.94, 125.59, 125.10,
124.15, 119.03, 118.90, 116.11, 62.10, 56.25, 21.35, 21.34, 21.28,
21.21 ppm. UV/Vis (CH3CN): λmax [log (ε/m–1 cm–1)] = 248 [445],
258 [4.41], 286 [4.86], 324 [4.52], 457 [4.45] nm. MS (MALDI-TOF,
dithranol): calcd. for C53H49F6N7O3PRuS 1110.26 [M – PF6]+;
found 1110.23. HRMS (micro-ESI): calcd. for C53H49F6N7O3PRuS
1104.2335; found 1104.2336.

Ru(dmbpy)2(C1)(PF6)2 (Ru3): Yield 60%. 1H NMR (400 MHz,
CD3CN): δ = 8.84 (dd, J = 4.8, 1.9 Hz, 1 H), 8.37–8.29 (m, 4 H),
7.93 (d, J = 5.8 Hz, 1 H), 7.86 (dd, J = 5.8, 1.9 Hz, 1 H), 7.75 (d,
J = 5.8 Hz, 1 H), 7.57 (d, J = 5.8 Hz, 1 H), 7.44 (d, J = 5.8 Hz, 1
H), 7.41 (d, J = 8.9 Hz, 2 H), 7.37–7.33 (m, 1 H), 7.33–7.28 (m, 2
H), 7.22 (d, J = 4.9 Hz, 1 H), 7.19–7.13 (m, 5 H), 7.01 (d, J =
8.3 Hz, 4 H), 6.89 (d, J = 8.9 Hz, 2 H), 3.00 (s, 3 H), 2.56 (d, J =
2.6 Hz, 6 H), 2.51 (d, J = 6.2 Hz, 6 H), 2.31 (s, 6 H) ppm. 13C
NMR (100 MHz, CD3CN): δ = 164.05, 161.96, 160.34, 158.28,
158.09, 158.04, 157.86, 157.48, 155.41, 153.13, 152.72, 152.08,
151.89, 151.63, 151.59, 151.54, 150.96, 150.93, 145.00, 135.65,
131.29, 129.71, 129.66, 129.39, 129.36, 129.28, 128.45, 126.89,
126.01, 125.94, 125.61, 125.14, 122.84, 120.65, 120.04, 62.20, 21.31,
21.24, 21.18, 20.93 ppm. UV/Vis (CH3CN): λmax [log (ε/m–1 cm–1)]
= 247 [4.58], 258 [4.54], 285 [4.99], 326 [4.64], 471 [4.53] nm. MS
(MALDI-TOF, dithranol): calcd. for C52H48F6N8OPRuS
1079.2718 [M – PF6]+; found 1079.2713. HRMS (micro-ESI):
calcd. for C52H48F6N8OPRuS 1073.2389; found 1073.2400.

Ru(dmbpy)2(C2)(PF6)2 (Ru4): Yield 75%. 1H NMR (400 MHz,
CD3CN): δ = 8.83 (dd, J = 4.8, 1.9 Hz, 1 H), 8.34 (s, 2 H), 8.31
(d, J = 8.6 Hz, 2 H), 7.92 (d, J = 5.8 Hz, 1 H), 7.85 (dd, J = 5.8,
1.9 Hz, 1 H), 7.75 (d, J = 5.8 Hz, 1 H), 7.57 (d, J = 5.8 Hz, 1 H),
7.43 (d, J = 5.8 Hz, 1 H), 7.40–7.35 (m, 2 H), 7.35–7.26 (m, 3 H),
7.21 (d, J = 5.8 Hz, 1 H), 7.17 (d, J = 5.8 Hz, 1 H), 7.14–7.07 (m,
4 H), 6.95–6.89 (m, 4 H), 6.82–6.75 (m, 2 H), 3.78 (s, 6 H), 2.98 (s,
J = 6.0 Hz, 3 H), 2.56 (s, 3 H), 2.55 (s, 3 H), 2.52 (s, 3 H), 2.50 (s,
3 H) ppm. 13C NMR (100 MHz, CD3CN): δ = 164.07, 161.79,
160.32, 158.30, 158.27, 158.09, 158.04, 157.87, 157.48, 155.02,
153.12, 152.72, 152.08, 151.89, 151.61, 151.58, 151.53, 150.96,
140.21, 129.72, 129.65, 129.38, 129.27, 128.97, 128.44, 126.01,
125.94, 125.61, 125.14, 122.75, 118.86, 118.61, 116.05, 62.13, 56.19,
21.31, 21.24, 21.18 ppm. UV/Vis (CH3CN): λmax [log (ε/m–1 cm–1)]
= 247 [4.62], 258 [4.57], 285 [5.00], 328 [4.63], 473 [4.55] nm. MS
(MALDI-TOF, dithranol): calcd. for C52H48F6N8O3PRuS 1111.23
[M – PF6]+; found 1111.30. HRMS (micro-ESI): calcd. for
C52H48F6N8O3PRuS 1105.2288; found 1105.2274.

Ru(dmbpy)2(D1)(PF6)2 (Ru5): Yield 93%. 1H NMR (400 MHz,
CH3CN): δ = 8.41–8.25 (m, 5 H), 8.20 (d, J = 7.8 Hz, 2 H), 8.02
(dd, J = 11.3, 4.4 Hz, 1 H), 7.98 (d, J = 5.8 Hz, 1 H), 7.83 (d, J =
8.6 Hz, 2 H), 7.74 (d, J = 8.5 Hz, 2 H), 7.69 (d, J = 5.5 Hz, 1 H),
7.63 (d, J = 5.8 Hz, 2 H), 7.51–7.41 (m, 5 H), 7.40–7.28 (m, 5 H),
7.24 (d, J = 5.1 Hz, 1 H), 7.19 (d, J = 5.0 Hz, 1 H), 3.09 (s, 3 H),
2.58 (s, 3 H), 2.57 (s, 3 H), 2.54 (s, 3 H), 2.52 (s, 3 H) ppm. 13C
NMR (100 MHz, CH3CN): δ = 162.46, 159.40, 158.15, 158.10,
158.08, 157.62, 154.58, 152.98, 152.94, 152.33, 152.11, 151.70,
151.45, 151.39, 151.37, 150.80, 141.41, 139.72, 138.67, 130.67,
129.50, 129.37, 129.30, 128.53, 128.40, 128.30, 127.91, 127.31,
125.97, 125.94, 125.61, 125.11, 124.64, 124.54, 123.88, 121.55,
121.45, 110.72, 62.63, 21.31, 21.30, 21.24, 21.17 ppm. UV/Vis
(CH3CN): λmax [log (ε/m–1 cm–1)] = 238 [4.73], 257 [4.53], 286 [4.85],
322 [4.38], 338 [4.34], 389 [4.29], 486 [4.00] nm. MS (MALDI-TOF,
dithranol): calcd. for C51H43F6N7OPRuS 1110.26 [M – PF6]+;
found 1110.23. HRMS (micro-ESI): calcd. for C51H43F6N7OPRuS
1042.1968; found 1042.1959.
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Ru(dmbpy)2(D2)(PF6)2 (Ru6): Yield 57 %. 1H NMR (400 MHz,
CD3CN): δ = 8.36 (s, 2 H), 8.35 (s, 1 H), 8.31 (s, 1 H), 8.26 (d, J

= 7.9 Hz, 1 H), 8.01 (td, J = 7.9, 1.3 Hz, 1 H), 7.95 (d, J = 5.8 Hz,
1 H), 7.69–7.64 (m, 3 H), 7.63–7.59 (m, 2 H), 7.47 (d, J = 5.8 Hz,
1 H), 7.38–7.32 (m, 4 H), 7.30 (d, J = 4.9 Hz, 1 H), 7.27 (dd, J =
7.6, 1.5 Hz, 2 H), 7.24 (d, J = 5.8 Hz, 1 H), 7.18 (d, J = 4.8 Hz, 1
H), 7.13 (td, J = 7.8, 1.6 Hz, 2 H), 7.05 (td, J = 7.5, 1.3 Hz, 2 H),
6.73 (dd, J = 8.0, 1.0 Hz, 2 H), 3.03 (s, 3 H), 2.58 (s, 3 H), 2.57 (s,
3 H), 2.54 (s, 3 H), 2.52 (s, 3 H) ppm. 13C NMR (100 MHz,
CD3CN): δ = 162.05, 158.80, 158.09, 158.06, 158.03, 157.58,
154.58, 152.93, 152.91, 152.32, 152.09, 151.70, 151.41, 151.34,
151.31, 150.75, 145.18, 143.78, 138.63, 130.92, 129.47, 129.36,
129.26, 128.62, 128.42, 128.37, 128.17, 126.71, 126.34, 125.95,
125.91, 125.59, 125.44, 125.08, 124.52, 124.36, 121.66, 21.33, 21.31,
21.26, 21.18, 15.64 ppm. UV/Vis (CH3CN): λmax [log (ε/m–1 cm–1)]
= 257 [4.76], 286 [4.82], 320 [4.38], 367 [4.27], 434 [4.24] nm.
MS (MALDI-TOF, dithranol): calcd. for C51H43F6N7OPRuS2

1080.17 [M – PF6]+; found 1080.17. HRMS (micro-ESI): calcd.
for C51H43F6N7OPRuS2 1074.1692; found 1074.1711.
C51H43F12N7OP2RuS2 (1225.06): calcd. C 50.00, H 3.54, N 8.00, S
5.23; found C 49.98, H 3.76, N 7.87, S 4.87.

Ru(dmbpy)2(D3)(PF6)2 (Ru7): Yield 68 %. 1H NMR (400 MHz,
CD3CN): δ = 8.42–8.28 (m, 5 H), 8.04 (td, J = 7.9, 1.3 Hz, 1 H),
7.98 (d, J = 5.8 Hz, 1 H), 7.88–7.79 (m, 2 H), 7.70 (d, J = 5.3 Hz,
1 H), 7.63 (d, J = 5.8 Hz, 2 H), 7.54–7.47 (m, 3 H), 7.44–7.35 (m,
2 H), 7.32 (dd, J = 5.7, 0.9 Hz, 1 H), 7.25 (dd, J = 5.8, 0.9 Hz, 1
H), 7.20 (dd, J = 5.8, 0.9 Hz, 1 H), 6.73–6.60 (m, 6 H), 5.98 (d, J

= 8.4 Hz, 2 H), 3.07 (d, J = 6.1 Hz, 3 H), 2.59 (s, 3 H), 2.59 (s, 3
H), 2.56 (s, 3 H), 2.54 (s, 3 H) ppm. 13C NMR (100 MHz, CD3CN):
δ = 162.51, 159.65, 158.11, 158.06, 158.03, 157.58, 154.51, 153.00,
152.95, 152.33, 152.11, 151.71, 151.44, 151.37, 151.35, 150.78,
144.78, 141.24, 138.66, 134.93, 132.76, 131.88, 129.49, 129.37,
129.36, 129.29, 128.40, 128.36, 125.97, 125.93, 125.60, 125.09,
124.70, 124.56, 123.57, 122.82, 116.44, 114.40, 62.64, 21.32, 21.26,
21.18 ppm. UV/Vis (CH3CN): λmax [log (ε/m–1 cm–1)] = 286 [4.82],
327 [4.47], 446 [4.12], 483 [4.05] nm. MS (MALDI-TOF, dithranol):
calcd. for C51H43F6N7O2PRuS 1064.19 [M – PF6]+; found 1064.20.
HRMS (micro-ESI): calcd. for C51H43F6N7O2PRuS: 1058.1916;
found 1058.1923.

Supporting Information (see footnote on the first page of this arti-
cle): Lippert–Mataga calculation, emission spectra of the dyes and
of A2 and D1 in different solvents, 1H NMR spectra of the radical
cations of A3 and Ru4, X-ray structure of A1m, refinement data
and X-ray structure files for A1, B1, C1, D2 and A1m, MALDI-
TOF spectra of the complexes, graphical representation of the tor-
sion angles for A2 and D1, summary of the photophysical proper-
ties and representations of the orbitals of the higher excited singlet
states, CV spectra of the complexes Ru3, Ru4 and Ru7. 1H and 13C
NMR spectra of the final products.
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The optically active states in a novel (terpyridine)Ru(4H-imidazole) complex displaying an

unusually broad and red-shifted absorption in the visible range are investigated experimentally

and theoretically. Since this property renders the complex promising for an application as

sensitizer in dye-sensitized solar cells, a detailed knowledge on the correlation between features in

the absorption spectrum and structural elements is indispensable in order to develop strategies for

spectroscopy/theory-guided design of such molecular components. To this aim, time-dependent

density functional theory calculations, including solvent effects, are employed to analyze the

experimental UV-vis absorption and resonance Raman (RR) spectra of the unprotonated and

protonated forms of the complex. This provides a detailed photophysical picture for a complex

belonging to a novel class of Ru–polypyridine black absorbers, which can be tuned by external

pH stimuli. The complex presents two absorption maxima in the visible region, which are

assigned by the calculations to metal-to-ligand charge transfer (MLCT) and intra-ligand states,

respectively. RR simulations are performed in resonance with both bands and are found to

correctly reproduce the observed effects of protonation. Finally, the examination of the molecular

orbitals and of the RR spectra for the MLCT state shows that protonation favors a charge

transfer excitation to the 4H-imidazole ligand.

1. Introduction

Transition metal polypyridine complexes have recently gained

wide interest in a variety of research fields and applications.

Amongst the most prominent research areas is the design

of white emitters for light-emitting diodes,1–3 molecular

DNA-sensors,4–9 supramolecular photocatalysts10–14 and

sensitizers for dye-sensitized solar cells.15–20 In each of

these applications the central question arises to what extent

individual structural elements, i.e., substituents,21–25 anchoring

groups25–29 etc., or external stimuli, e.g., specific or non-

specific solvent–solute interactions,30–33 impact the envisioned

photophysical function of the supramolecular unit. In this

respect, this work presents a detailed theoretical and experi-

mental investigation of a novel ruthenium complex having

potential applications as sensitizer in dye-sensitized solar cells

(DSSC).

As a matter of fact, in the (terpyridine)Ru(4H-imidazole)

system under investigation, (chloro-n3-4,40,40 0-tri-tert-butyl-

2,20:60,20 0-terpyridin-n2-2-phenyl-4,5-p-tolyliminoimidazolat-

ruthenium(II), abbreviated as [tbterpyRuIm], see Fig. 1), the

combination of a terpyridine coordinating the central metal in

concert with a chloride and a novel 4H-imidazole ligand, yields

a coordination compound having an absorption spectrum that

covers almost the entire visible range of the electromagnetic

spectrum. Such black absorbers are promising candidates to

replace conventional Ru(II)–bipyridine dyes used in DSSCs,34

which present a typical absorption maximum centered below

550 nm. Several attempts have been made to increase the

absorbance of the complexes in the NIR range. For example,

one approach has been to attach additional dyes in the

periphery of the polypyridine ligands.35 However, in such

assemblies only weak coupling between both chromophores
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are generated, which limits their applicability in dye-sensitized

solar cells. The (terpyridine)Ru(4H-imidazole) system investigated,

follows a different design concept. The organic chromophore, a

4H-imidazole,36 is directly bound to the Ru–terpyridine chromo-

phore. This allows a direct and strong interaction between both

chromophoric systems. Furthermore, the photophysical properties

of the system under investigation strongly depend on the proto-

nation state of the imidazole ligand. This was already observed for

Ru–imidazole based complexes,37 in which it was shown that

protonation induces shifts of the metal-to-ligand charge transfer

(MLCT) absorption band of up to 100 nm.

In order to unravel the contributions of the individual

structural elements to the unusually broad and pH-responsive

absorption spectrum, this study combines experimental

absorption and resonance Raman (RR) spectroscopy. Particular

emphasis is put on the detailed correlation between the experi-

mental spectra and theoretical calculations, because this presents

the primary way of assigning absorption features to structural

elements. This assignment is of conceptual importance, as it

represents the basis for any approach aiming at a spectroscopy/

theory-guided design of molecular functional materials.

Several theoretical studies have dealt with the simulation

of absorption spectra for transition metal complexes (see for

example ref. 38–42) and for specific ruthenium dyes in

DSSCs.43,44 Due to the large size of the considered systems, most

of these studies made use of time-dependent density functional

theory (TDDFT), which is known to provide a good compromise

between accuracy and computational cost. In most cases, it is

usually recognized that TDDFT calculations can give a satisfactory

reproduction of the absorption band-shapes and positions,

provided that hybrid exchange-correlation (XC) functionals are

employed and provided that the effects of the solvent are taken

into account. However, fewer studies have investigated the

simulation of RR spectra for transition metal complexes45–47

and none of them have considered the effects of protonation on

the electronic structure, which can strongly affect the photo-

physical properties. Nevertheless, previous work has shown that

TDDFT calculations can provide a reliable assignment of the

vibrational bands and can establish a connection between the

charge transfer (CT) processes occurring upon photoexcitation

to the excited state and the localization of the RR active

vibrational modes. Such information is of great interest for the

interpretation of ongoing experimental work with the aim of

designing new compounds with desired functionalities.

The rest of the paper is organized as follows. Sections 2 and

3 describe the theoretical and experimental approaches,

respectively. Section 4.1 presents the absorption spectra and

associated excited states of the unprotonated and protonated

complex, whereas Section 4.2 discusses the RR spectra. Finally,

conclusions are drawn in Section 5.

2. Theory and computational details

In order to allow for a reduction of the computational cost of

the simulations without affecting the spectroscopic properties

of the complexes, the three tert-butyl groups of the synthesized

compounds [tbterpyRuIm] (Fig. 1) were approximated in the

calculations by methyl groups. The structural and electronic

data of the unprotonated (RITP) and protonated (RITPH)

complexes were obtained from quantum chemistry calculations

performed with the GAUSSIAN 09 program.48 The geometry,

vibrational frequencies, and normal coordinates of the ground

state were calculated by means of DFT with the XC functional

B3LYP.49,50 The 28-electron relativistic effective core potential

MWB51 was used with its basis set for the ruthenium atom,

that is, 4s, 4p, 4d and 5s electrons are treated explicitly,

whereas the three first inner shells are described by the core

pseudopotential. The 6-31G(d) double-z basis set52 was employed

for the ligands. To correct for the lack of anharmonicity and

the approximate treatment of electron correlation,53 the harmonic

frequencies were scaled by the factor 0.97. The vertical excitation

energies, oscillator strengths and analytical Cartesian energy

derivatives of the excited states were obtained from TDDFT

calculations within the adiabatic approximation with the same

XC functional, pseudopotential and basis set. The absorption

spectra were simulated by determining the excitation energies

and oscillator strengths of the 80 lowest singlet excited states.

The effects of the interaction with a solvent (acetonitrile,

e = 35.688, n = 1.344) on the geometry, frequencies, excitation

energies and excited state gradients were taken into account by

the integral equation formalism of the polarizable continuum

model.54 The nonequilibrium procedure of solvation was used

for the calculation of the excitation energies and of the excited

state gradients, which is well adapted for processes where only

the fast reorganization of the electronic distribution of the

solvent is important.

The relative RR intensities were obtained within the short-

time approximation55 (STA). In the STA, the RR intensity for

a fundamental transition 0 - 1l is calculated from the partial

derivative of the excited state electronic energy (Ee) along the

lth normal coordinate (Ql) evaluated at the ground state

equilibrium geometry,

I0!1l /
1

ol

@Ee

@Ql

� �2

0

ð1Þ

Fig. 1 Structure of the investigated complex [tbterpyRuIm] in the

unprotonated (RITP) and protonated (RITPH) forms. The three tert-

butyl groups were substituted by methyl groups in the theoretical

calculations.
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where ol is the frequency of the lth normal mode. These

gradients were obtained from the analytical derivatives of

the excited state electronic energy (Ee) along the non-mass-

weighted Cartesian coordinates according to the relation

@Ee

@Q

� �
0

¼ LTM�1
2
@Ee

@x

� �
0

ð2Þ

where M is the matrix containing the atomic masses, L is the

orthogonal matrix obtained from the solution of the ground

state normal mode eigenvalue problem, and (@Ee/@Q)0 and

(@Ee/@x)0 are column vectors containing the derivatives

along the normal coordinates and Cartesian coordinates,

respectively.

The use of the STA is appropriate for the complexes

investigated here. Indeed, the RR measurements are performed

for excitation wavelengths in resonance with absorption bands

displaying a large broadening and no resolved vibronic structure,

each of them being associated with a single electronic excited

state. These facts indicate that no significant interference

effects should occur between different excited states and that

the relative RR intensities should show a weak dependence

with respect to the excitation wavelength. The adequacy of the

STA was validated for excitations in resonance with the

first absorption band according to a method described

elsewhere.47,56 These results show negligible differences with

respect to the STA at the considered experimental excitation

wavelengths. Therefore, only the STA RR spectra are reported

and discussed in this work.

3. Experimental methods

3.1. Synthesis and characterization

1H NMR and 13C NMR spectra were recorded at ambient

temperature on a Bruker AC 400 MHz spectrometer. All

spectra were referenced to TMS or deuterated solvent as an

internal standard. Mass spectra were recorded using a MAT

95 XL or a SSQ 170, Finnigan Mat. The positive ES mass

spectra were obtained with voltages of 3–4 kV applied to

the electrospray needle. Elemental analyses were carried out

in-house with an automatic analyzer LECO CHNS 932.

[tbterpy2Ru](PF6)2. Starting from RuCl3�3H2O, in

modification of ref. 57, 500 mg (0.82 mmol) tbterpyRuCl3
and 363 mg (1.1 equiv.) tbterpy were dissolved in a mixture of

100 mL ethanol, 2 mL N-ethylmorpholine and 10 mL water

and heated to reflux for 18 h. After evaporation of the solvent,

the residue was dissolved in a minimal volume of ethanol. To

the stirred solution 10 equiv. of NH4PF6 was added and the

product was precipitated by adding water. The orange to red

solid was filtered through a glass sintered frit, washed with

water, ethanol and diethyl ether and dried in vacuo, yield:

930 mg (95%). Analytical data were identical to previously

reported procedures.57

[tbterpyRuIm]. 500 mg (0.75 mmol) tbterpyRuCl3 and

266 mg (0.75 mmol) 2-phenyl-5-p-tolylamino-4-p-tolylimino-

4H-imidazole58 were dissolved in a mixture of 70 mL DMF,

5 mL H2O and 10 mL Et3N. The suspension was heated

to reflux under microwave irradiation for 1.5 h at 160 W.

After this time water was added until the product starts to

precipitate. The formed solid was filtrated and washed with

water and diethyl ether. The blue powder was recrystallised

from acetone/water to give the pure compound.

Yield: 703 mg (98%) MS (ESI in acetonitrile and methanol):

m/z = 890.3 [M + H]+. RITP 1H NMR (d, 400 MHz,

CD3CN): 8.36 (d, 5.7 Hz, 2H), 8.21 (s, 2H), 8.11 (d, 6.9 Hz,

2H), 8.10 (s, 2H), 8.03 (d, 8.4 Hz, 2H), 7.52 (d, 6.0 Hz, 2H),

7.50 (d, 6.0 Hz, 2H), 7.46 (d, 7.5 Hz, 1H), 7.39 (d, 7.5 Hz, 1H),

7.36 (d, 7.1 Hz, 1H), 7.30 (d, 8.1 Hz, 2H), 6.55 (d, 8.1 Hz, 2H),

5.46 (d, 8.1 Hz, 2H), 2.42 (s, 3H), 2.08 (s, 3H), 1.49 (s, 9H),

1.42 (s, 18H) ppm. 13C NMR (d, 100 MHz, CD3CN): 176.64,

161.89, 160.39, 159.38, 158.13, 154.38, 147.66, 145.40, 136.41,

136.13, 135.79, 132.52, 129.58, 129.43, 129.27, 128.48, 125.41,

122.98, 121.17, 120.01, 36.63, 36.25, 31.28, 30.98, 21.45, 21.12

ppm. RITPH 1H NMR (d, 400 MHz, CD3CN+ TFA-d): 8.26

(s, 2H), 8.17 (s, 2H), 8.16 (d, 5.6 Hz, 2H), 7.98 (d, 8.4 Hz, 2H),

7.91 (d, 8.0 Hz, 2H), 7.68 (t, 7.6 Hz, 1H), 7.51 (m, 4H), 7.42

(d, 8.4 Hz, 2H), 6.69 (d, 8.0 Hz, 2H), 5.66 (d, 8.0 Hz, 2H), 2.46

(s, 3H), 2.13 (s, 3H), 1.48 (s, 9H), 1.41 (s, 18H) ppm. 13C NMR

(d, 100 MHz, CD3CN + TFA-d): 170.98, 164.16, 161.76,

159.49, 159.20, 158.39, 157.56, 155.53, 145.34, 144.36, 139.30,

138.33, 134.94, 130.77, 130.53, 130.44, 129.27, 128.89, 128.45,

127.34, 125.74, 124.69, 122.37, 122.04, 121.06,36.97, 36.49,

31.21, 30.85, 21.58, 21.24 ppm. C50H54ClN7Ru�H2O calcd C

66.17, H 6.22, N 10.8%; found C 65.40, H 6.30, N 10.94%.

3.2. Spectroscopy

The electronic absorption spectra in air-equilibrated acetonitrile

were measured with a Jasco V-670 spectrophotometer. The

protonated form RITPH was generated by adding an excess of

trifluoroacetic acid (TFA). The resonance Raman spectra were

recorded in a conventional 901 scattering arrangement using a

setup described elsewhere.59 Excitation light was delivered by

a krypton ion laser (Model Coherent Innova 302C) and an

argon ion laser (Model Spectra-Physics 2010). The sample

concentration was optimized to obtain the maximum signal-

to-noise ratio and was in the range of 10�4 M. No changes in

the absorption spectra could be detected after the exposure to

the laser light.

4. Results and discussion

4.1. Excited states and absorption spectra

The experimental absorption spectra of the unprotonated and

protonated forms of the complex are presented in Fig. 2(a) and

(b), respectively. The unprotonated form shows two absorption

maxima in the visible range at 425 nm (e = 15 300 M�1 cm�1)

and at 585 nm (e = 28 100 M�1 cm�1) as well as a

weak shoulder on the red side at about 720 nm. This

shoulder disappears upon protonation. Furthermore, the

absorption maximum at 585 nm is bathochromically shifted

to 605 nm (e = 28100 M�1 cm�1), whereas the absorption

maximum at 425 nm is hypsochromically shifted to 386 nm

(e = 12 900 M�1 cm�1) in RITPH. In the UV region, both

species are characterized by two intense absorption bands.

In the unprotonated form, the first band is located at

322 nm (e = 39600 M�1 cm�1) and is shifted to 314 nm
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(e = 41 100 M�1 cm�1) upon protonation. The second UV

maximum is located at 283 nm for both species with values of

the extinction coefficient of 46 900 and 37 500 M�1 cm�1 for

the unprotonated and protonated form, respectively.

In order to unravel the nature of the underlying excited

states involved in the experimental absorption spectra,

theoretical calculations are essential. Fig. 2 presents the

simulated absorption spectra and Table 1 reports the properties

of the main excited states present in the visible range. The

molecular orbitals involved in these excitations are depicted in

Fig. 3.

In the unprotonated form, the first absorption band of the

complex is associated to a MLCT state (S6) and mainly

involves a CT from the ruthenium atom to both the imidazole

and terpyridine ligands (Table 1 and Fig. 3). It is seen that

the calculations overestimate the energy of this state by

about 0.28 eV in comparison to the experimental absorption

maximum. Such difference is within the typical accuracy of

TDDFT calculations for MLCT excitations in transition

metal complexes.38,47 Additionally, the weak MLCT state S1
calculated at 681 nm (1.82 eV) can be associated with the

shoulder at 720 nm (1.72 eV) in the experimental spectrum.

The higher energy excitations involve a MLCT state (S9),

which is mostly composed of transitions to the terpyridine

ligand, as well as two intra-ligand (IL) states (S11 and S17),

which are dominated by transitions between p orbitals localized

on the 4H-imidazole ligand. According to its energy position

and its significant oscillator strength, the state S11 can be

assigned to the experimental band at 425 nm. Moreover, the

state S9 might be assigned to the weak shoulder at about

500 nm in the experimental spectrum, whereas state S17 is

more likely associated with the experimental bands located in

the UV range. Finally, the calculations reveal a superposition

of different types of excitations (IL, ligand–ligand charge

transfer, MLCT) in the UV range (350–250 nm). The properties

of these excitations will not be discussed further because the

present study mainly aims at investigating the visible spectrum

of the complexes, which is of relevance in using such complexes

as molecular sensors or sensitizers in DSSCs.

The effects of protonation lead to important differences in

the electronic properties of the excited states (Fig. 2b). First,

the S1 state is shifted to lower energy (from 681 to 837 nm) and

has decreased its oscillator strength from 0.034 to 0.010. This

fact is in agreement with the experimental observation that the

shoulder at about 720 nm (Fig. 2a) disappears. Another

important difference concerns the energetically lowest MLCT

Fig. 2 Experimental (dashed line) and theoretical (black line) absorption

spectra of the RITP and RITPH species in acetonitrile. The calculated

oscillator strengths are represented by black sticks. A Lorentzian

function with a half-width of 20 nm is employed to broaden the

transitions in the simulated spectrum. The two vertical lines indicate

the wavelengths at which the RR measurements are performed for the

unprotonated (568 and 413 nm) and the protonated species (568 and

406 nm).

Table 1 Calculated vertical excitation energies (Ee), oscillator strengths (f) and singly-excited configurations of the main excited states and
experimental absorption maxima in the visible range. The principal orbitals are depicted in Fig. 3

State Transition Weight (%) Ee/eV l/nm f lExp/nm

RITP
S1 dxzð182Þ ! p�imð183Þ ðMLCTÞ 95 1.82 681 0.034 720

S6 dxyð181Þ ! p�imð183Þ ðMLCTÞ 54 2.41 516 0.402 585

dyzð180Þ ! p�terpyð184Þ ðMLCTÞ 32

S9 dyzð180Þ ! p�terpyð184Þ ðMLCTÞ 31 2.69 461 0.060 —

dxyð181Þ ! p�terpyð185Þ ðMLCTÞ 22

dxyð181Þ ! p�imð183Þ ðMLCTÞ 20

dxzð182Þ ! p�terpyð185Þ ðMLCTÞ 9

S11 pimð179Þ ! p�imð183Þ ðILÞ 93 2.91 425 0.215 425

S17 pimð178Þ ! p�imð183Þ ðILÞ 89 3.40 365 0.093 —

RITPH
S1 dxzð182Þ ! p�imð183Þ ðMLCTÞ 96 1.48 837 0.010 —

S4 dxyð180Þ ! p�imð183Þ ðMLCTÞ 82 2.29 541 0.468 605

S7 pimð179Þ ! p�imð183Þ ðILÞ 83 2.72 456 0.320 386

S12 pimð178Þ ! p�imð183Þ ðILÞ 98 3.09 401 0.078 —
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absorption band, which is associated with the state S4. In contrast

to the state S6 (unprotonated form), S4 presents no significant

transition to the terpyridine ligand but is dominated by a

transition from the dxy ruthenium orbital to a p* orbital

localized on the 4H-imidazole ligand. Additionally, the experi-

mental bathochromic shift (�0.07 eV) of the first absorption

band is reasonably reproduced by theory (�0.12 eV). However,

the assignment of the experimental band at 386 nm is less

straightforward. Indeed, the two excited states S7 and S12
display bathochromic shifts of �0.19 and �0.31 eV with

respect to the S11 and S17 states of the unprotonated form,

respectively. Such energy shifts are in disagreement with the

experimental hypsochromic shift (0.29 eV) of the second

absorption band, when going from RITP (425 nm) to RITPH

(386 nm). Furthermore, it can be seen that the orbitals

pim(178) and pim(179) (Fig. 3) involved in the states S7 and

S12 are mainly localized on the two tolyl groups attached to the

imidazole center, whereas the corresponding orbitals of the

unprotonated form show also a non-negligible contribution on

the imidazole center (specially pim(179)). This shows that these
states have a more pronounced CT character in the protonated

form, which could be related to their lower energies, knowing

that TDDFT/B3LYP calculations have the tendency of under-

estimating the excitation energies of CT states.60,61 In order to

investigate such effects in more detail, the absorption

spectra of RITP(H) were also calculated with the PBE062

and CAM-B3LYP63 functionals (see the ESIw). Both functionals

provide excited states with similar orbital characters and

comparable oscillator strengths as those obtained with B3LYP.

It is found that PBE0 shifts the excited states to higher energies

by about 0.1 eV. This improves the agreement with experi-

mental results only for the second absorption band of RITPH

but enlarges the deviations for the other absorption bands.

CAM-B3LYP provides even higher excitation energies, with

deviations from the experimental values as large as 0.69 eV for

the first band of RITP. Similarly to PBE0, the only improvement

given by CAM-B3LYP concerns the position of the second

absorption band of RITPH, which presents a deviation of

0.05 eV with respect to experimental results. The better

reproduction of this band position results in an improved shift

of the second absorption band upon protonation (�0.09 eV) in
comparison to B3LYP and PBE0 (�0.19 eV), but which still

remains in disagreement with the experimental hypsochromic

shift (0.29 eV). Overall, a comparison between the calculated

and the experimental spectra shows that B3LYP provides the

most balanced description of the absorption features for this

complex. Therefore, this functional will be employed in the

following to simulate RR spectra and to obtain additional

information about the nature of the excited states.

4.2. Resonance Raman spectra

4.2.a. RR spectra in resonance with the energetically lowest

MLCT band. The RR measurements were performed at an

excitation wavelength of 568 nm, i.e., in resonance with the

first MLCT band. The corresponding simulated RR spectra

were obtained within the STA by evaluating the excited

state gradients of states S6 and S4 for the unprotonated and

protonated forms, respectively. As it can be seen from Fig. 4a

and b, the theoretical RR spectra show a good agreement with

the experimental results. Thus, the simulated spectra allowed

an assignment of most of the experimental bands to vibrations

either localized on the imidazole or the terpyridine ligands

(Tables 2 and 3). This assignment was also confirmed by the

experimental RR spectrum of the homoleptic [tbterpy2Ru]2+

(bis(tris(tert-butyl))terpyridine-ruthenium(II)) complex recorded

at 476 nm, which was used as reference to assign the character-

istic vibrational modes coupled to a MLCT transition from the

ruthenium center to the terpyridine ligand.

The RR spectrum of the unprotonated form (Fig. 4a and

Table 2) is dominated by vibrations localized on the

4H-imidazole ligand. Indeed, several vibrations (modes 173,

175, 200, 208 and 209) have a strong RR intensity with

calculated wavenumbers of 1344, 1380, 1494, 1576 and

1582 cm�1, which are in agreement with the experimental

intensities and wavenumbers of 1357, 1386, 1493, 1562,

1576 cm�1, respectively. Moreover, some bands having weaker

RR intensities were also assigned to vibrations localized on the

terpyridine ligand (modes 141, 171, 204 and 215) or to normal

coordinates delocalized on both ligands (modes 114, 134 and

146). The assignment of terpyridine vibrations is confirmed

from a comparison with the spectrum of the reference compound

[tbterpy2Ru]2+. In particular, it is seen that the modes 171 and

204 display the largest RR intensities. Obviously, the presence

of noticeable terpyridine vibrations in the spectrum is related

to the fact that state S6 shows a contribution involving a

Fig. 3 Molecular orbitals involved in the main configurations of the states responsible for the absorption and RR properties of the protonated

(up) and unprotonated (down) complexes.
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MLCT transition to the p�terpyð184Þ orbital (Table 1). Even if

an overall good agreement is found between theory and

experiment, it is also seen that some parts of the spectrum

are more difficult to assign. In particular, the wavenumber

region between 1550 and 1620 cm�1 involves an overlap of

several vibrational modes and many peaks with small RR

intensities are present in the experimental spectrum below

1300 cm�1. A tentative assignment is provided for most of

the experimental bands, whereas the non-assigned frequencies

are listed in Fig. 4. Finally, the mean absolute deviation of the

vibrational wavenumbers with respect to experiment is 9 cm�1,

which is in agreement with the values obtained in previous

theoretical investigations on RR intensities.46,47,64

The RR spectrum of the protonated form (Fig. 4b and

Table 3) of the complex shows important differences in

comparison to the spectrum of the unprotonated form. In

particular the vibrations associated with the 4H-imidazole

ligand present large variations, which emphasize the strong

effects of protonation within the imidazole ligand sphere. As

can be seen from both the experimental and theoretical

spectra, these variations concern mainly: (i) a significant

enhancement of the RR intensities for the modes 92 and 105

(corresponding to the modes 89 and 104 of RITP) with

calculated wavenumbers of 756 and 846 cm�1, respectively,

(ii) the presence of several intense bands in the 1100–1350 cm�1

wavenumber range, and (iii) a different intensity pattern in the

1350–1650 cm�1 region. Furthermore, the RR spectrum of

RITPH displays only two bands corresponding to terpyridine

Fig. 4 Experimental and theoretical RR spectra of RITP (STA, state S6) and RIPTH (STA, state S4) in resonance with the first absorption band.

The experimental RR spectra of the reference complex [tbterpy2Ru]2+ is given for the assignment of the terpyridine vibrations. The solvent bands

are indicated by asterisks. The modes associated with vibrations located on the terpyridine ligand are given in red color. A Lorentzian function

with a FWHM of 5 cm�1 is employed to broaden the calculated transitions.

Table 2 Assignment of the vibrational frequencies (cm�1) and
calculated relative RR intensities (Irel.) in the STA for the main excited
states of the unprotonated complex. The theoretical frequencies were
scaled by a factor of 0.97

Mode type
Freq.
(Cal.)/cm�1

Freq.
(Exp.)/cm�1 Irel. (S6) Irel. (S11) Irel. (S17)

im (89) 753.8 769 0.05 o0.01 0.02
im (104) 846.6 861 0.09 o0.01 o0.01
im (106) 874.1 884 0.03 o0.01 0.01
im (110) 920.0 — 0.04 0.25 0.11
terpy (114) 930.9 904 0.09 o0.01 o0.01
terpy,im (134) 1028.3 1047 0.17 o0.01 o0.01
terpy (141) 1074.3 1076 0.04 o0.01 o0.01
im (145) 1118.8 1121 0.01 0.02 o0.01
terpy,im (146) 1121.0 1131 0.02 0.02 0.01
im (150) 1163.2 1168 0.06 0.03 0.04
im (151) 1169.5 — 0.01 0.01 0.10
im (152) 1173.1 — o0.01 0.02 0.08
im (158) 1221.1 1228 0.08 0.07 0.25
terpy (171) 1323.1 1327 0.20 o0.01 o0.01
im (173) 1344.1 1357 0.47 1.00 0.83
im (174) 1356.0 — 0.02 0.01 0.11
im (175) 1380.4 1386 1.00 0.26 0.62
im (200) 1493.8 1493 0.46 0.19 0.46
im (202) 1505.6 1506 0.01 0.05 0.10
terpy (204) 1549.6 1534 0.09 o0.01 0.01
im (206) 1568.7 1562 0.16 0.07 0.17
im (208) 1576.3 1562 0.62 0.22 1.00
im (209) 1581.9 1576 0.51 0.15 0.73
im (210) 1597.0 1594 0.12 0.02 0.13
im (211) 1608.8 — o0.01 0.01 0.14
terpy (215) 1615.9 1609 0.02 o0.01 0.01
im (216) 1616.5 1609 0.04 0.03 0.18
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vibrations (modes 115 and 173). The mode 115 has a weak RR

intensity, whereas mode 173 is found with a decreased relative

intensity in comparison to the unprotonated form (mode 171).

This behavior can be understood from the fact that, contrary

to RITP, the state in resonance (S4) involves mainly a MLCT

transition to the p�imð183Þ orbital (Table 1). Moreover, several

modes are both located on the imidazole and terpyridine

ligands, i.e. modes 135, 148, 149, 157, 158, 169 and 199. The

noticeable RR intensities of these modes (in particular modes

158 and 199) are likely to arise from their vibrational

contributions localized on the imidazole ligand. Finally, the

mean absolute deviation of the vibrational wavenumbers for

the protonated form (10 cm�1) is found with a comparable

value as the one (9 cm�1) obtained for the unprotonated

complex.

4.2.b. RR spectra in resonance with the IL band. The RR

spectra (Fig. 5a and b) were also recorded in resonance with

the second absorption band employing excitation wavelengths

of 413 and 406 nm for RITP and RITPH, respectively. It is

seen that the RR spectra in resonance with the second

absorption band clearly differ from those obtained in resonance

with the first absorption band; this is related to the different

electronic characters of the associated excited states, as

unraveled by theory. Moreover, it can be noticed that the

RR spectra in resonance with the second absorption bands are

strongly modified upon protonation of the imidazole ligand, as

it was observed for the spectra in resonance with the first

absorption band.

The RR spectra were simulated using the STA for the two

pairs of states (S11, S17) for the unprotonated form and (S7, S12)

for the protonated form. Because these states correspond to IL

excitations of the imidazole ligand, their RR spectra display

only imidazole vibrations and few vibrations with a mixed

terpyridine–imidazole character (Tables 2 and 3).

For RITP (Fig. 5a), the simulated STA RR spectra of state

S11 and S17 show several similarities, arising from the fact that

both states involve an IL transition to the p�imð183Þ orbital.
The agreement with experiment allows the assignment of the

most intense RR bands. For example, the two experimental

bands at 1357 and 1386 cm�1 are assigned to the vibrations

173 and 175, respectively, whereas the bands at 1493 and

1506 cm�1 are assigned to the modes 200 and 202, respectively.

Additionally, it can be mentioned that the signal of mode 110

could not be detected in experiment due to overwhelming

solvent signal. Moreover, it can be noticed that the relative RR

intensities obtained for state S11 are in better agreement with

experiment as those obtained for the state S17. This is clearly

visible for the bands in the 1500–1650 cm�1 frequency range

and confirms the assignment deduced by inspection of

the absorption spectra i.e. the experimental band at 425 nm

is assigned to the IL state S11.

Similar conclusions can be drawn in the case of the proto-

nated form. Indeed, the simulated STA RR spectra of the

states S7 and S12 show mostly similar RR active vibrations,

which arise from the rather comparable orbital character of

these states. However, even if less straightforward in this case,

it appears that the experimental spectrum is better reproduced

by the RR spectrum of state S7. This is suggested by the better

match of the relative intensities in the 1550–1650 cm�1 wave-

number range, when comparing experimental and calculated

spectra, and the overall intensity pattern in the 1100–1350 cm�1

region. Similarly to RITP, this indicates that the experimental

absorption band at 386 nm can be assigned to state S7. This is

also in agreement with its larger oscillator strength with

respect to state S12. Furthermore, a contribution of state S7
to the first absorption band can be excluded, because the RR

vibrational signatures of state S7 in the 1500–1650 cm�1

wavenumber range are noticeably different from the experi-

mental spectrum recorded at 568 nm. Therefore, such

investigation shows that, in cases where rather large deviations

are obtained for the calculated excitation energies, the deter-

mination of RR spectra can help in the assignment of excited

states in absorption spectra.

5. Conclusions

The absorption and RR properties of a novel (terpyridine)-

Ru(4H-imidazole) complex were investigated theoretically and

experimentally with the aim of estimating the effects of

protonation on its photophysical properties. The complex

presents two absorption maxima in the visible region, which

are assigned by the calculations to MLCT and IL states,

Table 3 Assignment of the vibrational frequencies (cm�1) and
calculated relative RR intensities (Irel.) in the STA for the main excited
states of the protonated complex. The theoretical frequencies were
scaled by a factor of 0.97

Mode type
Freq.
(Cal.)/cm�1

Freq.
(Exp.)/cm�1 Irel. (S4) Irel. (S7) Irel. (S12)

im (92) 756.2 772 0.44 0.04 0.01
im (105) 845.5 862 1.00 o0.01 o0.01
im (111) 910.8 — 0.01 0.05 0.02
im (114) 929.4 — 0.01 0.07 0.02
terpy(115) 932.2 904 0.02 o0.01 o0.01
im (118) 944.6 959 0.04 0.06 0.02
im (119) 949.2 959 0.04 0.04 0.02
terpy, im (135) 1030.9 1019 0.04 o0.01 o0.01
terpy, im (148) 1145.8 1148 0.04 0.13 0.02
terpy, im (149) 1146.2 1148 0.03 0.14 0.02
im (151) 1171.4 1175 0.08 0.16 0.19
im (152) 1178.5 1178 0.01 0.12 o0.01
im (153) 1180.5 1181 0.06 0.01 0.01
im (155) 1201.9 — 0.02 0.02 0.10
im (156) 1204.5 — 0.01 0.06 o0.01
terpy, im (157) 1210.9 1222 0.08 0.03 0.03
terpy, im (158) 1212.0 1222 0.29 0.05 0.04
im (160) 1245.9 1257 0.22 0.18 0.03
im (164) 1282.5 1316 0.56 0.19 0.27
terpy, im (169) 1300.1 1316 0.02 0.02 0.02
im (170) 1303.3 1316 0.11 0.13 0.02
terpy (173) 1326.4 1316 0.09 0.01 o0.01
im (176) 1384.2 1416 0.05 0.10 o0.01
im (188) 1448.9 1455 0.24 0.20 0.08
terpy, im (199) 1476.3 1479 0.17 0.15 0.03
im (200) 1479.1 1479 0.47 0.68 0.11
im (202) 1502.5 1506 0.53 0.68 0.27
im (204) 1509.9 1513 0.69 0.66 0.23
im (208) 1565.5 1569 0.32 1.00 0.38
im (209) 1571.0 1569 0.08 0.37 0.28
im (211) 1587.5 1587 0.03 0.14 0.15
im (212) 1606.8 1604 0.10 0.03 o0.01
im (213) 1609.2 1604 0.05 0.01 1.00
im (215) 1613.7 1605 o0.01 0.48 0.06
im (218) 1654.1 1635 0.28 0.19 0.35
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respectively. The investigation of the molecular orbitals and RR

spectra in resonance with the MLCT state has shown that

the effects of protonation favor a CT photoexcitation to the

imidazole sphere. Therefore, it appears that the coordinative

linkage, between the Ru–terpyridine unit and the 4H-imidazole

moiety, leads to a favorable combination of both chromophore

properties, while retaining the important CT characteristics. Such

results are important in view of employing this compound for

applications such as black absorbers in DSSCs, or in general

to understand the molecular mechanism underlying the color-

change induced by external stimuli such as pH variations.

From a theoretical point of view, it is remarkable that

TDDFT can reproduce the RR spectra obtained in resonance

with both the MLCT and IL bands, and consequently can

accurately describe the effects of protonation on the RR

intensities as well as provide an assignment of the main

vibrational bands. This shows that the shapes of the excited

state potential energy surfaces near the FC region, i.e., the

excited state gradients are correctly described by the calculations.

Furthermore, for this transition metal complex the good

agreement between experimental and theoretical RR spectra

is probably related to the fact that a single electronic excited

state is in resonance with the excitation wavelength. Indeed,

for complexes where several excited states overlap in a single

absorption band, previous studies46,47 have shown that the

simulation of RR intensities requires a proper description of

interference effects, which are usually more challenging to

estimate. Furthermore, the comparison of simulated RR

spectra with experiment has confirmed the assignment of the

second absorption band to the IL states S11 and S7 for the

unprotonated and protonated forms, respectively. It is also

concluded that the underestimation of the S7 excitation energy

(�0.49 eV) by TDDFT is associated to its more pronounced

CT character in comparison to state S11. However, it is

interesting to note that this disagreement on the excitation

energy does not appear to correlate with the accuracy on the

RR spectrum. Therefore, since TDDFT calculations are largely

employed for investigating the photophysical properties of

transition metal complexes, this study shows the utility of

RR simulations in obtaining more detailed information about

the character of the excited states as well as a better estimation

about the accuracy of the employed computational method.
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I. INTRODUCTION

Ruthenium(II) polypyridine complexes are among the most
studied compounds in coordination chemistry.1�6 They show a
unique combination of chemical stability, strong visible absorp-
tion, and redox and catalytic activities. By incorporation of Ru
centers in supramolecular assemblies, devices capable of vectori-
al electron and energy transfer can be designed. The interest in
such assemblies is twofold: (i) They play an important role in
investigating the nature of electron- and energy-transfer pro-
cesses6�13 and (ii) they are valuable candidates for a wide variety
of light-harvesting applications as, e.g., in photocatalysis14�22 and
as sensitizers in dye-sensitized solar cells (DSSCs).23�27 Further-
more, Ru(II) polypyridine complexes can be employed as
sensors28�32 and in molecular wires.33�35 In these applications
the environmental conditions have to be monitored closely
because the pH value of the solvent may influence the electronic
and optical properties of the complexes by protonation/depro-
tonation of basic/acidic positions in the ligand sphere. This
dependence can be exploited for pH sensing or switching, as
environmental properties have a strong impact on the function-
ality by influencing, e.g., electron and energy transfer rates
and redox potentials.32,36�52 For example, in Ru complexes
containing imidazole ligands the pH-dependent properties were
studied: in imidazo[4,5-f][1,10]phenanthroline coordinating
complexes, the protonation state of the imidazole ring has been
shown to modify the luminescence behavior, and solvent pH

modulates the electron transfer in imidazo4,5-f][1,10]phenan-
throline-bridged supramolecular assemblies and across an
electrode interface.36,41,48,51�55 Another group of complexes
with pH-dependent properties coordinates benzimidazole
ligands:32,38�40,46,47,49 in binuclear benzimidazole-bridged com-
plexes metal�metal interactions can be switched on and off by
varying the protonation state of the ligand.

In this study, the impact of solvent acidity on the absorption
properties and the character of the initial electronic excitation in
the Ru(II) polypyridine dye chloro-η3�4,40,400-tri-tert-butyl-
2,20:60,200-terpyridine-η2�2-phenyl-4,5-(p-dimethylaminophe-
nyl-imino)-imidazolate-ruthenium(II) (Ru) (Figure 1) contain-
ing an new imidazole-type ligand is investigated. This complex is
derived from a recently introduced 4H-imidazole coordinating
ruthenium complex56 by exchanging the methyl groups of the
terminal tolyl rings by dimethylamino groups. Compared to the
methyl-substituted analogue, Ru exhibits an exceptional broad
absorption spectrum covering the entire visible range and reach-
ing even into the near-infrared (NIR). This makes Ru related
structures containing—additional—suitable coupling groups pro-
mising candidates for sensitizers in DSSCs.57�59 In comparison
to the methyl-substituted 4H-imidazole complex, where only
protonation of the imidazole ring is possible, further positions for

Received: October 20, 2011

ABSTRACT: Solvent pH influences electronic and optical
properties of photoactive systems by protonation/deprotona-
tion of basic/acidic positions. In this study a joint experimental
and theoretical approach is presented to analyze the acid/base
properties of a new 4H-imidazole ruthenium(II) complex (Ru).
The imidazole ligand is substituted by two dimethylamino
groups and hence offers four positions for protonation. To iden-
tify the species present in certain acid concentration ranges
calculated absorption and resonance Raman (RR) spectra are
compared to experimental results. It is shown that three dif-
ferent protonated species can be prepared separately from each
other by varying the acid concentration in solution and the
character of the substituent can be switched from electron donating to electron withdrawing by protonation, which plays an
important role in the further analysis of pH-dependent photoinduced processes in these systems.
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protonation provided by the dimethylamino groups are available
in Ru, and a more complex protonation behavior is expected. By
protonation involving the dimethylamino groups, it is possible to
change the character of the substituent from electron donating to
electron withdrawing, which might be used as switch to control
photoinduced processes.

To investigate the influence of solvent pH and to assign the
species responsible for the properties observed in the UV/vis
absorption and resonance Raman (RR) spectra, a combination of
theoretical and experimental methods is applied in this study.
Due to the large size of the system under consideration, time-
dependent density functional theory (TDDFT) is used to calcu-
late the molecular properties of unprotonated and selected pro-
tonated species of Ru. Previous DFT/TDDFT calculations on
Ru(II) complexes have established the accuracy of this com-
putational approach to describe absorption spectra51,60�79 and
RR spectra.56,80�82 Recently, we investigated the effects of proton-
ation on the electronic structure of a related Ru(II) complex,56 for

which the RR spectra were simulated within the short-time ap-
proximation.83 It was shown that calculations are capable of
capturing the effects of protonation on both the absorption and
RR spectra. However, in the present study the vibronic theory of
RR scattering84 is employed due to the more complex absorption
spectra of the investigated compounds, which display several
overlapping excited states. This methodology takes account of
the dependence of the RR spectra on the excitation wavelength
and includes interference effects between the different excited
states in resonance with the excitation light. This last effect was
studied theoretically in recent investigations81,82,85,86 and is
important for the systems considered in this work.

II. THEORY AND COMPUTATIONAL DETAILS

In order to reduce the computational cost of the simulations
without affecting the spectroscopic properties of the complexes,
the three tert-butyl groups ofRuwere approximated in the calculations

Figure 1. Calculated (solid line) and experimental (dashed line) absorption spectra of different protonated forms of Ru. The calculated oscillator
strengths are represented by black sticks. A Lorentzian function with a fwhm of 4000 cm�1 is employed to broaden the calculated intensities. The
experimental spectra of Ru, RuH, and RuH3were measured in solutions of certain acid concentrations; the experimental spectrum of RuH2imam is the
result of the evolving factor analysis (EFA) of the titration data presented in Figure 2. Below the absorption spectra the accepting π* orbitals involved in
the MLCT excitation of Ru are displayed.
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by methyl groups. The structural and electronic data for the different
protonated species of Ru were obtained from quantum chemistry
calculations performed with the GAUSSIAN 09 program.87 The
geometry, vibrational frequencies, and normal coordinates of the
ground state were calculated by means of density functional
theory (DFT) with the XC functional B3LYP.88,89 The 28-
electron relativistic core potential MWB90 was used with its basis
set for the ruthenium atom, that is, 4s, 4p, 4d, and 5s electrons are
treated explicitly, whereas the first three inner shells are described
by the core pseudopotential. The 6-31G(d) double-ζ basis set91

was employed for the ligands. To correct for the lack of
anharmonicity and the approximate treatment of electron
correlation92 the harmonic frequencies were scaled by the factor
0.97. The vertical excitation energies, oscillator strengths, and
analytical Cartesian energy derivatives of the excited states were
obtained from TDDFT calculations within the adiabatic approx-
imation with the same XC functional, pseudopotential, and
basis set. It was shown by several groups that B3LYP provides
a balanced description of the absorption features of such
complexes.56,62,63,93,94 Absorption spectra were simulated by
determining the excitation energies and oscillator strengths
of the 80 lowest singlet excited states. The effects of the
interaction with a solvent (acetonitrile, ε = 35.688, n = 1.344)
on the geometry, frequencies, excitation energies, and ex-
cited-state gradients were taken into account by integral
equation formalism of the polarizable continuum model.95

The nonequilibrium procedure of solvation was used for the
calculation of the excitation energies and of the excited-state
gradients, which is well-adapted for processes where only the fast
reorganization of the electronic distribution of the solvent is
important.

Assuming a conventional 90� scattering arrangement, the Ra-
man differential cross section for a fundamental transition 0f 1l is
given by84,96,97

dσ0 f 1l

dΩ
¼ ωLωS

3

16π2ε02c4
1
45

ð45a2 þ 5δ2 þ 7γ2Þ ð1Þ

whereωL is the frequency of the incident light,ωS is the frequency
of the scattered light, and a2, δ2, and γ2 are the three invariants for
randomly oriented molecules, which depend on the Raman po-
larizability tensor (ααβ)g0fg1l .

The RR spectra were calculated within the independent mode
displaced harmonic oscillator model (IMDHOM), which as-
sumes that the electronic ground and excited state potential
energy surfaces are harmonic and that they only differ by their
equilibrium geometry (i.e., they share the same set of vibrational
frequencies and normal coordinates). Within this approach and
assuming only Condon-type scattering (A term contribution84),
the Raman polarizability tensor can be calculated from82,98

ðααβÞg0 f g1l
¼ 1

p ∑e
ðμgeÞαðμgeÞβ

Δe, lffiffiffi
2

p fΦeðωLÞ �ΦeðωL �ωlÞg

ð2Þ
where (μge)α is a component of the electronic transition dipole
moment at the ground state equilibrium geometry, Δe,l is the
dimensionless displacement of the eth excited state potential
minimum with respect to the ground state for the lth normal co-
ordinate, and ωl is the vibrational frequency of the lth normal
mode. Equation 2 allows us to take into account the contribution
of several electronic excited states and to describe possible
interference effects between them.Generally, the functionΦe(ωL)

includes a summation over Franck�Condon (FC) factors.82,98

However, in the present study the contribution of FC factors has
been neglected and the function Φe(ωL) is approximated by

ΦeðωLÞ ¼ 1
ωe, g �ωL � iΓ

ð3Þ

where ωe,g is the vertical excitation energy from the electronic
ground state g to the excited state e and Γ is a damping factor de-
scribing a homogeneous broadening. A value of Γ equal to
2000 cm�1 was assumed in the simulations to reproduce the
experimental broadening. An excitation wavelength of 568 nmwas
employed to calculate the RR spectra, for which the calculated
vertical excitation energies ωe,g were corrected so that experimen-
tal and theoretical absorption maxima coincide. The use of eq 3 is
appropriate for the investigated complexes because the RR mea-
surements are performed at an excitation wavelength in resonance
with absorption bands displaying a large broadening and nonre-
solved vibronic structure.

The dimensionless displacement Δe,l of the excited state e is
defined in the IMDHOM by the partial derivative of the excited-
state potential energy Ee along the normal mode Ql evaluated at
the ground state equilibrium geometry

Δe, l ¼ � 1ffiffiffi
p

p
ωl

3=2

∂Ee

∂Ql

� �
0

ð4Þ

These derivatives were obtained from the analytical derivatives of
the excited-state electronic energy (Ee) along the Cartesian co-
ordinates.

III. EXPERIMENTAL METHODS

Ru was synthesized according to a procedure as described in
Kupfer et al.56

The measurements of UV/vis spectra were carried out at
room temperature in air-equilibrated acetonitrile in a quartz cell
with 1 cm path length. The spectra were recorded with a Jasco
V-670 spectrophotometer. The titration was performed on a
solution (3 mL) of the metal complex by adding small aliquots
(2.5 μL) of a 0.01 M trifluoroacetic acid solution in acetonitrile
(first protonation step). After no further changes in the absorp-
tion spectra were observed aliquots (1 μL) of pure trifluoroacetic
acid were added. The corresponding acid constants were deter-
mined by analyzing the changes in the absorption spectra using
the ReactLabEQUILIBRIA global analysis programwith a model
based on eq 5. In the calculations a pKa value of 12.65 for tri-
fluoroacetic acid99 in acetonitrile was employed.

The resonance Raman spectra were recorded in a conven-
tional 90� scattering arrangement. Excitation light at 568 nm was
delivered by a krypton-ion laser (model Coherent Innova 301C).
A rotating cell was utilized to prevent the heating of the sample.
The scattered light was focused onto the entrance slit of an Acton
SpectraPro 2758i spectrometer, and the dispersed light was
detected by a liquid-nitrogen-cooled CCD camera (Princeton
Instruments). The sample concentration was optimized to
obtain the maximum signal-to-noise ratio and was in the range
of 10�4M. The acid concentration of the solution was adjusted in
a way that only one species of Ru was dominating the spectra.
No changes in the absorption spectra could be detected after the
exposure to the laser light caused by sample degradation.
RR Spectra were background corrected and normalized to a
solvent band (919 cm�1).



24007 dx.doi.org/10.1021/jp2100717 |J. Phys. Chem. C 2011, 115, 24004–24012

The Journal of Physical Chemistry C ARTICLE

IV. RESULTS AND DISCUSSION

IV.A. Calculated Absorption Spectra. The 4H-imidazole
ligand offers four positions for protonation, i.e., at the imidazole
nitrogen atoms and both dimethylamino groups. Absorption
spectra were calculated for the unprotonated form Ru and for
selected protonated species (solid lines and stick plots in
Figure 1). It was concluded that the first protonation most likely
occurs at one of the imidazole nitrogen atoms forming the singly
protonated species RuH. This is due to the stronger basicity of
the imidazole nitrogens (4H-imidazole coordinated to ruthe-
nium pKa ≈ 7.4 in water/acetonitrile mixture 1/1)100 compared
to the dimethylamino groups (N,N-dimethylaniline in water
pKa≈ 5).101 For the second protonation step protonation in two
different positions was regarded: spectra of a species protonated
at both imidazole nitrogen atoms (RuH2imim) and a species
with protonation at one imidazole nitrogen atom and one di-
methylamino group (RuH2imam) were calculated. RuH3 is a
triple-protonated form with protonation of one imidazole nitro-
gen atom and both dimethylamino groups. A complete proton-
ation of all four positions was not regarded as no experimental
indications were present for such a process as will be described
below.With ongoing protonation the calculations predict a 40 nm
red-shift of the absorption maximum in the visible spectral range
(corresponding to a bathochromic shift of 1408 cm�1). Not only
the main band but also the shoulder in the red part of the spec-
trum is red-shifted upon stepwise protonation. In RuH2imim the
redmost absorption feature in the UV/vis spectrum is centered at
780 nm and is strongly enhanced, whereas for all other species a
decrease of the intensity of the red shoulder is predicted.
A closer analysis of the underlying electronic states involved in

the absorption process allows us to dissect the structural ele-
ments responsible for light absorption and to observe the in-
fluence of ligand protonation on the electronic properties of the
excited states. The properties of themain excited states present in
the visible range are detailed in Table 1. The lowest unoccupied
molecular orbitals involved in the excitations of Ru are depicted
partly in Figure 1 (for complete sets of molecular orbitals for all
species see the Supporting Information). For Ru, the strong
visible absorption band is caused by a superposition of six excited
states of metal-to-ligand charge-transfer (MLCT) character. State
S6 is described by CT from the ruthenium center to the 4H-
imidazole ligand. At shorter wavelengths the terpyridine ligand is
stronger involved in the configuration of the states S7, S8, S9, and
S12. State S2, responsible for the absorption in the red shoulder, is
aMLCT state with electron transfer from the ruthenium center to
the 4H-imidazole ligand. Protonation at the imidazole ring
nitrogen atom, i.e., formation of RuH, reduces the number of
states dominating the absorption. The main contributions in the
visible absorption spectrum ofRuH are delivered by the states S3,
S5, and S7. All three states are of MLCT character with CT from
the metal center to the imidazole ligand. No contributions of the
terpyridine ligand to the visible absorption of RuH are found. S1
describes the red shoulder, which shows reduced oscillator
strength and is red-shifted by 122 nm (2063 cm�1) compared
to S2 of Ru. In the case of a second protonation at the imidazole
ring (RuH2imim) the intensity of the long-wavelength absorp-
tion feature is strongly enhanced resulting in a very broad spectrum
covering the whole visible range. However, when considering the
second protonation to take place at an amino group (RuH2imam)
a further decrease of the oscillator strength of the redmost
absorption band is predicted. In both double-protonated species

Table 1. Calculated Vertical Excitation Energies (Ee), Oscil-
lator Strengths (f), and Singly Excited Configurations of the
Main Excited States and Experimental Absorption Maxima in
the Visible Rangea

state transition weight (%) Ee/eV λ/nm f λexp/nm

Ru

S2 dRu(198) f π*im(199) 86 1.81 687 0.1309 710

S6 dRu(196) f π*im(199) 53 2.35 527 0.2682 583

dRu(197) f π*im(199) 13

S7 dRu(194) f π*tbterpy(200) 11 2.36 525 0.0848

dRu(196) f π*tbterpy(200) 46

S8 dRu(195) f π*tbterpy(200) 43 2.41 514 0.0991

dRu(196) f π*tbterpy(200) 10

dRu(197) f π*tbterpy(200) 14

S9 dRu(194) f π*im(199) 15 2.45 507 0.1533

dRu(195) f π*im(199) 29

dRu(195) f π*tbterpy(201) 13

dRu(196) f π*tbterpy(201) 22

S12 dRu(195) f π*im(199) 10 2.57 482 0.1527 499

dRu(195) f π*tbterpy(201) 43

dRu(197) f π*im(199) 21

RuH

S1 dRu(196) f π*im(199) 34 1.53 809 0.1074 760

dRu(198) f π*im(199) 64

S3 dRu(196) f π*im(199) 57 1.97 629 0.4415 608

dRu(198) f π*im(199) 34

S5 dRu(194) f π*im(199) 29 2.16 575 0.0691

dRu(195) f π*im(199) 17

dRu(197) f π*im(199) 43

S7 dRu(194) f π*im(199) 48 2.37 523 0.4279 567

dRu(195) f π*im(199) 22

dRu(197) f π*im(199) 10

RuH2imim

S3 dRu(196) f π*im(199) 38 1.59 780 0.4640

πim(197) f π*im(199) 10

πim(198) f π*im(199) 49

S6 dRu(194) f π*im(199) 85 2.28 543 0.4936

S11 πim(198) f π*im(202) 93 2.81 441 0.2038

RuH2imam

S1 dRu(197) f π*im(199) 41 1.50 826 0.0555

πim(198) f π*im(199) 54

S3 dRu(195) f π*im(199) 20 2.04 607 0.4500 615

dRu(196) f π*im(199) 8

dRu(197) f π*im(199) 30

πim(198) f π*im(199) 39

S5 dRu(195) f π*im(199) 61 2.29 540 0.4744

dRu(196) f π*im(199) 15

dRu(197) f π*im(199) 11

RuH3

S3 dRu(196) f π*im(199) 86 2.24 554 0.5010 615

S12 πim(195) f π*im(199) 77 3.10 400 0.2416 368
aThe principal orbitals are depicted partially in Figure 1 and in Table S1
in the Supporting Information.
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the character of the excited states is a mixture of MLCT and IL
(intraligand) excitations involving only the 4H-imidazole ligand.
The spectrum of RuH3 shows a narrowing of the absorption band

in comparison to the spectra of both double-protonated forms and
only contributions of two excited states are found: S3 responsible
for the absorption around 554 nm reveals Ru f 4H-imidazole
MLCT character and S12 (absorption at 400 nm) shows IL
character involving only the 4H-imidazole ligand.
IV.B. Experimental Absorption Spectra. To validate the

predictive strength of the calculated absorption spectra a careful
acid concentration dependent experimental study of the absorption

Figure 3. Calculated and experimental resonance Raman spectra of Ru
and its protonated forms in resonance with the absorption band in the
visible range (λex = 568 nm). The experimental resonance Raman
spectrum of the homoleptic reference complex [(tbterpy)2Ru]

2+ (λex =
476 nm) is given for the assignment of the terpyridine vibrations (blue).
The solvent bands are indicated by asterisks. A Lorentzian function with
a fwhm of 5 cm�1 is employed to broaden the calculated intensities.

Figure 2. Absorption spectral changes observed for a 2.88� 10�5 mol
L�1 solution of Ru in acetonitrile upon (A) addition of aliquots of
0.01 M TFA/acetonitrile; the insets show the titration curves obtained
by monitoring the absorbance at 563 nm (λmax of the monoprotonated
form) as a function of added acid; (B) addition of aliquots of pure TFA;
the inset shows the absorbance changes at 594 nm 9 (isosbestic point
of the third protonation step) and 617 nm 2 (isosbestic point second
protonation step); (C) spectra obtained by EFA (evolving factor
analysis).
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spectra was performed (Figure 2). Upon addition of aliquots of a
diluted solution of trifluoroacetic acid (TFA) in acetonitrile to a
solution ofRu a red-shift of the absorption maximum is observed
as predicted by the calculations. Furthermore, the observed
double-peak structure of the absorption in the visible range
vanishes. The existence of five isosbestic points (841, 673, 509,
364, 286 nm) during the addition of diluted acid shows that
only two absorbing species are present and only one proton-
ation step is observed. After addition of 3.5 equivalents of
TFA no further changes upon addition of diluted TFA were
detectable, and for further protonation aliquots of pure TFA
were added. This results in an additional red-shift and narrow-
ing of the absorption band. These findings are in agreement
with the calculation results. Two sets of isosbestic points are
present (first 694, 617, 423, 306, 241 nm; final steps 655, 594,
427, 318 nm; see the inset in Figure 2B and Figure S1 in the
Supporting Information) indicating the presence of two
protonation steps with very close pKa values. In particular,
no rise of the NIR absorption feature, characteristic for the
RuH2imim species (see Figure 1), was observed, indicating that
double imidazole protonation does not occur. This is in agree-
ment with observations made with the methyl-substituted
imidazole complex where only one protonation step was
observed under similar conditions.56

From these observations, we postulate the followingmodel for
the stepwise protonation of Ru: In the first step Ru is protonated
at the imidazole ring forming RuH. In the second step upon
addition of higher concentrated acid both dimethylamino groups
are protonated, and finally RuH3 is present in solution. However,
no RuH2imam can be detected in its pure form. This doubly
protonated species can only be found in a mixture with RuH and
RuH3 as the pKa values of both amino groups differ by less than
2 pKa units.
IV.C. RR Spectra.To provide further support for the existence

of two protonation stages in the second titration step and to
verify the model proposed above, RR spectroscopy was applied,
exploiting the fact that the different protonated species should
deliver characteristic distinguishable spectra. RR spectra with
excitation at 568 nm were recorded of the starting solution of the
titration, after the first titration step (addition of 3.5 equivalents
TFA), and at the end of the titration (addition of 1500
equivalents of TFA) and compared to calculated RR spectra of
the different protonated species. The simulated RR spectra were
obtained by considering the contributions of all main electronic
excited states presented in section IV.A (Table 1). As can be seen
from Figure 3, the calculations yield good agreement with the
experimental results. Furthermore, an unambiguous assignment
of the experimental spectra to specific protonated species is
possible. The assignment of individual vibrational modes to
particular molecular moieties/ligands was confirmed by a com-
parison of the spectra of Ru and its protonated species with the
RR spectrum of the homoleptic [(tbterpy)2Ru]

2+ complex. The
spectra of the latter system recorded at 476 nm served as
reference to assign the vibrational modes coupled to the MLCT
transition from the ruthenium center to the terpyridine ligand
(see Table S2 in the Supporting Information).
The RR spectrum of the unprotonated species, Ru, is domi-

nated by signals of ring-breathing vibrations localized on the 4H-
imidazole ligand. The modes between 1300 and 1600 cm�1

display the highest intensities. The calculated wavenumbers in
this spectral range, i.e., 1336, 1379, 1492, 1564 cm�1, are in good
agreement with the experiment (1357, 1386, 1492, 1558 cm�1).

The presence of some other bands with low intensities, which
are assigned to vibrations localized on the terpyridine ligand
(calculation, 1323, 1536 cm�1; experiment, 1328, 1535 cm�1), is at-
tributed to the fact that MLCT to the terpyridine partly contributes
to the electronic transition in the investigated spectral range.
Upon protonation a strong change in the RR spectrum is

found. Compared to the spectrum of unprotonatedRu a different
intensity pattern is observed and the signals with the strongest
intensities are detected at higher wavenumbers (experiment,
1476, 1504 cm�1; calculation, 1477, 1498, 1504 cm�1). Addi-
tional signals appear below 900 cm�1. This characteristic change
in the RR spectrum upon protonation is clearly reproduced in the
calculations. The experimental spectrum after the first titration
step resembles the calculated spectrum of the monoprotonated
form RuH in agreement with the model proposed above. In
analogy, a similar development of the RR spectrum with pro-
tonation at the ring nitrogen position was observed for the
methyl-substituted 4H-imidazole complex.56 The assignment of
the vibrational bands to distinct molecular substructures reveals a
reduced participation of the terpyridine ligand in the absorption
process as already observed in the character of the excited states
involved. Most vibrations are imidazole centered or involve both
ligands (calculated 1477, 733 cm�1).
Only marginal changes in the band positions are observed

upon further protonation, but the intensity pattern of the spectra
change characteristically both in experiment and calculation. The
signals which display small shifts (for details see Figures S3 and
S4 in the Supporting Information) are modes involving the
substituent bearing rings (ring-breathing), and protonation of
the substituent influences their exact position (calculated signal
positions, 722/728, 836/849, 1498/1505, and 1504/1510 cm�1

in RuH/RuH3). The spectrum recorded upon maximum addi-
tion of TFA can be assigned to RuH3. Together with the
unambiguous assignment of the first titration product to RuH
by its RR spectrum this fact delivers proof that in the second step
of the titration experiment two protonation stages are observed.
IV.D. Discussion.On the basis of these observations the follow-

ingmodel describing the acid/base equilibria during titration could
be established:

RuH / Ru þ Hþ pKa1

RuH2imam / RuH þ Hþ pKa2

RuH3 / RuH2imam þ Hþ pKa3

CF3COOH / Hþ þ CF3COO� pKa=TFA ¼ 12:65 ðref 99Þ
ð5Þ

To quantify the observed changes in the absorption spectra the
number of species involved in the observed absorption changes
and their corresponding absorption spectra were calculated by
means of singular value decomposition (SVD) and evolving
factor analysis (EFA) using the ReactLabEQUILIBRIA soft-
ware (Figure 2). The characteristic features reproduced by the
SVD analysis are the following: (i) the absorption spectrum of
Ru shows a double-peak structured broad absorption (582 nm,
22 600 M�1 cm�1 and 499 nm, 20 400 M�1 cm�1) covering al-
most the whole visible range; (ii) the first protonation step shifts the
center of the absorption band to longer wavelengths and the ex-
tinction coefficient increases (569 nm, 27 900 M�1 cm�1), the red
shoulder (720 nm in Ru) looses intensity and is red-shifted
to 760 nm; (iii) further protonation finally shifts the absorption
maximum to 615 nm (RuH3, 25 800M

�1 cm�1) and the width of
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absorption band is reduced, the red shoulder disappears, while a
new absorption band at 386 nm appears in the spectrum of the
diprotonated form and is present in the spectrum of RuH3 as well.
The observed differences between the experimental absorption
spectra and the absorption spectra calculated by TDDFT are
caused by errors in the energetic positions of the excited states con-
tributing to the absorption in the visible range in the TDDFT calcu-
lations. In general, a discrepancy between the energy scale of
calculated and experimental spectra is observed, and most
excitation energies are overestimated by 0.25 eV at most, which
is within the typical accuracy of TDDFT calculations for MLCT
excitations in transition metal complexes.56,64,82

By global analysis the pKa values were determined to be pKa1 =
13.8 ( 0.4, pKa2 = 10.6 ( 0.4, pKa3 = 9.7 ( 0.4. Taking into
account the differences of pKa values in water and acetonitrile,

102

the pKa value of the imidazole nitrogen atom was estimated to be
14. A similar estimation and literature values for N,N-dimethy-
laniline in acetonitrile (11.43)102 deliver a pKa value of 11 for the
dimethylamino groups, which is in perfect agreement with the
experimental results. The fact that pKa2 and pKa3 describing
consecutive protonation steps of the two equal dimethylamino
groups are slightly different indicates that protonation of the first
dimethylamino group affects the basicity of the second one, an
effect which may be mediated by the conjugated system and/or
electrostatic effects related to the change in the overall charge of
the complex brought about by protonation.

V. CONCLUSION

A joint theoretical�experimental study of the protonation-
dependent optical properties of a new 4H-imidazole coordinating
Ru(II) complex was described. The combination of experimental
and theoretical data delivers a valuable tool for the identification of
species present in particular acid concentration ranges. In the
system under investigation four species were identified to partici-
pate in the observed acid/base equilibria. Three of the identified
species, i.e., the unprotonated formRu, the monoprotonated form
RuH, and the triple-protonated form RuH3, can be prepared
separately from each other by adjusting the acid concentration in
solution. RuH and RuH3 differ in the protonation stage of the
dimethylamino group and by varying solution pH the character of
this substituent can be switched fromelectron donating to electron
withdrawing. The influence of the character of this substituent on
the photophysical properties will be subject of upcoming work.
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ABSTRACT: The opt i ca l proper t i e s o f a new
(bipyridine)2Ru(4H-imidazole) complex presenting a remark-
able broad absorption in the visible range are investigated. The
strong overlap of the absorption with the solar radiation
spectrum renders the studied complex promising as a black
absorber and hence as a starting structure for applications in
the field of dye-sensitized solar cells. The correlations between
structural and electronic features for the unprotonated and
protonated forms are studied by means of UV−vis absorption
and resonance Raman (RR) spectroscopy modeled with the
help of time-dependent density functional theory (TDDFT) calculations. The absorption spectra show two bands in the visible
region, which TDDFT assigns to a metal-to-ligand charge-transfer (MLCT) state and to a superposition of three excited states
with MLCT and intraligand charge-transfer character, respectively. Additionally, the analysis of the molecular orbitals and RR
spectra in resonance with the first MLCT band shows that the effects of protonation favor a charge-transfer photoexcitation to
the 4H-imidazole ligand. The RR spectra simulated for several excitation wavelengths covering the visible region are in excellent
agreement with experimental data. In particular, it is noteworthy that the calculations are able to reproduce the wavelength
dependence of the RR spectra provided that corrected excitation energies are employed. Interference effects between the
electronic states contributing to the RR scattering are small for the investigated complex.

1. INTRODUCTION
Ruthenium(II) polypyridine complexes have gained an enor-
mous interest in a wide range of chemical and photophysical
applications. These transition-metal complexes exhibit a strong
stability on light, heat, and electricity as well as a substantial
visible absorption combined with redox and catalytic activities.
These properties open a manifold of applications, for example, in
the field of DNA-sensors,1−6 semiconductors,7,8 light-emitting
diodes9−11 and as a sensitizer for dye-sensitized solar cells
(DSSCs).12−15

A predominant focus is set on their potential to construct
efficient and economically priced sensitizers for DSSCs. To this
aim, many investigations have been performed in order to
maximize the overlap of the absorption bands of Ru complexes
with the solar spectrum in the visible region. Typically, the
absorption band of ruthenium(II) polypyridine complexes, such
as in Ru(II)-bipyridine dyes, is located below 550 nm. This
overlap can be enlarged mainly via two different strategies: (i)
Several attempts have been made to increase the absorbance in
the NIR range16 by increasing the π system of the polypyridine

ligands with additional dyes.17 However, such systems show
merely a weak coupling between the chromophores. Recently,
we investigated systems with a 4H-imidazole ligand,18 which
allowed us to shift the visible absorption maximum to
approximately 600 nm.19−21 (ii) Another attempt is to broaden
the absorbance in the visible region. Hence, several bright
absorption bands in the visible region of the solar radiation
spectrum are crucial in order to pursue this objective.
The targeted design of optimal dyes can only be achieved with

the help of theoretical modeling. A great number of theoretical
investigations have been carried out in order to study the
absorption spectrum of ruthenium complexes; see a few
examples in refs 22−32. Because of the computational demand
of such calculations, mostly time-dependent density functional
theory (TDDFT)33 is employed to study the excited states of
Ru(II) complexes.34 Such calculations usually give a satisfactory
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reproduction of the observed absorption bands, provided that
the interaction with the solvent is taken into account. Typically,
hybrid exchange-correlation (XC) functionals are applied
because they are capable of estimating the band shape and the
energetic position of the different types of excitations, for
example, metal-to-ligand charge-transfer (MLCT) states and
local intraligand (IL) states, with reasonably small deviation. The
computation of RR spectra is less extended in the literature35 due
to its intrinsic difficulties and computational demands. Never-
theless, the investigation of the RR intensity pattern both
experimentally and theoretically is extremely useful to unravel
structural and photophysical characteristics.
In the present paper, we investigate a Ru(II) 4H-imidazole

chromophore system (bis-4,4′-di-tert-butyl-2,2′-bipyridin-2-phe-
nyl-4,5-(p-tolylimino)-imidazolat-ruthenium(II)-hexafluoro-
phosphate; see Figure 1a,b) in its unprotonated (RIBP) and

protonated (RIBPH) forms. The investigated complex resembles
one of our recently studied systems20,21 containing a terpyridine
ligand instead of a bipyridine ligand sphere in conjunction with
the 4H-imidazole chromosphere. As in the previous study, the
contributions of the individual structural elements to the
unusually broad and pH-responsive absorption spectrum are
unraveled theoretically and experimentally. Particular emphasis
is put on the correlation between electronic and structural

properties. Moreover, measured RR spectra are modeled by
means of TDDFT. In Kupfer et al.,20 the RR intensity pattern was
calculated for each individual state due to the predominant
intensity of that particular electronic excited state. In Wac̈htler et
al.,21 resonance with several electronic excited states was
investigated for a multiple protonation for only one particular
excitation wavelength. In the present study, RR spectra are
investigated for several excitation wavelengths in the visible
region and they are modeled including the contributions of all
excited states in resonance. The magnitude of the interference
effects between the electronic states is also analyzed because such
effects can enhance or de-enhance the intensity of Raman bands.
Despite the challenge posed by the present calculations, the RR
spectra are in excellent agreement with the experimental results.

2. THEORY AND COMPUTATIONAL DETAILS

To reduce the computational cost of the simulations without
affecting the spectroscopic properties of the complexes, the four
tert-butyl groups of the compounds (Figure 1a,b) were
approximated in the calculations by methyl groups. The
structural and electronic data of the unprotonated (RIBP) and
protonated (RIBPH) complexes were obtained from quantum
chemistry calculations performed with the Gaussian 09
program.36 The geometry, vibrational frequencies, and normal
coordinates of the ground state were calculated bymeans of DFT
with the XC functional B3LYP.37,38 The 28-electron relativistic
effective core potential MWB39 was used with its basis set for the
ruthenium atom; that is, 4s, 4p, 4d, and 5s electrons are treated
explicitly, whereas the three first inner shells are described by the
core pseudopotential. The 6-31G(d) double-ζ basis set40 was
employed for the ligands. To correct for the lack of
anharmonicity and the approximate treatment of electron
correlation, the harmonic frequencies were scaled by the factor41

0.97. The vertical excitation energies, oscillator strengths, and
analytical Cartesian energy derivatives of the excited states were
obtained from TDDFT calculations within the adiabatic
approximation with the same XC functional, pseudopotential,
and basis set. It was shown in several papers that B3LYP can
provide a reasonable balanced description of the absorption
features of such complexes.20,21,23,42 In particular, in ref 20,
different functionals, including B3LYP, PBE0,43 and CAM-
B3LYP,44 which contain different amounts of exact exchange,
were tested in a similar Ru complex and it was found that B3LYP
provides the lowest average deviation for different excited states.
The absorption spectra were simulated by determining the

excitation energies and oscillator strengths of the 80 lowest
singlet excited states. The effects of the interaction with a solvent
(acetonitrile, ε = 35.688, n = 1.344) on the geometry,
frequencies, excitation energies, and excited-state gradients
were taken into account by the integral equation formalism of
the polarizable continuum model.45 The nonequilibrium
procedure of solvation was used for the calculation of the
excitation energies and of the excited-state gradients. Such a
procedure is well adapted for processes where only the fast
reorganization of the electronic distribution of the solvent is
important.
Assuming a conventional 90° scattering geometry, the Raman

differential cross section for a fundamental transition 0 → 1l is
given by46−48

σ ω ω
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Figure 1. Experimental (dashed line) and theoretical (black line)
absorption spectra of the RIBP and RIBPH species in acetonitrile. The
calculated oscillator strengths are represented by black sticks. A
Lorentzian function with a full width at half-maximum (fwhm) of
3000 cm−1 is employed to broaden the transitions in the simulated
spectrum. The four vertical lines indicate the wavelengths at which the
RR measurements are performed for the unprotonated (568, 482, 458,
and 413 nm) and the protonated species (568 and 413 nm).
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where ωL is the frequency of the incident light, ωS is the
frequency of the scattered light, and a2, δ2, and γ2 are the three
invariants for randomly orientedmolecules, which depend on the
Raman polarizability tensor (ααβ)g0→g1l.

The RR spectra were calculated assuming that the electronic
ground- and excited-state potential energy surfaces are harmonic
and that they only differ by their equilibrium geometry (i.e.,
assuming the independent mode displaced harmonic oscillator
model). Within this approach and taking into account only
Condon-type scattering, the Raman polarizability tensor can be
calculated from35,49,50

∑α μ μ ω

ω ω
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Δ
Φ

− Φ −
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where (μge)α is a component of the electronic transition dipole
moment at the ground-state equilibrium geometry, Δe,l is the
dimensionless displacement of the eth excited-state potential
minimum with respect to the ground state for the lth normal
coordinate, and ωl is the vibrational frequency of the lth normal
mode. The function Φe(ωL) can be approximated by35

ω
ω ω

Φ =
− − Γi

( )
1

e
e g

L
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where ωe,g is the vertical excitation energy from the electronic
ground state g to the excited state e and Γ is a damping factor
describing a homogeneous broadening. A Γ of 1500 cm−1

reproduces the experimental broadening. The use of eq 3 is
appropriate for the investigated complexes because the RR
measurements are performed on absorption bands displaying a
large broadening and nonresolved vibronic structure.
The dimensionless displacementΔe,l of the excited state ewere

obtained from the derivatives of the excited-state potential
energy Ee along the normal mode Ql evaluated at the ground-
state equilibrium geometry according to the relation35,50
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The use of eq 2 allows us to account for contributions of several
electronic excited states and to describe possible constructive/
destructive interference effects between them. To quantify the
importance of interference effects, the total differential RR cross
sectionincluding all interfering statesis compared to the

Table 1. Calculated Vertical Excitation Energies (Ee), Oscillator Strengths ( f), andMain Singly Excited Configurations of theMain
Excited States and Experimental Absorption Maximaa

state transition weight (%) Ee (eV) λ (nm) f λExp (nm)

RIBP
S1 dxz(198) → π*im(199) (MLCT) 95 1.91 651 0.046 700
S5 dyz(197) → π*im(199) (MLCT) 82 2.50 497 0.287 546

dyz(197) → π*bpy(200) (MLCT) 15
S7 dyz(197) → π*bpy(200) (MLCT) 59 2.63 472 0.098 467

dxy(196) → π*bpy(201) (MLCT) 30
S8 dxy(196) → π*bpy(200) (MLCT) 72 2.70 459 0.104 467

dyz(197) → π*bpy(201) (MLCT) 22
S9 πim(195) → π*im(199) (ILCT) 93 2.89 429 0.223 443
S14 πim(194) → π*im(199) (ILCT) 56 3.21 386 0.079 370

πim(195) → π*bpy(201) (LLCT) 31
S63 πbpy(188) → π*bpy(201) (IL) 44 4.51 275 0.641 293

πbpy(187) → π*bpy(200) (IL) 23
πim(195) → π*bpy(205) (LLCT) 17

RIBPH
S1 dxz(198) → π*im(199) (MLCT) 94 1.60 774 0.017
S3 dxy(196) → π*im(199) (MLCT) 52 2.31 536 0.348 584

dyz(197) → π*im(199) (MLCT) 40
S6 πim(195) → π*im(199) (ILCT) 93 2.71 458 0.305 430
S9 πim(194) → π*im(199) (ILCT) 94 2.95 420 0.137 410
S10 dyz(197) → π*bpy(201) (MLCT) 28 2.99 414 0.156 410

dxy(196) → π*bpy(200) (MLCT) 24
dyz(197) → π*bpy(200) (MLCT) 21
dxy(196) → π*bpy(201) (MLCT) 21

S23 πim(188) → π*im(199) (ILCT) 85 3.73 332 0.173 340
S51 πim(195) → π*bpy(202) (LLCT) 43 4.44 279 0.231 289

πbpy(192) → π*bpy(201) (IL) 15
πbpy(191) → π*bpy(200) (IL) 8

S52 πbpy(191) → π*bpy(201) (IL) 38 4.46 278 0.340 289
πbpy(192) → π*bpy(200) (IL) 17

S54 πim(195) → π*bpy(202) (LLCT) 45 4.54 273 0.433 289
πbpy(192) → π*bpy(201) (IL) 21
πbpy(191) → π*bpy(200) (IL) 17

aThe corresponding orbitals are depicted in Figure 3.
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noninterfering differential RR cross section, which was calculated
as a sum of contributions from each state alone:

∑
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3. EXPERIMENTAL DETAILS
The electronic absorption spectra in air-equilibrated acetonitrile
were measured with a Jasco V-670 spectrophotometer. The
protonated form, RIBPH, was generated by adding an excess of
trifluoroacetic acid (TFA). The RR spectra were recorded in a
conventional 90° scattering arrangement. Excitation light was
delivered by either a krypton ion laser (model Coherent Innova
301C) or an argon ion laser (model Spectra-Physics 2010). A
rotating cell was utilized to prevent heating of the samples. No
changes in the absorption spectra could be detected after the
exposure to the laser light. The scattered light was focused onto
the entrance slit of an Acton SpectraPro 2758i spectrometer, and
the dispersed light was detected by a liquid-nitrogen-cooled
CCD camera (Princeton Instruments). The sample concen-
tration was optimized to obtain the maximum signal-to-noise
ratio and was in the range of 10−4 M.

4. RESULTS AND DISCUSSION
4.1. Excited States and Absorption Spectra. The

experimental absorption spectra of the unprotonated and the
protonated species are depicted in Figure 1a,b, respectively. The
absorption spectrum of the unprotonated form in the visible
range exhibits a maximum at 546 nm (ε = 19 200M−1 cm−1) and
a double peak at 467 (ε = 13 950M−1 cm−1) and 443 nm (ε = 14
100M−1 cm−1). Furthermore, a weak shoulder at about 700 nm is
found, which vanishes upon protonation. In addition, proto-
nation induces the absorption maximum at 546 nm to shift
bathochromically to 548 nm (ε = 19 500M−1 cm−1), whereas the
double band structure (467 and 443 nm) shifts hypsochromically
and displays in RIBPH a maximum at 410 nm (ε = 16 750 M−1

cm−1) along with a shoulder at 430 nm (ε = 15 700 M−1 cm−1).
The UV region of both RIBP and RIBPH is mainly featured by an
intense band and a shoulder at longer wavelengths. In the
unprotonated form, the intense band is found at 293 nm (ε = 66
800 M−1 cm−1) and is hypsochromically shifted upon
protonation to 289 nm (ε = 72 500 M−1 cm−1), while the
shoulder is localized at 370 nm (ε = 14 050 M−1 cm−1) in RIBP
and at 340 nm (ε = 15 650 M−1 cm−1) in RIBPH.
The nature of the excited states underlying the absorption

features is revealed by quantum chemical calculations at the
TDDFT level of theory. The simulated absorption spectra are
also depicted in Figure 1, and the photophysical properties of the
main contributing states are reported in Table 1. The molecular
orbitals involved in the low-lying and high-lying excitations are
displayed in Figure 2; remaining orbitals can be found in Figure
S1 of the Supporting Information.
The first absorption band at 546 nm of RIBP is assigned to an

MLCT state (S5), mainly characterized by a CT to the 4H-
imidazole ligand along with a small amount of CT to the
bipyridine ligands (see Table 1 and Figure 2). The theoretical
excitation energy (TD-B3LYP) shows an overestimation of 0.23
eV with respect to the experimental value. This deviation is
within the typical accuracy of TDDFT calculations for MLCT
excitations in transition-metal complexes.23,51 Furthermore, the
small experimental shoulder at about 1.77 eV (700 nm) was
identified as a weakly absorbing MLCT excitation (S1) involving

a CT to the 4H-imidazole ligand with an excitation energy of 1.91
eV (651 nm). The calculations unraveled that three excited states

Figure 2. Molecular orbitals involved in the main configurations of the
low-lying electronic states responsible for the absorption and RR
properties of the unprotonated (RIBP) and protonated (RIBPH)
complexes.
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(S7, S8, and S9) are responsible for the double band structure at
467 and 443 nm. Both the states S7 and S8 are composed of
MLCT transitions to the bipyridine ligands, while the state S9
involves mostly an intraligand CT (ILCT) transition located on
the 4H-imidazole ligand. According to their energetic positions
and oscillator strengths, the two MLCT states (S7 and S8) were
assigned to the band at 467 nm, whereas the ILCT state (S9) can
be assigned to the band at 443 nm. The intense absorption band
in the UV region is constructed from excitations of different
natures (IL, ILCT, ligand−ligand CT (LLCT), metal-centered
(MC), and MLCT). However, the calculations show that a
significant fraction of the intensity originates from the IL state
S63, which mainly refers to a local excitation within the π system
of the bipyridine ligands. The shoulder at 3.35 eV (370 nm) can
be associated with the state S14, having both ILCT and LLCT
character (see Table 1), as well as to several overlapping higher-
energy states.
Protonation of the 4H-imidazole ligand induces substantial

changes in the properties of the excited states (see Figure 1b).
One prominent change in the experimental spectra is the
bathochromic shift of the first MLCT absorption band by −0.15
eV. Gratefully, this shift is reasonably reproduced by TDDFT
with a value of −0.19 eV. Also interesting is the fact that the
associated MLCT state S3 in RIBPH now shows exclusively
transitions to the 4H-imidazole ligand, whereas the state S5 of
RIBP features also a fraction of transitions into the π system of
the bipyridine ligands. Furthermore, upon protonation, the
excitation to the MLCT state S1 has decreased oscillator strength
and excitation energy, which explains the disappearance of the
weak shoulder at about 700 nm in the experimental spectrum of
RIBPH. The next experimental absorption band at 410 nm with
its shoulder at 430 nm is ascribed to a superposition of two ILCT

states (S6 and S9) of the 4H-imidazole ligand and of one MLCT
excitation (S10) to the bipyridine ligands. These states show a
somewhat different orbital character than the states (S7, S8, and
S9) of RIBP (see Table 1). The positions of the states S9 (420
nm) and S10 (414 nm) are in good agreement with the
experimental maximum (410 nm), whereas the ILCT state S6
presents an overestimated wavelength (458 nm) compared with
the experimental value of 430 nm. Experimentally, the double-
band structure of RIBP is hypsochromically shifted by 0.23 eV
upon protonation. The calculations show blue shifts of 0.29 and
0.36 eV between the MLCT state S10 (RIBPH) and the MLCT
states S8 and S7 (RIBP), respectively. These values are in
qualitative agreement with experiment. Shifts of −0.18 and 0.06
eV are found between the ILCT state S9 (RIBP) and the intense
ILCT state S6 and ILCT state S9 (RIBPH), respectively. This
quantitative disagreement concerning the energetic shift of the
most intense ILCT state upon protonation was also found in a
related complex.20 To see whether this result can be improved
with a range-separated functional, the UV−vis spectra of RIBP
and RIBPH have been recalculated using the CAM-B3LYP
functional. Unfortunately, the disagreement is enhanced in that
case (see Figures S2 and S3 and Table S4, Supporting
Information), as found in ref 20.
The UV region of the experimental absorption spectra of

RIBPH presents one maximum at 289 nm (4.29 eV) and a
shoulder at 340 nm (3.65 eV). The calculated UV band results
from several excitations of different natures, while mainly three
excited states (S51, S52, and S54) contribute at 279, 278, and 273
nm. These states involve transitions of IL character in the
bipyridine ligands as well as LLCT transitions from the 4H-
imidazole ligand to the bipyridine ligands. Finally, the ILCT state

Figure 3. Experimental RR spectra and theoretical RR spectra for RIBP using unshifted and shifted excitation energies in resonance with the states S5, S7,
S8, and S9 at the wavelengths of 568, 482, 458, and 413 nm. The experimental solvent bands are indicated by asterisks. The modes associated with
vibrations located on the bipyridine and imidazole ligands are given in red and blue color, respectively. A Lorentzian function with an fwhm of 5 cm−1 is
employed to broaden the calculated transitions.
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S23 (332 nm) of the 4H-imidazole ligand is associated with the
shoulder at 340 nm.
4.2. Resonance Raman Spectra. 4.2.1. RR Spectra for

RIBP. The RR spectra for the unprotonated complex were
recorded for a set of four excitation wavelengths in the visible
range, namely, at 568, 482, 458, and 413 nm. The simulated RR
spectra were obtained by considering contributions from the
primary excited states in the corresponding energy range (S5, S7,
S8, and S9). The RR spectra were first calculated using the
resonant TDDFT excitation energies, as summarized in Table 1.
Noticeably, the deviations of the TDDFT predictions with
respect to the experimental excitation energies (see section 4.1)
lead to inaccuracies in the simulated RR intensities. Hence, the
RR spectra were also calculated employing excitation energies
that are shifted so as to better reproduce the experimental
intensity pattern in the absorption spectrum. Accordingly, the
state S5 was shifted by −2100 cm−1 and the states S7, S8, and S9
were shifted by −600 cm−1; the resulting absorption spectrum is
depicted in Figure S5 (Supporting Information). After this shift,
the resulting theoretical RR spectra, depicted in Figure 3, show a
good agreement with the experimental data. In particular, the
main intensity patterns as well as the overall wavelength
dependence of the RR intensities are very well reproduced by
the calculations. Consequently, the simulations allow for an
unambiguous assignment of the most intense experimental

bands to vibrational modes centered at either the 4H-imidazole
or the bipyridine ligands (Figure 1 and Table 2). This assignment
was furthermore confirmed experimentally using the RR
spectrum of the homolytic tris(bis(tert-butyl))bipyridine-
ruthenium(II) complex [tbbpy3Ru]

2+ (see Figure S6 in the
Supporting Information) recorded at 458 nm. This spectrum
served as a reference system and allowed for the appropriate
assignment of the bipyridine vibrational modes.
Both the shifted and the unshifted calculated RR spectra of

RIBP at 568 nm excitation (see Figure 3a) are in good agreement
with the experimental result because, at this wavelength, the S5
state is predominant. Therefore, the effect of shifting the
excitation energies is rather small on the RR intensities at 568
nm. For the same reason, the interference effects with higher
excited states (S7, S8, and S9) were found to be negligible at this
wavelength (see the Supporting Information). The simulations
show that the RR spectrum is dominated by intense vibrational
modes localized at the 4H-imidazole ligand. Indeed, the
vibrational modes 198, 200, 230, and 240 (Table 2) with 4H-
imidazole character exhibit the strongest RR intensities. The
related calculated wavenumbers of 1342, 1383, 1493, and 1582
cm−1 are in excellent agreement with the experimental values of
1354, 1393, 1493, and 1580 cm−1, respectively. Moreover, modes
(195, 228, and 234) with lower RR intensities are assigned to the
bipyridine ligands with wavenumbers of 1310, 1483, and 1547

Table 2. Assignment of the Vibrational Frequencies (cm−1) and Calculated Relative RR Intensities (Irel) Using Shifted Excitation
Energies of the Unprotonated Complex (RIBP)a

mode type freq (calcd) (cm−1) freq (exptl) (cm−1) Irel (568 nm) Irel (482 nm) Irel (458 nm) Irel (413 nm)

im (118) 848 861 0.04 0.02 0.01 0.01
bpy (125) 918 under solvent 0.06 0.04 0.03 0.01
im (126) 919 under solvent 0.03 0.20 0.32 0.21
im (132) 952 <0.01 0.03 0.02 0.01
im (139) 986 0.02 0.01 0.01 <0.01
bpy (148) 1006 1030 <0.01 0.02 0.02 <0.01
im (151) 1018 1038 0.01 0.03 0.01 <0.01
im, bpy (167) 1121 1131 0.01 0.02 0.02 0.01
im (171) 1162 1170 0.05 0.03 0.04 0.03
im (172) 1172 0.01 0.03 0.04 0.03
bpy (174) 1191 1210 <0.01 0.02 0.02 <0.01
bpy (175) 1193 1210 0.01 0.05 0.04 <0.01
im (180) 1221 1227 0.04 0.06 0.08 0.06
bpy (185) 1269 1261 0.03 0.03 0.02 <0.01
bpy (186) 1280 1281 0.03 0.02 0.03 <0.01
im (189) 1292 <0.01 0.03 0.05 0.04
bpy (195) 1310 1317 0.13 0.28 0.24 0.02
bpy (196) 1310 1317 0.01 0.02 0.02 <0.01
im (198) 1342 1354 0.41 0.81 1.00 1.00
im (200) 1383 1393 0.66 0.41 0.27 0.19
bpy (212) 1414 0.03 0.04 0.04 <0.01
bpy (228) 1483 1482 0.18 0.39 0.35 0.03
bpy (229) 1484 1482 <0.01 0.08 0.06 0.01
im (230) 1493 1493 0.31 0.28 0.18 0.18
im (232) 1505 0.01 0.03 0.04 0.04
bpy (233) 1547 1537 0.01 0.04 0.03 <0.01
bpy (234) 1547 1537 0.15 0.53 0.47 0.04
im (238) 1571 0.02 0.02 0.02 0.02
im (240) 1583 1580 1.00 1.00 0.54 0.54
im (242) 1608 <0.01 0.01 0.02 0.02
bpy (244) 1615 1614 0.03 0.10 0.09 0.01
im (246) 1618 1612/1613 0.12 0.10 0.02 <0.01

aThe theoretical frequencies were scaled by a factor of 0.97.
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cm−1 corresponding to the experimental values of 1317, 1482,
and 1537 cm−1. Additionally, a band corresponding to a
superposition of a bipyridine mode (125) and a 4H-imidazole
mode (126) was found at about 918 cm−1, which is covered in the
experimental spectrum by a solvent band. Despite the similarity
of both shifted and unshifted spectra, it can be noticed that the
spectrum obtained with the shifted excitation energies shows
slightly decreased relative intensities of the bipyridine modes
(195, 228, and 234) with respect to the spectrum calculated with
the unshifted excitation energies, in better agreement with the
experiment.
Upon decreasing the excitation wavelength to 482 nm, the

experimental RR spectrum presents significant modifications
(see Figure 3b). This behavior cannot be fully described
theoretically when using unshifted excitation energies because,
in this case, the influence of the state S5 is substantially
overestimated and, consequently, the simulated spectrum at 482
nm is very similar to the spectrum at 568 nm. The overestimation
of the S5 is particularly noticeable in the mode 200, whereas the
influence of the S7, S8, and S9 is underestimated, as can be seen for
the modes 198, 228, 229, and 234. Shifting the excited-state
energies leads to RR signals in somewhat better agreement with
the experimental data recorded with 482 nm excitation. Indeed,
besides the intense 4H-imidazole modes 198, 200, 230, and 240
(Table 2), the calculated spectrum features also a more
pronounced bipyridine character. These enhancements of the
bipyridine modes 195, 228, 229, 234, and 244 are induced by the
contributions of the states S7 and S8. Furthermore, the increase of
the relative intensity of the 4H-imidazole mode 198 is related to
the contribution of the state S9, while the decrease of the 4H-
imidazole mode 200 is connected to a diminished contribution of
state S5. Interestingly, it can be seen in Figure 4 that the change in

relative intensities between these two modes originates also
noticeably from an interference effect between the states S5, S7,
and S9, while such an effect remains almost negligible for the
other modes.
The simulated RR spectrum at 458 nm using unshifted

excitation energies (Figure 3c) is still dominated by RR signals of
the state S5, whereas the RR spectrum obtained with the shifted
excitation energies is much closer to the experimental spectrum.
The intensity pattern resembles the spectrum at 482 nm.
However, the relative intensities of the modes 200 and 240

coming from the interaction with the S5 are further decreased,
while the intensity of the mode 198 increases significantly due to
the contribution of state S9. These changes are in good
agreement with the experimental observations and show that
the wavelength dependency of the RR intensities is adequately
described by the simulations. Figure 4 shows that the decrease of
the relative intensity of mode 240 is also partially associated with
an interference effect between the states S5, S7, and S9, while the
intensities of the other modes remain almost unchanged.
The RR spectrum at 413 nm (Figure 3d) is dominated by RR

signals from the state S9 for both unshifted and shifted excitation
energies. For this reason, interference effects are marginal at this
excitation wavelength (see Figure S7 of the Supporting
Information). The calculated spectrum is in agreement with
the experimental results, and the main changes going from an
excitation wavelength of 458 to 413 nm are reproduced by the
simulations. In particular, this concerns the decrease of the
relative intensities for the bipyridine modes 195, 228, 229, and
234, due to the reduced contributions of the states S7 and S8.
In general, the mean absolute deviation between the calculated

and the experimental vibrational wavenumbers is 5 cm−1, which
is in line with the errors obtained in previous theoretical
investigations on RR intensities for transition-metal com-
plexes.20,21,50,52

4.2.2. RR Spectra for RIBPH.The RR signals of the protonated
complex have been investigated for two excitation wavelengths,
that is, 568 and 413 nm. Therefore, the contributions from the
states S3, S6, S9, and S10 are required to be taken into account in
the calculations. Similar to the unprotonated form, two shifts
were applied to correct the TDDFT excitation energies, namely,
the state S3 was shifted by−1500 cm−1, while a shift of 1000 cm−1

was used for the states S6, S9, and S10. The resulting absorption
spectrum is depicted in Figure S1 of the Supporting Information.
The RR spectra of the protonated complex (Figure 5 and

Table 3) show important differences in comparison to the
spectra of the unprotonated form. In particular, the vibrational
modes centered at the 4H-imidazole ligand present large
variations that emphasize the strong effect of protonation within
the 4H-imidazole ligand sphere. The experimental changes
occurring upon protonation are correctly reproduced by the
simulations.
At an excitation wavelength of 568 nm, the calculated RR

spectrum is dominated by the contribution of state S3 for both
unshifted and shifted excitation energies. Thus, interference
effects are negligible (see Figure S8 of the Supporting
Information). The RR spectrum of RIBPH at 568 nm is
dominated by intense vibrations centered at the 4H-imidazole
ligand, for example, modes 119, 189, 227, 232, 234, 241, 242, and
250, and unlike RIBP, RIBPH shows several intense bands in the
region between 1100 and 1350 cm−1 and a different intensity
pattern in the 1350−1650 cm−1 region.Moreover, the vibrational
modes of the bipyridine ligands (e.g., mode 229) show only a
marginal fraction of intensity for RIBPH compared to RIBP. This
difference can be understood from the fact that the state S3
(RIBPH) involves only MLCT transitions to the π*im(199)
orbital (see Table 1), whereas the state S5 in the protonated form
features both an MLCT transition to the π*im(199) orbital and
an MLCT transition to the π*bpy(200) orbital (see Table 1). A
similar behavior was observed for a related complex20 and
confirms that protonation favors a CT excitation to the 4H-
imidazole ligand and that a control of the pH of the medium is an
important factor in designing optimal sensitizers.

Figure 4. Calculated RR spectra for RIBP at excitation wavelengths of
482 and 458 nm including (interfering) and excluding (noninterfering)
interference effects between the states S5, S7, S8, and S9.
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Excitation at 413 nm leads to modifications of the RR
spectrum that are partially captured by the simulations. In this
case, the application of shifts on the excitation energies of the
contributing states does not improve the agreement with the
experiment but leads mainly to a reduction of the intensity of the
bipyridine modes 231, 235, and 236, but also of the 4H-imidazole
modes 243, 244, and 247. These effects are caused by the
increasing influence of the state S6 upon application of the shift of
1000 cm−1. Additionally, the RR intensities of the bipyridine
modes, associated with the contribution of state S10, are
underestimated in both spectra using unshifted or shifted
excitation energies. These deviations with experimental results
can be ascribed to errors in relative energies and intensities
between the ILCT and MLCT states overlapping in the band
centered at 410 nm. In particular, it indicates that the oscillator
strength of the ILCT state S6 is overestimated in comparison
with the oscillator strength of the MLCT state S10. Finally, it can
be mentioned that interference effects are negligible at this
excitation wavelength (see the Supporting Information) and that
the mean absolute deviation of the vibrational wavenumbers for
the protonated form (6 cm−1) is found comparable to the one (5
cm−1) obtained for the unprotonated complex.

5. CONCLUSIONS
The optical properties, namely, the absorption and RR spectra, of
the novel (bipyridine)2Ru(4H-imidazole) complex have been
investigated in a joint experimental and theoretical study.
Regardless of the protonation state, the absorption spectra
feature two absorption bands covering a large part of the visible
region, making this Ru complex an attractive black dye. TDDFT

Figure 5. Experimental RR spectra and theoretical RR spectra for
RIBPH using unshifted and shifted excitation energies in resonance with
the states S3, S6, S9, and S10 at the wavelengths of 568 and 413 nm. The
experimental solvent bands are indicated by asterisks. The modes
associated with vibrations located on the bipyridine and imidazole
ligands are given in red and blue color, respectively. A Lorentzian
function with an fwhm of 5 cm−1 is employed to broaden the calculated
transitions.

Table 3. Assignment of the Vibrational Frequencies (cm−1)
and Calculated Relative RR Intensities (Irel) Using Shifted
Excitation Energies of the Protonated Complex (RIBPH)a

mode type
freq (calcd)
(cm−1)

freq (exptl)
(cm−1)

Irel.
(568 nm)

Irel.
(413 nm)

im (109) 819 0.02 <0.01
im (119) 846 860 0.98 0.01
im (120) 862 0.05 <0.01
im (125) 911 under solvent 0.14 0.10
im (129) 931 0.03 0.03
im (131) 945 0.04 0.02
im (133) 949 958 0.06 0.02
im (147) 1005 0.02 <0.01
bpy (150) 1011 1030 0.08 <0.01
bpy, im (152) 1020 0.02 <0.01
im (154) 1040 <0.01 0.02
im (160) 1050 0.04 0.01
bpy (162) 1073 0.03 <0.01
im (170) 1147 1149 0.07 0.16
im (172) 1173 1179 0.08 0.17
im (173) 1178 1179 <0.01 0.02
im (174) 1182 1179 0.05 0.01
im (177) 1203 1210 0.01 0.03
im (178) 1204 1210 <0.01 0.04
im, bpy (180) 1212 1222 0.05 0.02
im, bpy (181) 1213 1222 0.31 0.06
im (182) 1249 1255 0.27 0.10
bpy (186) 1272 1261 0.07 0.01
im (189) 1287 1317 0.69 0.15
im (190) 1295 1317 0.07 0.04
im, byp (191) 1299 1317 0.05 0.03
im, bpy (194) 1303 1317 0.06 0.05
im (199) 1336 0.04 <0.01
im (200) 1344 0.03 0.06
im (201) 1385 1417 0.03 0.06
im (214) 1450 1455 0.23 0.10
im (227) 1479 1482 0.57 0.40
bpy (229) 1486 1482 0.03 0.02
bpy (230) 1486 1482 0.02 <0.01
bpy (231) 1487 1482 <0.01 0.03
im (232) 1503 1507 0.31 0.25
im (233) 1504 1507 0.06 0.02
im (234) 1513 1517 1.00 0.53
bpy (235) 1549 1537 <0.01 0.02
bpy (236) 1550 1537 <0.01 0.03
im (239) 1570 1578 0.08 0.14
im (241) 1578 1578 0.95 1.00
im (242) 1589 1588 0.44 0.50
im (243) 1606 1606 0.02 0.06
im (244) 1608 1606 0.05 0.10
im (247) 1617 1612 0.16 0.06
bpy (249) 1621 1614 0.02 <0.01
im (250) 1659 1658 0.57 0.18

aThe theoretical frequencies were scaled by a factor of 0.97.
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calculations assign the first band to a single MLCT state, whereas
the second band having a double peak structure is composed of a
superposition of three excited states with MLCT and ILCT
characters. Therefore, the new ruthenium(II) complex joins high
absorbance, due to a variety of bright transitions involving the
bipyridine and 4H-imidazole ligands, and an extension of the
absorption toward the NIR by virtue of the 4H-imidazole ligand.
Protonation significantly affects the photophysical properties of
the contributing electronic states and leads to a red shift of the
lower absorption band and to a blue shift of the second
absorption band. These effects are reasonably reproduced by the
TDDFT calculations in the case of theMLCT states, whereas the
theoretical shifts of the ILCT states are inaccurate due to an
unbalanced description of the CT characters of these states with
the employed functional. The analysis of the molecular orbitals
and RR spectra in resonance with the first MLCT band has
shown that the effects of protonation favor a CT photoexcitation
to the 4H-imidazole ligand. This property is interesting in view of
applications of this compound as a black absorber in DSSCs. For
real-life applications, the charge can be transferred via a
carboxylic acid anchoring group at the phenyl moiety to the
electron acceptor surface.
The photophysical properties of both RIBP and RIBPH

species were analyzed by RR spectroscopy with excitation
wavelengths covering the visible region. The RR intensities were
calculated by including the contribution of the four main excited
states and considering unshifted and shifted vertical excitation
energies. The obtained theoretical RR spectra are in excellent
agreement with the experimental data. In particular, the use of
shifted excitation energies to compensate for TDDFT deviations
is mandatory to reproduce the wavelength dependence of the RR
spectra for RIBP. Thus, these results show that a main source of
errors in the calculated RR intensities arises from the limited
accuracy of the TDDFT excitation energies. However, these
energies can be corrected if experimental data are available.
Finally, an analysis of the interference effects between the
electronic states shows that, with the exception of a few modes of
RIBP, these effects are almost negligible for the investigated
complex at the considered excitation wavelengths.
In general, this study demonstrates that accurate RR spectra

can be obtained with TDDFT for transition-metal complexes
even for complicated cases in which several states of different
characters contribute to the RR intensities.
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4.7 Structural control of photoinduced dynamics in 4H-imidazole-
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ABSTRACT: The photoinduced dynamics of a series of
terpyridine 4H-imidazole-ruthenium complexes, which con-
stitute a new family of panchromatic dyes, is investigated. The
dynamics involves two excited states localized within the 4H-
imidazole sphere. Upon MLCT excitation, an excited state is
populated, which is localized on the central part of the 4H-
imidazole ligand caused by its nonplanar conformation. The
population of the second excited state is connected to a
planarization of the 4H-imidazole ligand as revealed by
viscosity-dependent measurements, and the excess electronic
charge on the ligand is shifted to the terminal rings. The impact on the photoinduced dynamics of the electronic character of the
substituent at the terminal rings and the protonation state of the 4H-imidazole ligand is studied. Significant changes in the
lifetime of the excitation and alterations of the decay mechanism are observed depending on the interplay of the electronic
character of the substituent and ligand protonation. In a NMe2 substituted complex, the character of the substituent is changed
from electron donating to electron withdrawing upon stepwise protonation, resulting in pH switchable decay mechanism.

1. INTRODUCTION
Ruthenium polypyridine dyes are in the center of interest
delivering valuable insight into photoinduced processes in
transition metal coordination compounds.1−6 The systems
show an extraordinary combination of high stability in several
redox stages and often long lifetimes of the photoexcited states,
which brings such dyes in the focus of research for the design of
optoelectronic devices, for example LEDs,7−9 chemical sensors,
for example for DNA,10−15 or artificial light-harvesting systems,
for example for photocatalytic assemblies16−26 and dye-
sensitized solar cells.27−35 To yield high efficient artificial
light-collecting systems, the absorption properties of the
applied dyes have to be optimized to high extinction
coefficients and maximum overlap with the solar radiation
spectrum. Consequently, the absorption properties in the red
and NIR spectral range need to be improved.36−39

Several routes have been followed to design ruthenium
polypyridine dyes with high extinction coefficients in a broad
spectral range by combining organic chromophores with Ru-
polypyridine chromophores. For example, inspired by natural
light-harvesting antenna systems,40−42 chromophores were
attached in the periphery of the polypyridine ligands capable

of transferring the excitation energy to the ruthenium
center.39,43−49 In designing the structures investigated here in
the present study (Scheme 1), another approach is followed.
Here, an organic chromophore, a 4H-imidazole,50,51 is directly
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Scheme 1. Structures of the Investigated Ruthenium
Complexes
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coordinated to a ruthenium-polypyridine fragment (Figure 1).
The direct coordination of the organic chromophore to the

photoredoxactive Ru center results in substances exhibiting the
photoelectrochemical properties of the ruthenium-polypyridine
metal center combined with strong and broad absorption in the
visible range. Additionally, by providing positions for
protonation, the 4H-imidazole ligand introduces the possibility
to tune the properties of the dye by external pH stimuli.52−54

In preliminary studies, the character of the transitions
responsible for the UV/vis absorption in 4H-imidazole

terpyridine dyes and the wavelength-dependent localization of
the initial excited state in the coordination sphere were
investigated. To do so, resonance Raman spectroscopy
combined with TDDFT calculations was employed.52−55 It
was shown that in the complexes under investigation, the broad
visible absorption feature (Figure 1) is caused by metal-to-
ligand charge transfer (MLCT) transitions mainly of Ru→4H-
imidazole character with only minor contributions from the
terpyridine sphere in the unprotonated form and pure Ru→4H-
imidazole character in the protonated complexes. The
calculations show a strong localization of this initial excited
state within the 4H-imidazole ligand sphere and a nonplanar
conformation of the coordinated 4H-imidazole, inhibiting the
formation of a completely conjugated system involving the
whole ligand sphere (Figure 2).

Typically, for ruthenium-polypyridine systems, excitation in
the 1MLCT transition is followed by ultrafast inter system
crossing (ISC) leading to a population of the 3MLCT manifold
with a quantum yield close to unity.56−58 Upon vibrational
relaxation (VR), a thermally relaxed 3MLCT state is populated
within a few picoseconds.57,59,60 From this state, the systems
can decay back to the ground state via emission, nonradiative
decay, or thermal activation to higher lying excited states, for
example, triplet metal centered (3MC) states.6,61 Furthermore,
for complexes coordinating extensive ligands, as the 4H-
imidazole ligand, additional low lying excited states localized on
certain ligand subunits, for example, ligand centered states
(LC) or “dark” MLCT states, can be involved in the

Figure 1. Structures and absorption spectra of the 4H-imidazole
complexes studied in their unprotonated and protonated forms in
ACN. Protonation was assured by addition of TFA.

Figure 2. Calculated ground-state geometries and lowest unoccupied
molecular orbitals (LUMO) of RuMe and RuMeH.52 The dihedral
angles describing the nonplanar conformation of the coordinated
ligand have the values δ1(C1N1C2C3) = 66° and δ2(C4N2C5C6) =
48° for the unprotonated form and δ1(C1N1C2C3) = 61° and
δ2(C4N2C5C6) = 46° for the protonated form. Values for the dihedral
angles of the unprotonated and protonated forms of RuNMe2 and
RuCOOEt are given in the Supporting Information.

The Journal of Physical Chemistry C Article

dx.doi.org/10.1021/jp309148u | J. Phys. Chem. C XXXX, XXX, XXX−XXXB



photoinduced processes.62−65 Additionally, a subsequent
delocalization of the excited state accompanied by strong
conformational changes within the ligand is possible.8,66−68 If
the initially excited state is strongly localized on only a fraction
of the 4H-imidazole ligand framework, such delocalization
processes will contribute significantly to the observed excited-
state dynamics.
In this respect, the present study investigates the photo-

induced dynamics after excitation in the MLCT absorption by
time-resolved transient absorption spectroscopy in a series of
4H-imidazole-ruthenium complexes: chloro-η3-4,4′,4″-tritert-
butyl-2,2′:6′,2″-terpyridine-η2-phenyl-4,5-p-tolylimino-imidazo-
late-ruthenium(II) (RuMe), chloro-η3-4,4′,4″-tritert-butyl-
2,2′:6′,2″-terpyridine-η2-phenyl-4,5-(p-dimethylaminophenyl-
imino)-imidazolate-ruthenium(II) (RuNMe2), and chloro-η3-
4,4′,4″-tritert-butyl-2,2′:6′,2″-terpyridine-η2-phenyl-4,5-(p-eth-
ylcarboxyphenyl-imino)-imidazolate-ruthenium(II) (Ru-
COOEt) (Scheme 1). Special emphasis will be laid on the
influence of the electronic character of substituents at the
terminal rings of the 4H-imidazole ligand and the effects of
ligand protonation on the excited-state behavior.
The interest in these effects originates from the possibility to

energetically tune excited states involved in the photoinduced
dynamics by selective substitution with electron-withdrawing or
electron-donating substituents:20,69−74 In dependence on the
position and the character of the substituent as well as the
localization of the respective excited states, the lifetimes and
spectral characteristics of individual excited states can be
controlled. Similar effects can be induced by protonation at
certain positions within the ligand sphere.75−77 By both ligand
substitution and protonation, not only time scales can be
affected but the decay mechanisms itself may be altered.76−78

Such effects can be used to control excited-state processes and
to switch off unwanted decay pathways, but also to gain insight
into the localization and character of the states involved in the
dynamics. Knowledge of the localization of excited states within
large ligand systems is especially interesting for the directed
design of supramolecular functional structures capable of
vectorial electron transfer by coupling dyes with electron-
accepting units, for example, further metal centers17−19,21 or
semiconductors.27,28,33,35

In this first ever study of the photoinduced dynamics of this
novel class of Ru complexes, the methyl-substituted parental
complex chloro-η3-4,4′,4″-tritert-butyl-2,2′:6′,2″-terpyridine-η2-
phenyl-4,5-p-tolylimino-imidazolate-ruthenium(II) RuMe (Fig-
ure 1) is investigated in solvents of differing viscosity to identify
processes connected to large structural changes following
excitation. In a second step, the methyl substituent is exchanged
by substituents of stronger electron-donating character yielding
RuNMe2 or electron-withdrawing character yielding Ru-
COOEt. The results give an indication of the different spatial
localizations of the excited states contributing to the excited
state processes, which is confirmed by the impact of ligand
protonation on the decay mechanism as detailed in the last part
of the study.

2. EXPERIMENTAL AND THEORETICAL METHODS
RuMe, RuCOOEt, and RuNMe2 were synthesized according
to the procedure reported in Kupfer et al.52

For spectroscopic measurements, the samples were dissolved
in aerated acetonitrile (ACN). For investigations of the
viscosity dependence of the excited-state properties, the dipolar
aprotic solvents γ-butyrolactone (GBL) and 1,3-dimethylte-

trahydropyrimidin-2(1H)-one (DMPU) were chosen because
of their higher viscosity but similar polarity as compared to
ACN.
UV/vis absorption spectra were recorded at room temper-

ature in a quartz cell with 1 cm path length with a Jasco V-670
spectrophotometer. Titration experiments were performed on a
solution (3 mL) of the complex by adding small aliquots (1 μL)
of a 0.01 M trifluoroacetic acid solution in acetonitrile. The
corresponding pKa values were determined by analyzing the
changes in the absorption spectra using the ReactLabEQUILI-
BRIA global analysis program. In the calculations, a pKa value
of 12.65 for trifluoroacetic acid in acetonitrile79 was employed.
The time-resolved measurements were performed in a cell

with 1 mm path length, and the solution was kept static. Sample
integrity was ensured by recording absorption spectra prior to
and post each measurement. The setup for transient absorption
spectroscopy has been described previously.20 The pump pulses
to excite the sample were centered in the visible absorption
maximum of the respective complex under investigation and
delivered by a TOPAS-C. A supercontinuum probe pulse
generated in a sapphire plate served as a broad-band probe. The
pump-pulse energy was 1.4 μJ, while typical probe intensities
fall into the range of hundred nJ. The polarizations of pump
and probe were oriented at the magic angle. Probe and
reference intensities were detected on a double stripe diode
array and converted into differential absorption (DA) signals
using a commercially available detection system (Pascher
Instruments AB). The time resolution of the experiment was
evaluated by the width of the coherent artifact,80 allowing an
estimation of the cross correlation value between pump and
probe to be in the order of 80 fs. The DA signals recorded as a
function of the delay time and the probe wavelength were chirp
corrected and subsequently subjected to a global fitting routine
using a sum of exponential functions for data analysis.81 To
avoid prominent contributions from coherent artifacts,80,82 the
pulse overlap region (±150 fs around time zero) was excluded
in the data fitting procedure. The wavelength-dependent pre-
exponential factors correspond to the decay associated spectra
(DAS) connected with the kinetic components.
The structural and electronic data of the investigated

structures were obtained from quantum chemistry calcula-
tions.52,53 To reduce the computational costs of the simulations
without affecting the spectroscopic properties of the complex,
the three tert-butyl groups of the terpyridine ligand were
approximated in the calculations by methyl groups. The
calculations were performed using the Gaussian 09 program.83

The geometry, vibrational frequencies, and normal coordinates
were calculated by means of DFT with the XC-functional
B3LYP.84,85 The 28-electron relativistic effective core potential
MWB86 was used with its basis set for the ruthenium atom; 4s,
4p, 4d, and 5s were treated explicitly, while the three inner
shells are described with the core pseudopotential. The 6-
31G(d) double-ζ basis set87 was employed for the ligands. The
effects of the interaction with a solvent (acetonitrile) were
taken into account by the integral equation formalism of the
polarizable continuum model.88 The calculations of the
absorption and resonance Raman spectra were performed
following the protocol introduced elsewhere.52 Furthermore,
the deactivation pathway after photoexcitation was investigated.
Starting from the Franck−Condon (FC) region, geometry
optimizations at the TDDFT level of theory have been carried
out for the low-lying excited singlet and triplet states probably
involved in the excited-state decay. In each equilibrium
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structure, TDDFT calculations including 40 singlet and 40
triplet excited states were performed to map the energies of the
electronic states of interest. For further details, see the
Supporting Information.

3. RESULTS AND DISCUSSION
3.1. Ground-State Absorption Spectra. The UV/vis

absorption spectra deliver a first indication for the influence of
the electronic character of the ligand substituent at the terminal
rings and the protonation state of the 4H-imidazole ligand on
the excited states (see Figure 1) of the complexes. The spectral
features in the absorption spectra can be assigned to the
following types of transitions:52,53 The spectral features
between 250 and 350 nm result from the superposition of
ππ* intraligand (IL) transitions within the terpyridine and 4H-
imidazole ligand sphere, nπ* transitions involving the lone pairs
of the chloro-ligand or the imidazole nitrogen, and interligand
charge-transfer transitions. The absorption features between
350 and 450 nm can be assigned to ππ* IL transitions involving
4H-imidazole centered orbitals. Overlapping with the latter at
wavelengths longer than 400 nm are MLCT transitions. The
MLCT character was confirmed by resonance Raman measure-
ments and TDDFT calculations52,53 (for RuCOOEt, see the
Supporting Information). These investigations52,53 further
revealed that the MLCT transition responsible for the strong
absorption maximum in the visible in the unprotonated forms is
mainly due to MLCT to an accepting orbital localized on the
4H-imidazole ligand. Additionally, minor contributions from
accepting orbitals of the terpyridine ligand were identified.
Protonation decreases the terpyridine contributions to the
transition leaving pure Ru→4H-imidazole MLCT transitions
responsible for the strong absorption feature in the visible
range. The shoulder in the red part of the absorption spectrum
present in both the protonated and, much weaker and red-
shifted, the unprotonated forms is caused by a pure Ru→4H-
imidazole MLCT transition.
Comparing the absorption properties of the different

substituted forms (see Figure 1), it can be noticed that for
the unprotonated forms the visible absorption maximum shifts
upon variation of the substituent. The values for the absorption
maxima and extinction coefficients for this transition are given
in Table 1. For the complex with the electron-withdrawing

substituent RuCOOEt, the absorption maximum is red-shifted
by 15 nm (427 cm−1) as compared to RuMe. The blueshift
observed for the electron-donating substituted RuNMe2 is less
pronounced (4 nm/117 cm−1). This may be explained by
mainly electrostatic influences on the electronic properties of
the excited state contributing to this electronic transition. In the
calculated ground-state geometry (see Figure 2), the sub-

stituted terminal rings are rotated out of the plane formed by
the 4H-imidazole.52,53 No completely conjugated system
involving the central part of the 4H-imidazole ligand and the
terminal rings bearing the substituents can be established. This
indicates that inductive and no mesomeric effects play a
dominating role. Both the methyl and the NMe2 substituted
terminal rings appear nearly equally electron rich, while
RuCOOEt differs in this respect from the other two complexes
and shows a red-shifted MLCT transition. This is due to a
lower relative energy of the accepting orbital with respect to the
Ru centered donating orbitals.
Similar effects as caused by electron-withdrawing substitution

are expected upon protonation of the 4H-imidazole ligand
sphere. The introduction of a positive charge in the 4H-
imidazole ligand enhances its accepting character, stabilizes the
excess charge on the ligand in the MLCT state, and hence
causes a red-shifted absorption maximum of the MLCT
transition as compared to the unprotonated form. For RuMe
and RuCOOEt, only one position at the imidazole ring is
available for protonation upon addition of trifluoroacetic acid to
a solution of the respective dye in ACN. Attempts to protonate
the second imidazole nitrogen atom by adding much larger
amounts of trifluoroacetic acid to the solution led to
decomposition of the complex observable by a bleaching of
the solution within minutes. For RuNMe2, the situation is
different; the dimethylamino groups offer additional positions
for protonation.53 It was concluded that the first protonation
occurs at the imidazole ring, followed by protonation of the two
dimethylamino groups with nearly the same pKa (Table 1). The
protonation of the dimethylamino groups changes the character
of the substituent from electron donating to electron
withdrawing, which induces a further redshift of the absorption
band. In general, a redshift of the absorption band by ca. 10 nm
(269 cm−1) is observed in the electron-withdrawing substituted
complexes RuCOOEtH and RuNMe2H3 as compared to the
electron-donating substituted RuMeH and RuNMe2H.
In analogy to RuNMe2, the pKa values in ACN were

determined for RuMe and RuCOOEt (for details, see the
Supporting Information). For the protonation step of the
imidazole nitrogen position, the determined pKa values follow
the trend predicted by the electron-donating and electron-
withdrawing properties of the substituent at the terminal rings:
RuCOOEt < RuMe < RuNMe2.
To summarize, the influence of the terminal-ligand

substituents on the singlet MLCT excited states is indicated
by the spectral shifts of the visible absorption maximum
observed in both protonated and unprotonated 4H-imidazole
complexes in dependence on the electron-donating or -with-
drawing character of the substituent. An additional shift of the
absorption band is induced by ligand protonation. Similar
effects can be expected to occur in the triplet manifold
influencing the relative energetic positions of triplet states and
hence the time-scale of the observed photoinduced processes
and ultimately altering the excited-state decay mecha-
nism.20,69,75 In the following, these effects will be addressed
by investigating the excited-state processes in these systems by
transient absorption spectroscopy in dependence on sub-
stitution and protonation.

3.2. Excited-State Dynamics − RuMe. The discussion of
the photoinduced dynamics of the new 4H-imidazole-
ruthenium dyes starts with the results for the methyl-
substituted complex RuMe. Figure 3 presents transient
absorption data for RuMe in ACN.

Table 1. Absorption Maxima, Extinction Coefficients, and
pKa Values in ACN

λmax/nm ε(λmax)/M
−1 cm−1 pKa

RuMe 585a 25 700a

RuMeH 605a 28 100a 13.6
RuNMe2 583/499b 22 600/20 400b

RuNMe2H 608(sh)/567b 26 000/27 900b 13.8b

RuNMe2H3 615b 25 800b 10.6/9.7b

RuCOOEt 600 17 600
RuCOOEtH 615 19 100 13.3

aReference 52. bReference 53.
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Upon excitation in the absorption maximum at 585 nm, the
TA spectra show a characteristic form dominated by excited-
state absorption (ESA) between 450 and 525 nm and ground-
state bleach (GSB) between 525 and 700 nm (see the
Supporting Information). Different types of transitions are
found to contribute to the ESA spectra of polypyridine-metal
complexes. Generally, TA spectra in the visible range show
contributions of IL transitions of the reduced ligand and ligand-
to-metal charge-transfer (LMCT) transitions to the formally
oxidized metal center.57,89−92 For a series of ruthenium
complexes, a broad and featureless ESA at wavelengths longer
than 550 nm assigned to LMCT transitions was observed,
which is not present in the data of the 4H-imidazole
complexes.8,21,56,57,69,93 This is due to the strong GSB
contributions in this long wavelength range in the investigated
systems (see Figure 1 and Supporting Information Figure S9),
and ESA contributions may be hidden underneath the stronger
GSB feature. The ESA feature between 450 and 525 nm may be
connected to IL transitions of the reduced 4H-imidazole ligand.
Upon reduction of the free ligand, an analogue redshift of the
absorption band with respect to the unreduced form is
observed.94 To perform a reliable assignment, open-shell TD-
DFT calculations of the ESA spectra are necessary,89 which
have not been performed yet.

The temporal evolution of the TA spectra shows an increase
of the positive signal up to 1 ps after excitation, and the zero
crossing around 525 nm is shifted to higher wavelengths by 4
nm (147 cm−1) on this time scale. Additionally, the negative
signal at wavelengths longer than 600 nm is rising. This effect is
caused by a superposition of ESA and GSB in the investigated
spectral region. The ESA part of the signal longer than 625 nm
is decaying, causing the increase in the negative signal, while the
ESA part of the signal at shorter wavelengths is increasing. To
summarize, the time scale up to 1 ps is dominated by a blueshift
of the ESA. On a longer time scale, an overall decay of the
signal is observed. The differential absorption signal nearly
completely decays back to the ground state within the time
window investigated (1.8 ns).
A global fit was applied to quantitatively analyze the TA data.

The best fit was achieved by applying a sum of four
exponentials. Exemplarily chosen differential absorption
kinetics, fits, and the decay associated spectra (DAS) can be
found in Figure 3C and D, respectively. As it is known that the
lowest MLCT excited states in RuMe are mainly localized on
the 4H-imidazole ligand and the accepting LUMO contributing
to the MLCT is localized only over the central part of the 4H-
imidazole determined by the conformation of the coordinated
ligand (Figure 2),52 the excited-state processes leading to a
decay of the transient absorption signal are anticipated to take

Figure 3. (A and B) Transient absorption spectra of RuMe in ACN at different delay times. The inset shows a magnification of the spectral region
around the zero crossing. (C) Kinetic traces and fits at certain probe wavelengths (black/□ 490 nm, red/○ 550 nm, green/△ 610 nm). (D) DAS of
RuMe and values of the corresponding time constants τ1 (black/−), τ2 (red/−−−), τ3 (green/- - -), and τ4 (blue/− · − · −) resulting from a global
fit.
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place within the 4H-imidazole ligand sphere, and the observed
dynamics can be explained as follows.
After excitation in the absorption maximum at 585 nm, a

1MLCT excited state basically localized on the 4H-imidazole
ligand is populated. The observed ultrafast process (τ1 = 0.2 ps)
represents the observed blueshift in the ESA within the first
picosecond after excitation and can be correlated with the
interconversion between the 1MLCT state and the 3MLCT
manifold. This spectral shift correlates well with the
observations reported in the literature for ISC in ruthenium-
polypyridine complexes.56,95 ISC is followed by relaxation
(localization of the excitation in the lowest MLCT excited state
on the 4H-imidazole ligand and VR) within the triplet manifold
leading to a thermally relaxed 3MLCT excited state within a few
picoseconds (τ2 = 2 ps), accompanied by a slight broadening in
the GSB line width. Starting from this relaxed excited 4H-
imidazole 3MLCT state, a second excited state, which is
localized within the 4H-imidazole sphere, is populated (τ3 =
120 ps), and a new ESA feature centered at 590 nm
superimposed on the GSB signal appears (see Supporting
Information Figure S9), causing the decay in the negative
signal. This new ESA signature indicates severe changes within
the electronic structure of the 4H-imidazole ligand, which are
attributed to the formation of a stronger conjugated system by
planarization of the 4H-imidazole. Hence, by planarization of
the terminal rings, an additional low lying excited state gets
available for relaxation. Finally, from this planarized excited
state, the system decays radiationless to the ground state (τ4 =
870 ps).
Time constants connected to rotational motions, that is,

planarization, are expected to display strong solvent viscosity
dependence due to the interaction with the solvent during
molecular motion.96−100 Therefore, transient absorption experi-
ments were performed in solvents with varying viscosity while
keeping their polarity approximately constant (Table 2). An

inspection of the respective kinetic traces in Figure 4 shows that
upon increasing the solvent viscosity the excited-state decay is
decelerated. This is particularly visible in the range between 10
and 500 ps, indicating a decelerated population of the
secondary excited state. The viscosity dependence of τ3
strongly indicates a process connected to a significant structural
rearrangement, which we associate with a planarization of the
ligand, connected to a rotation around the C2N1 and/or C5N2
bond (Figure 2) connecting the terminal rings to the central
part of the 4H-imidazole ligand. The time constant τ4 of the
slowest process is influenced by solvent properties, too, as this
process leads back from the planarized excited state to the
ground state and hence is also coupled to a large amplitude
motion. The weak deceleration in GBL as compared to ACN
might be caused by the slight differences in solvent polarity.
To complete the understanding of the conformational

relaxation behavior, geometry optimizations starting from the
FC region have been carried out for electronic states probably

involved in the relaxation process, the singlet ground state (S0),
the bright low-lying excited state (S6)

52 populated upon
excitation, the triplet ground state in the FC structure (Ttwist),
and a planarizing triplet state (Tplan) (for details, see the
Supporting Information). Figure 5 shows the resulting
energetic positions of these excited states in each of the four
equilibrium structures (FC, 1MLCT, 3MLCT, and 3MLCTplan).
Following photoexcitation to S6 (2.41 eV), ultrafast internal

conversion (IC), ISC, and VR lead to a population of the
nonplanar 3MLCT state (Ttwist, 1.05 eV). As compared to the
geometry at the FC point, this thermally relaxed state, which is
localized on the central part of the 4H-imidazole ligand, shows
only slightly decreased dihedral angles of the terminal rings.
The configuration of this excited state can be described as a
transfer of an electron from a metal centered molecular orbital
to a π*(4H-imidazole) accepting orbital with distribution
similar to that of the LUMO at the FC geometry shown in
Figure 2 (see the Supporting Information). In agreement with
the results from the experiments, the calculations indicate the
presence of a secondary triplet state (Tplan, 1.07 eV) available
for relaxation. The energy of this state, which is much higher
than the energy of Ttwist at the FC geometry, is strongly
decreased upon planarization. The similarity of the energies of

Table 2. Dynamic Viscosity η and Dielectric Constant ε of
the Applied Solvents, and Viscosity-Dependent Time
Constants τ of RuMe

η/mPa·s ε τ1/ps τ2/ps τ3/ps τ4/ps

ACN 0.37 37.5 0.2 2 120 870
GBL 1.72 39.0 0.2 2 280 880
DMPU 2.93 36.1 0.2 3 360 1000

Figure 4. Kinetic traces of RuMe in ACN/■, GBL/●, and DMPU/▲
exemplarily at probe of a wavelength region with (A) dominating
excited-state absorption signal (ACN 490 nm, GBL and DMPU 500
nm) and (B) ground-state bleach (ACN 630 nm, BL and DMPU 640
nm), respectively. Absorption spectra and global fits can be found in
the Supporting Information.
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Ttwist and Tplan suggests a thermal equilibrium between those
states, which both might decay to the ground state. Further it
should be kept in mind that the exact energy values can only be
estimations, because of the inherent error of the method for CT
states of 0.4 eV.101,102 In the optimized geometry of Tplan
(3MLCTplan), one of the dihedral angles is reduced from 66° to
16°. At the FC point and the 1MLCT and 3MLCT geometries,
Tplan is strongly localized on one of the terminal rings. Its
configuration is described as the transfer of an electron from a
metal localized orbital to an accepting orbital with π*(4H-
imidazole) ± σ*(RuN(4H-imidazole)) character mainly
localized on one of the terminal rings of the 4H-imidazole
(see the Supporting Information). In its minimum geometry,
the character of Tplan changes significantly as the accepting
orbital is now an π*(terpyridine) ± σ*(RuN(4H-imidazole))
orbital. Caused by the partial σ-antibonding character of the
accepting orbital, the RuN bond anti to the chloro ligand is
significantly lengthened (2.11 Å in the FC geometry, 2.74 Å in
the 3MLCTplan geometry). From this state, an efficient
radiationless return to the ground state is possible.
With these results, it is shown that several excited states

contribute to the excited-state dynamics. The transition
between these states is mediated by a rotational motion

Figure 5. Schematic representation of the relative energies of the
singlet ground state S0, the singlet excited state populated upon
excitation S6, the nonplanarized triplet state Ttwist, and the planarized
tripled state Tplan for the equilibrium geometries (FC, 1MLCT,
3MLCT, and 3MLCTplan) of each of the four electronic states for
RuMe. Dihedral angles (defined in Figure 2) are given below the
graph.

Figure 6. Kinetics, DAS spectra, and values of the corresponding time constants τ1 (black/−), τ2 (red/−−−), τ3 (green/- - -), and τ4 (blue/
− ·− ·−) for RuNMe2 (A, B) and RuCOOEt (C, D) in ACN after excitation in the respective MLCT absorptions maximum in the visible. The
kinetic for RuNMe2 is depicted at 510 nm (black/□), 550 nm (red/○), and 510 nm (green/△) and for RuCOOEt at 500 nm (black/□), 570 nm
(red/○), and 530 nm (green/△).
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leading to an at least partial planarization of the coordinated
ligand, shifting the excess charge on the 4H-imidazole ligand
from the central part formed by the imidazole and the directly
connected phenyl ring to the terminal tolyl groups within
several tens of picosecond. This shift might be a major
hindrance for the applicability of these systems in electron
transfer dyads as it can compete with electron transfer
processes to accepting units. To enhance the applicability of
these 4H-imidazole dyes, it would be beneficial to trap the
excitation in the nonplanarized excited state. Therefore, the
impact of ligand substitution and protonation on the excited
state processes is studied.
3.3. Excited-State Dynamics − Substitution Depend-

ence. In section 3.1, the impact of the electronic character of
the substituent in the 4H-imidazole ligand on the absorption
properties and the pKa values for protonation of the imidazole
nitrogen in the 4H-imidazole ligand was discussed. As shown in
the previous section, the photoinduced dynamics involves
several excited states within the 4H-imidazole sphere with
differing local charge distributions. The closer spatial vicinity of
the secondary planarized excited state and the substituent
bearing rings and the possibility of conjugative interactions with
the substituents cause the relative energetic position of this
state to be more sensitive to changes in the electronic
properties of the substituent. Thus, changes in the population
dynamics of this state can be anticipated.
In Figure 6 are presented the transient absorption kinetics

and the DAS for the electron-donating substituted complex
RuNMe2 (panels A, B) and the electron-withdrawing
substituted complex RuCOOEt (panels C, D). It is distinctly
visible that, as compared to RuMe, the decay of the excited
state is slower in RuNMe2 and much faster in RuCOOEt.
Generally, the shape of the TA spectra is very similar to RuMe.
Below 540 nm, both RuNMe2 and RuCOOEt show
dominating ESA, and at wavelengths longer than 540 nm
GSB dominates the TA spectra, probably superimposed on
ESA caused by LMCT transitions (see Supporting Information
Figure S9). Especially RuNMe2 shows a very strong ESA band
peaking at approximately 505 nm, completely extinguishing the
strong GSB contribution by the second absorption maximum of
RuNMe2 in the ground state.
The global fit delivers, in agreement with the results for

RuMe, four time constants describing the photoinduced
dynamics. The DAS spectra closely resemble the DAS spectra
of RuMe. Shifts, for example, in the position of the zero
crossing of the ultrafast component (τ1) reflect the changes in
the electronic structure of the 1MLCT and 3MLCT. The
position of the ESA band, which is built up upon population of
the planarized state, follows the shift in the ground-state
absorption features: for RuNMe2 the center is slightly blue-
shifted (584 nm), and for RuCOOEt it is shifted bathochromi-
cally (600 nm). In agreement with the discussion above, the
observed processes are assigned to ultrafast subpicosecond ISC
(τ1) as well as excited-state localization and VR leading to the
thermally relaxed triplet excited state on the central part of the
4H-imidazole ligand (τ2). The third process (τ3) is assigned to
the population of the secondary planarized excited state, and
the fourth and slowest process describes the repopulation of the
ground state from the planarized excited state (τ4). The values
of τ1 and τ2 are similar to the values for RuMe, and hence these
processes are not significantly affected by ligand substitution.
The strongest difference describing the slower/faster decay in
the substituted species is observed for τ4. For RuNMe2, this

process is much slower (1250 ps) than in RuMe (870 ps),
while in RuCOOEt this process is accelerated (281 ps). This
behavior is in agreement with predictions by the energy gap
law:103−106 Already from the absorption spectra a smaller
energy gap and hence a faster decay are expected for
RuCOOEt, in which the excited state is inductively stabilized
by the ethylcarboxylate substituent. Consequently, for RuNMe2
a slightly slower decay caused by a higher energy gap is
observed. Furthermore, the higher conjugative interaction and
hence the strong mesomeric influence of the substituents on
the secondary excited state, which causes a strong additional
decrease/increase of the energy gap, need to be considered.
These mesomeric effects operate in the same direction as the
inductive effects, enhancing the predicted effects significantly.
The stronger conjugative interactions in the planarized

excited state are not only influencing the energy gap between
the secondary planarized excited state and the ground state of
the system, but the gap between the nonplanarized state and
the planarized state is altered also. For RuCOOEt a stronger
stabilization of the planarized excited state occurs, which
explains the acceleration of τ3, by an enhancement of the
driving force for this process (for further details, see the
Supporting Information). For RuNMe2, on the other hand, this
process is slower because in this case the planarized excited
state is destabilized by the mesomeric effect of the NMe2
substituent enhancing the electron density in the terminal rings.
The relative energetic positions of the relevant excited states

and the observable processes occurring after light absorption in
the unprotonated Ru-4H-imidazole complexes are summarized
in Scheme 2. The impact of the character of the ligand

substituent at the terminal ring position is confirming the
description of the spatial location of the first excited state only
on the central 4H-imidazole part, while the second state is
much stronger localized toward the terminal rings and hence is
much more prone to stabilization/destabilization by the
terminal substituents. This result is important for the design
of dyes, which are suited for incorporation in electron transfer
dyads. A preferable position for introduction of a suited
coupling group (e.g., a carboxyl group) would be the phenyl
ring directly connected to the imidazole. This should provide
close electronic contact with the nonplanarized excited state,

Scheme 2. Schematic Representation of the Relative
Energetic Position of the Excited States Involved in the
Excited-State Processes in the Investigated 4H-Imidazole-
Ruthenium Dyes
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enabling efficient electron transfer to, for example, TiO2

originating from this excited state. Another effect of the
introduction of this electron-withdrawing group could be the
stabilization of the nonplanarized state with respect to the

planarized state, ideally closing the relaxation pathway via the
planarized state.

3.4. Excited-State Dynamics − Influence of Proto-
nation. In the previous section, it was shown that the spatial

Figure 7. Kinetic, DAS spectra, and values of the corresponding time constants τ1 (black/−), τ2 (red/−−−), τ3 (green/- - -), and τ4 (blue/
− ·− ·−) for the protonated complexes with electron-donating substituents RuMeH (A, B) and RuNMe2H (C, D) and with electron-withdrawing
substituents RuNMe2H3 (E, F) and RuCOOEtH (G, H). The kinetic for RuMeH is depicted at 490 nm (black/□), 570 nm (red/○), and 630 nm
(green/△), for RuNMe2H at 495 nm (black/□), 550 nm (red/○), and 610 nm (green/△), and for RuNMe2H3 and RuCOOEtH at 490 nm
(black/□), 580 nm (red/○), and 640 nm (green/△).
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localization of the excited states within the ligand sphere
impacts the effect of the substituents on the relative energetic
positions of the respective excited states. Another possibility to
influence the energetic position of the MLCT excited states is
protonation of the ligand. This is already indicated by the
redshift in the absorption spectrum upon protonation (Figure
1). In this respect, the interplay between protonation and the
character of the substituent is especially interesting for this
series of complexes. By protonation, a stronger stabilizing
impact is expected on the energetic position of the non-
planarized excited state, while the choice of the terminal
substituent tunes the position of the secondary planarized state.
The transient absorption data for all protonated species

investigated (i.e., RuMeH, RuNMe2H, RuNMe2H3, and
RuCOOEtH) are presented in Figure 7. The kinetic traces
show that the signal in all species decays much faster in the
protonated forms than in the unprotonated complexes. In all
cases, the ground state is completely recovered within 1.8 ns.
The shape of the TA spectra shows features analogous to those
of the unprotonated forms (see Supporting Information Figure
S10). Corresponding to the bathochromic shift of the
absorption maximum in the ground-state spectra upon
protonation, the GSB maximum is shifted in all protonated
forms. Below 550 nm, ESA dominates the spectra of all
investigated protonated forms. In RuNMe2H, this positive
signal is very weak because of the strong and broad ground-
state absorption resulting in strong GSB contributions, which is
not present in the spectra of the other protonated species (see
Figure 1). For RuNMe2H3 and RuCOOEtH, a strong decrease
in the overall TA signal and a shift of the zero crossing position
on the same time scale are observed, while the zero crossing
position in the TA spectra of RuMeH and RuNMe2H stays
constant as a function of delay.
The global fit reveals systematic differences in the behavior of

the electron-donating substituted forms RuMeH and RuN-
Me2H and the electron-withdrawing substituted forms
RuNMe2H3 and RuCOOEtH. A strong similarity between
RuNMe2H3 and RuCOOEtH is already observed in the
absorption spectra, which are nearly identical, and indeed these
two complexes also show exceptional similar photoinduced
dynamics. The data for the electron donating substituted forms
RuMeH and RuNMe2H were best described by a fit with three
exponentials representing three processes, while for the forms
with electron withdrawing substituent RuNMe2H3 and
RuCOOEtH four processes are observed.
τ1 and τ2 are describing ultrafast ISC and VR within the

triplet MLCT manifold populating the thermally relaxed
3MLCT state, localized at the central part of the 4H-imidazole.
The characteristic time scales of these processes and their
spectral characteristics are not changed significantly by
protonation, shifts in the zero crossing position of the DAS
for the ISC process are observed (RuMe 525 nm, RuCOOEtH
and RuNMe2H3 510 nm, and RuNMe2H 620 nm), and for
RuMe, RuCOOEtH, and RuNMe2H3, an additional zero
crossing is observable at 650 nm (Figure 7).
In the electron-donating substituted protonated forms

RuMeH and RuNMe2H, only one additional process could
be identified describing the radiationless decay back to the
ground state directly from the thermally relaxed nonplanarized
state. The observed time constant τ3 for this process is for
RuNMe2H (τ3 = 250 ps) larger than for RuMe (τ3 = 106 ps).
This can be explained by inductive destabilization of the
nonplanarized MLCT excited state by the enhanced electron

density in the ligand caused by the stronger electron-donating
properties of the NMe2 substituent, which increases the energy
gap in RuNMe2 as compared to RuMe. The direct decay from
the nonplanarized excited state is due to the stronger
stabilization of the nonplanarized excited state by protonation.
This can be explained by the stronger localization of this state
on the central part of the ligand where, upon protonation, the
positive charge resides, which stabilizes the excess electronic
density in the nonplanarized state. This changes the energetic
ordering of the excited states, and the planarized state is no
longer available for relaxation. The results of TDDFT
optimizations confirm this result (see the Supporting
Information).
When the protonated ligand is substituted with an electron-

withdrawing group, four processes, as in the unprotonated
forms, are observed. The stabilizing effect of the electron-
withdrawing substituent on the planarized state is restoring the
energetic ordering of the nonplanarized and planarized triplet
state as found in the unprotonated species. The strong (weak)
spectral contribution of the third (fourth) process can be
explained with the buildup of an excited-state absorption band
upon planarization nearly completely diminishing the GSB
contribution (see Supporting Information Figure S10). Addi-
tionally, it is possible that the planarized and nonplanarized
states in these systems are close in energy and that a part of the
excited species directly returns to the ground state from the
nonplanarized state and the planarized state is only partly
populated. This matter cannot fully be resolved by this study
but will be subject to further investigations. τ3 describes the
population of a planarized state and possibly in parallel the
partial repopulation of the ground state, and τ4 is associated
with the radiationless repopulation of the ground state from the
planarized state. For RuNMe2H3, the decay of the planarized
state to the ground state (τ4 = 639 ps) is faster as compared to
the unprotonated form RuNMe2 (τ4 = 1250 ps). This can be
understood as a result of both stabilizing influences of
protonation and electron-withdrawing substitution lowering
the energy gap. In contrary, for the protonated form of
RuCOOEt, ground-state recovery is significantly slowed
(RuCOOEt τ4 = 281 ps, RuCOOEtH τ4 = 505 ps), which is
in contrast to the expected decreased energy gap. A possible
explanation for this behavior is that in the deprotonated species,
higher lying 3MC (metal-centered) states contribute to the
excited-state decay and offer a very fast radiationless
deactivation path.6 In the protonated species, this decay
channel is less available due to the higher energy gap between
the 3MLCT states and the 3MC states.2,61,106−109

The relative positions of the excited states and the observed
processes are schematically summarized in Scheme 3. In the
investigated structures, protonation occurs in closer spatial
vicinity to the first excited state and is expected to stabilize this
state with respect to the planarized state, while, as already
detailed below, ligand substitution at the terminal rings has a
stronger impact on the second planarized excited state. Hence,
the right choice of ligand substituent and protonation state
offers the possibility to trap the system in the first non-
planarized excited state. An especially interesting case in this
respect is RuNMe2, as the character of the substituent can be
changed from electron donating (NMe2) to electron with-
drawing (NMe2H

+) by adjusting the pH of the solution. Hence,
the electronic situation in RuNMe2 can be switched between
three states just by controlling the solvent pH.
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4. CONCLUSION
The photoinduced processes in a series of 4H-imidazole-
ruthenium dyes were investigated in dependence on the
electronic character of the ligand substituents and the
protonation state. The results of the time-resolved measure-
ments yielded distinct structure−dynamics relations in the
investigated systems.
The data reveal that the excited states after excitation in the

MLCT transition of the 4H-imidazole-ruthenium dyes are quite
short-lived, and the ground state is nearly completely
repopulated within at most 3 ns in the deprotonated forms
and 1 ns in the protonated forms. The processes leading to a
decay of the excitation involve two excited states localized in
the 4H-imidazole sphere. The conversion between these states
occurs within ∼100 ps (depending on solvent viscosity) and is
coupled to a strong structural rearrangement in the 4H-
imidazole ligand. This structural rearrangement leads to a
planarization of the coordinated ligand. Connected to this
planarization is a shift of the excess electronic charge within the
4H-imidazole ligand. This shift of the excited state could be
severe competition for electron transfer processes to acceptor
units attached in close vicinity of the nonplanarized excited
state. To improve the functionality of the dyes, it is necessary to
find ways to block the population of the second planarized
excited state within the 4H-imidazole ligand sphere. In this
respect, the interplay between ligand substitution and
protonation becomes of importance.
In the planarized excited state, the electronic communication

between the substituents at the terminal rings and the rest of
the ligand system is enhanced by establishing a completely
conjugated system. Hence, the influence of the electronic
character of the substituent is much stronger than for the
nonplanarized state only located at the central imidazole and
phenyl ring. This results in a slower population of the
planarized state and the ground state in the case of electron-
donating substitution. In complexes with electron-withdrawing
substituents, the interconversion between these states and the
decay to the ground state is accelerated.
In contrary, protonation of the imidazole nitrogen atom

occurs in the vicinity of the nonplanarized MLCT state, causing
a stronger stabilization of the excess electronic charge in this
state. Together with the effects of the substituents, this results

in the case of electron-donating substitution in an inversion of
the electronic ordering of the excited states. As a consequence,
the planarized state is not available for relaxation, and the
system directly decays back to the ground state. The stabilizing
effects of electron-withdrawing substituents on the terminal
rings restore the energetic ordering present in the deprotonated
form, and in those species the planarized state is populated
again during the excited-state decay. This results in a pH
switchable decay mechanism for RuNMe2, as by protonation of
the NMe2 substituent the character is changed from electron
donating to electron withdrawing.
Finally, it can be concluded that by appropriate choice of the

substituents and the protonation state, localization of the
excitation can be controlled and trapped in the nonplanarized
excited state. Such effects need to be kept in mind for the
design of dyes with suitable coupling groups in the ligand
sphere, for example, to attach the dye on a TiO2 surface. Their
influence depending on their electronic character and position
in the 4H-imidazole ligand on the excited state processes and
the relative energetic positions of the excited states might
severely influence the functionality of the dye as sensitizer, by
enabling or blocking unwanted quenching processes. This will
be the subject of further investigations.
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Computational details: 
In order to allow for a reduction of the computational cost of the simulations without affecting the 

spectroscopic properties of the complexes, the three tert-butyl groups were approximated in the 

calculations by methyl groups. The structural and electronic data were obtained from quantum 

chemistry calculations performed with the GAUSSIAN 09 program1. The geometry, vibrational 

frequencies, and normal coordinates of the ground state were calculated by means of density functional 

theory (DFT) with the exchange-correlation (XC) functional B3LYP2,3. The 28-electron relativistic effective 

core potential MWB4 was used with its basis set for the ruthenium atom, that is, 4s, 4p, 4d and 5s 

electrons are treated explicitly, whereas the three first inner shells are described by the core 

pseudopotential. The 6-31G(d) double-ζ basis set5 was employed for the ligands. To correct for the lack 

of anharmonicity and the approximate treatment of electron correlation, the harmonic frequencies 

were scaled by the factor 0.97.6 The vertical excitation energies, oscillator strengths and analytical 

Cartesian energy derivatives of the excited states were obtained from time dependant DFT (TDDFT) 

calculations within the adiabatic approximation with the same XC functional, pseudopotential and basis 

set. The absorption spectra were simulated by determining the excitation energies and oscillator 

strengths of the 80 lowest singlet excited states. The effects of the interaction with a solvent 

(acetonitrile, ε=35.688, n=1.344) on the geometry, frequencies, excitation energies and excited state 

gradients were taken into account by the integral equation formalism of the polarizable continuum 

model7. The nonequilibrium procedure of solvation was used for the calculation of the excitation 

energies and of the excited state gradients, which is well adapted for processes where only the fast 

reorganization of the electronic distribution of the solvent is important. 

The relative RR intensities of RuCOOEt and RuCOOEtH were obtained within the short-time 

approximation8 (STA). In the STA, the RR intensity for a fundamental transition 
l10  is calculated from 
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the partial derivative of the excited state electronic energy ( eE ) along the lth normal coordinate (
lQ ) 

evaluated at the ground state equilibrium geometry, 
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where
l  is the frequency of the lth normal mode. These gradients were obtained from the analytical 

derivatives of the excited state electronic energy ( eE ) along the non-mass-weighted Cartesian 

coordinates according to the relation 
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where M is the matrix containing the atomic masses, L is the orthogonal matrix obtained from the 

solution of the ground state normal mode eigenvalue problem, and 
0)/( QE e  and

0)/( xE e   are 

column vectors containing the derivatives along the normal coordinates and Cartesian coordinates, 

respectively. 

The use of the STA is appropriate for the complexes investigated here. Indeed, the RR measurements 

are performed for excitation wavelengths in resonance with absorption bands displaying a large 

broadening and no resolved vibronic structure, each of them being associated with a single electronic 

excited state. These facts indicate that no significant interference effects should occur between different 

excited states and that the relative RR intensities should show a weak dependence with respect to the 

excitation wavelength.  

Furthermore, the deactivation pathway after photoexcitation was investigated for RuMe and RuMeH. 

Starting from the Franck-Condon (FC) region geometry optimizations at the TDDFT level of theory have 
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been carried out for the low-lying excited singlet state (RuMe S6 and RuMeH S4) and planarized triplet 

state (Tplan). In addition the triplet ground state in FC structure has been optimized at the DFT level of 

theory leading to the geometry 3MLCT. In each of the four equilibrium structures (FC, 1MLCT, 3MLCT and 

3MLCTplan) TDDFT calculations including 40 singlet and 40 triplet excited states were performed to map 

the energies of the four electronic states of interest namely the singlet ground state (S0), the low-lying 

excited singlet state (S6 / S4), the triplet ground state in the FC structure (Ttwist) and the planarized triplet 

state (Tplan). All calculations have been performed at the same level of theory as stated above. The 

resulting energy values of the excited states should not be treated as real values because of the inherent 

error of the method, which was estimated to be 0.4-0.5.9,10 These calculations have only exploratory 

character.  
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Computational results – absorption spectra: 

 

 

Figure S1: Calculated and experimental absorption spectra of RuCOOEt (top) and RuCOOEtH (bottom). The calculated oscillator 
strengths are represented by black sticks. A Lorentzian Function with a fwhm 20 nm is employed to broaden the calculated 
intensities. The experimental spectra were measured in ACN. The protonated form was prepared by adding trifluoroacetic acid 
to the solution of the dye in ACN.  
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Table S1: Calculated vertical excitation energies (E), oscillator strengths (f) and single-excited configurations of the main excited 
states and experimental absorption maxima in the visible range. 

 State Transition Weight 

(%) 

E/eV λ/nm F λexp/nm 

RuCOOEt 1 dxz(212)→π*im(213) 96 1.70 729 0.0413  

 4 dxz(212)→π*terpy(215) 82 2.24 553 0.0440  

 5 dxy(210) →π*terpy(214) 

dyz(211)→ π*terpy(214) 

14 

96 

2.30 540 0.0525  

 6 dxy(210) →π*im(213) 

dxy(210) →π*terpy(214) 

dyz(211)→π*im(213) 

15 

31 

48 

2.32 534 0.3096 

 

600 

 11 πim(209) )→π*im(213) 94 2.88 431 0.2784 429 

RuCOOEtH 1 dxy(210)→π*im(213) 

dxz(212)→π*im(213) 

17 

96 

1.40 885 0.0099  

 3 dxy(210)→π*im(213) 84 2.23 556 0.4623 615 

 10 πim(209)→π*im(213) 94 2.92 424 0.3530 370 
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Table S2: Molecular orbitals involved in the main configurations of the states responsible for the absorption and RR properties 

of RuCOOEt and RuCOOEtH 

RuCOOEt RuCOOEtH 

209 209 

210 210 

211 211 

212 212 

213 213 
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214 

 

215  

 

 

 

Table S3: calculated dihedral angles for the investigated complexes in their unprotonated and protonated forms in the ground 
state geometry  

 1 2 

RuMe 66° 48° 
RuMeH 61° 46° 
RuNMe2 54° 42° 
RuNMe2H 52° 37° 
RuNMe2H3 69° 48° 
RuCOOEt 61° 46° 
RuCOOEtH 65° 46° 
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Computational results – resonance Raman spectra: 
 

 

Figure S2: Experimental and calculated resonance Raman spectra of RuCOOEt (STA, state S6) and RuCOOEtH (STA, state S3) in 
ACN with excitation in the MLCT transition. Solvent bands are marked with an asterisk. 
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Table S4: Assignment of the vibrational frequencies and relative RR intensities (Icalc) in the STA for the MLCT excited state S6 of 
RuCOOEt. The theoretical frequencies were scaled by a factor of 0.97 

Mode type Freq. (Calc) / cm-1 Icalc Freq. (Exp.) / cm-1 

Im 752.2 0.01  

Tpy 765.7 0.02  

Im 815.9 0.17 835 

Im 856.1 0.12 869 

Im 872.2 0.01  

im, tpy 882.2 0.04  

Im 919.8 0.05 LM 

Tpy 930.7 0.1  

Im 985.9 0.02  

im, tpy 1028.7 0.12 1047 

Tpy 1074.6 0.04 1077 

Im 1113.8 0.07 1119 

Im 1119.3 0.03 1131 

Im 1161.6 0.13 1150 

Tpy 1178.1 0.01 1168 

Im 1224.6 0.28 1232 

Im 1242.7 0.03 1232 

Im 1259.1 0.03 1248 

Im 1259.9 0.03 1248 

Tpy 1283.1 0.05 1279 

Tpy 1323.7 0.32 1327 

Im 1346.7 0.78 1359 

im, tpy 1381.5 1.00 1387 

Tpy 1437.7 0.04  
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Tpy 1466.8 0.04  

Tpy 1474.2 0.05  

Im 1492.9 0.39 1491 

Tpy 1538.6 0.04 1531 

Im 1560.4 0.37 1559 

Im 1570.5 0.79 1572 

Im 1578.7 0.56 1578 

Im 1590.3 0.08 1592 

Tpy 1609.4 0.02 1611 

im, tpy 1614.2 0.02 1611 

 

Table S5: Assignment of the vibrational frequencies and relative RR intensities (Icalc) in the STA for the MLCT excited state S3  of 
RuCOOEtH. The theoretical frequencies were scaled by a factor of 0.97 

Mode type Freq. (Calc) / cm-1 Icalc Freq. (Exp.) / cm-1 

Tpy 724.2 0.01  

im, tpy 745.5 0.01  

Im 814.4 1.00 834 

Im 857.7 0.48 874 

Im 871.1 0.11 890 

Im 910.9 0.01  

Tpy 931.81 0.01  

Im 942.3 0.08 954 

Im 985.2 0.02 967 

Im 1002.6 0.01  

Tpy 1031.4 0.03 1029 

Im 1052.9 0.01 1050/1068 
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Tpy 1077.3 0.02 1079 

Im 1107.6 0.01 1106 

im, tpy 1145.4 0.10 1148 

Im 1165.1 0.09 1170 

Im 1169.6 0.02 1170 

Im 1212.5 0.29 1225 

im, tpy 1213.0 0.34 1225 

Im 1250.2 0.26 1261 

Im 1261.0 0.10 1275 

Im 1262.9 0.03  

Im 1287.0 0.39 1317 

Tpy 1287.4 0.09 1317 

Im 1303.9 0.18 1317 

Tpy 1327.3 0.1 1317 

Im 1334.1 0.02 1329 

Im 1372.9 0.01 LM 

Im 1386.1 0.07 LM 

Im 1407.4 0.03  

Im 1449.6 0.22 1452 

Im 1475.6 0.47 1477 

im, tpy 1477.5 0.19 1477 

Im 1498.5 0.19 1501 

Im 1508.9 0.98 1512 

Tpy 1544.3 0.01  

Im 1564.6 0.29 1572 
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Im 1569.9 0.20 1572 

Im 1587.0 0.07 1586 

Im 1604.6 0.04 1605 

Im 1606.1 0.06 1605 

Tpy 1611.6 0.04 1605 

Im 1655.7 0.23 1639 

 

Computational results – excited state optimizations: 
 

Table S6: Optimized geometries FC, 
1
MLCT, 

3
MLCT and 

3
MLCTplan of RuMe and RuMeH  

 FC 1MLCT (S6 / S4) 3MLCT 3MLCTplan 

RuMe  

1=66.10° 

2=48.17° 

dRu-N anti=2.11Å 

 

1=50.20° 

2=38.71° 

dRu-N anti=2.14Å 

 

1=44.50° 

2=40.37° 

dRu-N anti=2.07Å 

 

1=16.34° 

1=69.52° 

dRu-N anti=2.74Å 

RuMeH  

1=60.73° 

2=46.09° 

dRu-N anti=2.11Å 

 

1=49.46° 

2=30.20° 

dRu-N anti=2.18Å 

 

1=49.94° 

2=44.83° 

dRu-N anti=2.10Å 

 

1=38.91° 

2=59.28° 

dRu-N anti=2.82Å 
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Figure S3. Schematic representation of relative energies of the singlet states S0 and S6 and the triplet states Ttwist and Tplan for 
the equilibrium geometries of each of the four electronic states investigated for RuMe. 

 

Figure S4. Schematic representation of relative energies of the singlet states S0 and S4 and the triplet states Ttwist and Tplan for 
the equilibrium geometries of each of the four electronic states investigated for RuMeH 
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Table S7: Calculated vertical excitation energies (E), oscillator strengths (f) and singly-excited configurations of the main excited 
states in each of the appropriate minimum structures (FC, 

1
MLCT, 

3
MLCT and 

3
MLCTplan) contributing to the relaxation 

pathway in RuMe 

State Transition Weight (%) E/eV F 

FC 

S6 dxy(181)→
*

im(183) 54 2.41 0.4011 

 dyz(180)→
*

terpy(184) 32   

Ttwist dxz(182)→
*

im(183) 90 1.36 0.0000 

Tplan dxz(182)→
*

RuIm+*
im(188) 55 2.34 0.0000 

 dxz(182)→
*

RuIm-
*

im(196) 13   

1
MLCT 

S6 dxy(181)→
*

im(183) 83 2.17 0.3617 

 dyz(180)→
*

terpy(184) 13   

Ttwist dxz(182)→
*

im(183) 90 1.15 0.0000 

Tplan dxz(182)→
*

RuIm-
*

im(189) 30 2.32 0.0000 

 dxz(182)→
*

RuIm+*
im(188) 18   

 im(179)→
*

im(183) 14   

 dxz(182) →dx²-y²+
*

im(195) 9   

3
MLCT 

S5 dxy(181)→
*

im(183) 69 2.22 0.3792 

 dyz(180)→
*

terpy(184) 16   

 dyz(180)→
*

terpy(184) 8   

Ttwist dxz(182)→
*

im(183) 98 0.81 0.0000 

Tplan dxz(182)→
*

RuIm-*
im(189) 38 2.35 0.0000 

 dxz(182) →dx²-y²+
*

im(195) 12   

3MLCTplan 

S5 dxy(182)→
*

im(184) 91 2.00 0.1058 
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Ttwist dxz(181)→
*

im(184) 45 2.16 0.0000 

 dyz(179)→
*

im(184) 19   

Tplan dxz(182)→
*

RuIm+
*

terpy(183) 49 -0.37 0.0000 

 dxz(182)→
*

RuIm-
*

terpy(185) 21   

 dxz(181)→
*

RuIm+*
terpy(183) 19   

 dxz(181)→
*

RuIm-
*

terpy(185) 9   

 

Table S8: Molecular orbitals of RuMe involved in the configurations of the main excited states in each of the appropriate 

minimum structures (FC, 
1
MLCT, 

3
MLCT and 

3
MLCTplan). 

FC 1MLCT 3MLCT 3MLCTplan 
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Table S9: Calculated vertical excitation energies (E), oscillator strengths (f) and singly-excited configurations of the main excited 
states in each of the appropriate minimum structures (FC, 

1
MLCT, 

3
MLCT and 

3
MLCTplan) contributing to the relaxation 

pathway in RuMeH 

State Transition Weight (%) E/eV F 

FC 

S4 dxy(180)→
*

im(183) 82 2.29 0.4674 

Ttwist dxz(182)→
*

im(183) 94 1.13 0.0000 

Tplan dxz(182)→
*

RuIm+
*

terpy(189) 44 2.35 0.0000 

 dxz(182)→
*

terpy(185) 32   

1MLCT 

S3 dxy(180)→
*

im(183) 72 1.60 0.1408 

 dxz(182)→
*

im(183) 13   

 dyz(181)→
*

im(183) 9   

Ttwist dxz(182)→
*

im(183) 90 0.71 0.0000 

Tplan dxz(182)→
*

RuIm+
*

terpy(189) 54 2.25 0.0000 

 dxz(182)→ dx²-y²+
*

im(194) 14   

 dxz(182)→ dx²-y²+
*

im(195) 11   

3
MLCT 

S4 dxy(180)→
*

im(183) 80 2.19 0.4504 

 dxz(182)→
*

terpy(185) 8   

Ttwist dxz(182)→
*

im(183) 96 0.68 0.0000 

Tplan dxz(182)→
*

RuIm+*
terpy(189) 54 2.33 0.0000 

 dxz(182)→
*

RuIm-
*

terpy(196) 13   

 dxz(182)→ dx²-y²+
*

im(194) 10   

3MLCTplan 

S5 dxy(180)→
*

im(183) 68 2.36 0.2083 

 dyz(181)→
*

im(183) 11   
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Ttwist dxz(182)→
*

im(183) 88 1.24 0.0000 

Tplan dxz(182)→
*

RuIm+*
terpy(184) 71 -0.37 0.0000 

 dxz(182)→
*

terpy(186) 11   

 dxz(182)→
*

terpy(185) 9   

 

Table S10: Molecular orbitals of RuMeH involved in the configurations of the main excited states in each of the appropriate 

minimum structures (FC, 
1
MLCT, 

3
MLCT and 

3
MLCTplan) 

FC 1MLCT 3MLCT 3MLCTplan 
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The decay pathways after photoexcitation were investigated exemplarily for RuMe and its protonated 

form RuMeH using DFT and TDDFT methods. The figures S3 and S4 show the resulting energetic profiles 

of the four most important states involved in the relaxation mechanism. 

In the unprotonated complex RuMe an excitation into S6 (2.41 eV) occurs (Table S7). From this state ISC 

into the triplet manifold occurs and the system relaxes to the triplet (Ttwist) equilibrium geometry 

(3MLCT). This process is connected with a minor torsion of the tolyl groups as can be seen in the changes 

of 22 and 8° in the dihedral angles δ1 and δ2. Furthermore, the Ru-4H-imidazole RuN bond lengths are 

slightly contracted from 2.11 Å in the FC region to 2.07 Å. The most important structural parameters of 

the optimized geometries are summarized in Table S6. The twisted triplet state is dominated by a partial 

occupation of the dxz and an antibonding π*im-orbital distributed over the 4H-imidazole, further insight 

is provided in Table S7. The Ttwist stabilizes by 0.31 eV compared to the FC region to 1.05 eV. The main 

transition in the Tplan is characterized by the partial occupation of the dxy and one antibonding σ*-orbital 

between the Ru and 4H-imidazole ligand. Hence, the respective bond is stretched to 2.74 Å (see 

Table S6) in the 3MLCTplan equilibrium geometry. This structural change is illustrated by Table S6 and 

accompanied by a pronounced torsion of the corresponding tolyl moiety (from 66.10° in the FC structure 

to 16.34° in 3MLCTplan) leading to an almost planar conformation. Due to the localization of the σ*-orbital 

on only one Ru-4H-imidazole bond the planarization takes place only in one tolyl moiety. In the 3MLCTplan 

structure the electronic ground state is of triplet multiplicity since Tplan is by 0.37 eV more stable than S0.  

Detailed information concerning the relevant excited states of RuMeH is provided in Table S9, while the 

structural data is given in Table S6. In the case of RuMeH the excited singlet state (S4) is lowered 

compared to RuMe by protonation of 4H-imidazole. However, Tplan is not affected. In the optimized 

geometry 3MLCTplan Tplan is stabilized by 1.32 eV to a relative energy of 1.03 eV. The main character of 

this triplet state is given by a partial occupation of the dxy and σ*-orbital joining the Ru and the 4H-

imidazole ligand. The opening of the respective bond is with a bond length of 2.82 Å (2.11 Å in FC 

geometry) slightly enhanced compared to RuMe. Nevertheless, the torsion of the tolyl moieties is with 

38.91° (δ1) and 59.27° (δ2) much less pronounced. On the other hand Ttwist is of dxz-π*im character and 

is clearly stabilized by protonation (1.05 eV RuMe, 0.88 eV RuMeH in the 3MLCT geometry). This 

stabilization is accompanied by marginal torsion of the tolyl groups (δ1=49.94 and δ2=44.83), while the 

bond length of the Ru 4H-imidazole is with 2.10 Å very close to the value of 2.11 Å in the FC equilibrium 

structure. The comparison of the relative energetic positions of Ttwist and Tplan in their respective 

equilibrium geometries allows a prediction of the decay pathways in dependence on the protonation 

state of the 4H-imidazole ligand. In the unprotonated form RuMe the planar (1.07 eV) and the twisted 

triplet state (1.05 eV) relaxes to approximately the same energy level and population of the planarized 

state during relaxation is possible, associated with considerable changes in the geometry. This leads to a 

strong coupling between the vibrational modes of Tplan and S0 offering an effective radiationless decay 

path. Hence the population of the singlet ground state is high likely to evolve from Tplan. On the other 

hand for the protonated RuMeH system due to the stabilization of the Ttwist by protonation compared to 

Tplan this state is by 0.15 eV lower than the planar triplet state, hence the repopulation of the singlet 

ground state is more likely to occur from the Ttwist minimum.  
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pKa determination RuMe and RuCOOEt 

 

Figure S5: Absorption spectral changes observed for a 1.810
-4

 M solution of RuMe in acetonitrile upon addition of aliquots of 

0.01 M TFA/acetonitrile. 

 

Figure S6: Absorption spectral changes observed for a 2.110
-4

 M solution of RuCOOEt in acetonitrile upon addition of aliquots 

of 0.01 M TFA/acetonitrile. 
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Solvent viscosity dependent measurements 

 

Figure S7: Absorption spectra of RuMe in solvents of differing viscosity. 

In the applied series of solvents ACN/GBL/DMPU the MLCT band position in the absorption spectrum of 

RuMe is shifted bathochromically (585/594/600 nm). The dipole moment of RuMe was determined to 

increase upon excitation. Hence, in the presence of only dipolar interactions between solvent and solute 

a bathochromic shift of MLCT bands with increasing solvent polarity expressed in the value of the 

dielectric constant of the solvent, is expected.1,2 Unfortunately solvent polarity does not follow this row 

(37.5/39/36.1). Hence, in the absorption spectrum of RuMe the MLCT band position is not correlated 

only with solvent polarity. Another effect is reported to determine the solvatochromism of complexes 

with ligands containing lone pairs, e.g. Cl-, CN-, NCS-1,3-5 which is the interaction of the externally 

directed lone pair with the (protic) solvent. The strength of this interaction can be correlated with the 

Gutmann Acceptor Number (AN) of the solvent. For such interaction it is reported to result in a blue 

shift of the MLCT band with increasing AN, because the π-Donor/Acceptor capability of the respective 

ligand is decreased/increased.  Both effects result in an increase in the ligand field strength of the ligand, 

which lowers the relative energetic position of the d-Donor orbitals involved in the MLCT transition. In 

the used polar aprotic solvents AN is relatively small (ACN 19, GBL 17.3, DMPU 14). The observed 

blueshift with increasing AN is in agreement with a dominating impact of solute solvent interactions 

involving the lone pairs of the chloro ligand on the position of the absorption band. 

 
1. M. D. Ward, Coordination Chemistry Reviews, 2006, 250, 3128-3141. 
2. S. Fantacci, F. De Angelis and A. Selloni, Journal of the American Chemical Society, 2003, 125, 

4381-4387. 
3. N. R. M. Simpson, M. D. Ward, A. F. Morales and F. Barigelletti, J Chem Soc Dalton, 2002, 2449-

2454. 
4. C. J. Timpson, C. A. Bignozzi, B. P. Sullivan, E. M. Kober and T. J. Meyer, Journal of Physical 

Chemistry, 1996, 100, 2915-2925. 
5. M. T. Indelli, C. A. Bignozzi, F. Scandola and J. P. Collin, Inorganic Chemistry, 1998, 37, 6084-

6089. 
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Figure S8: DAS spectra of RuMe in GBL (left) and DMPU (right) and time constants of the respective processes. 
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Dependence of electron and energy transfer processes on the driving force 

The application of both a quantum mechanical approach (Fermi´s Golden Law) to electron or energy 

transfer processes and radiationless decay and a classical description of electron transfer based on 

Marcus-Hush Theory indicates the presence of two kinetic regimes for electron transfer processes, 

which need to be distinguished:  (1) The “normal” region:  the reorganization energy is larger than the 

driving force. In this case an acceleration of the process with increasing driving force is observed. (2) The 

“inverted” region: the reorganization energy is smaller than the driving force. Here the known “energy 

gap law” behavior for radiationless decay is observed. 

In the investigated systems we observe both regimes.  For the conversion from 3MLCT to 3MLCTplan the 

driving force is smaller than the reorganization energy and the normal region behavior is observed. As 

RuNMe2 has the smallest energy gap between these two states it shows the slowest population rate of 
3MLCTplan. The decay to the ground state is a process with high driving force, which is larger than the 

reorganization energy. Hence here a deceleration of the decay with increasing energy gap is observed.  

1. Ceroni, P.; Balzani, V.; Photoinduced Energy and Electron Transfer Processes, The Exploration of 

Supramolecular Systems and Nanostructures by Photochemical Techniques; Springer Netherlands; 

Ceroni, P. (Ed.), (78) 2012, 21 
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Extraction of excited-state absorption contributions in the transient spectra 
To determine the ESA contribution in the TA spectra a subtraction of the inverted absorption spectrum, 

reflecting the GBS contribution, from the TA spectra was performed. To determine the early time ESA 

corresponding to the non-planarized excited state, the TA spectrum recorded at 5 ps after excitation 

was selected. At this time, according to the kinetic model, most of the excited molecules are in the 

relaxed non-planarized state, and only a minor fraction of molecules populates the planarized state at 

this time. To obtain the ESA of the planarized state TA spectra at later times were chosen, where no 

population of the non-planarized state is left (RuMe and RuNMe2 at times later than 500 ps, RuCOOEt at 

400 ps, and RuCOOEtH and RuNMe2H3 at 200 ps). The scaling for the subtracted GSB feature at early 

times was chosen to give a reasonably shaped spectrum without negative values. It should be regarded 

that this approach may lead to a severe underestimation of the ESA. To get an appropriate scaled GSB at 

later times partial repopulation of the ground state was considered. By applying the kinetic model the 

fraction of photoexcited complexes left in the excited state was determined (at a respective time) and 

the ratio between early time excited-state species and later time excited-state species was used to scale 

the GSB contribution for subtraction. 
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Figure S9: (A) Selected transient absorption spectra of RuMe, RuNMe2 and RuCOOEt and the inverted shape of the respective 
ground state absorption spectrum. (B) ESA spectra resulting from subtraction of the inverted absorption spectrum from the TA 
spectra at certain delay times, as described in the text above.  
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Figure S10: (A) Selected transient absorption spectra of RuMeH, RuNMe2H, RuCOOEtH and RuNMe2H3 and the inverted shape 
of the respective ground state absorption spectrum. (B) ESA spectra resulting from subtraction of the inverted absorption 
spectrum from the TA spectra at certain delay times, as described in the text above.  



Chapter 5

Summary and Outlook

Sunlight is an attractive regenerative energy source. Therefore, the design of light-harvesting
antennas, collecting large fractions of the solar radiation spectrum, and effective photosensiters
is crucial in the field of solar energy conversion, either via artificial photosynthesis or solar
cells, or more precisely DSSCs. A manifold of requirements are put on such antennas and sen-
sitizers: a strong stability on light, heat, and electricity, a pronounced overlap of its absorption
bands with the solar radiation spectrum, and a directional and effective ET from the donor to
the acceptor groups.
The goal of the present thesis is to characterize novel light-harvesting dyes with potential for
DSSCs and artificial photosynthesis. A theoretical study, aiming at determining correlations
between structure and photophysical properties with respect to protonation effects, substitu-
tion, and solvation, have been carried out. To obtain such information, electronic excited states
have been investigated. In contrast to the ground state, these are difficult to calculate, especially
if CT states are involved. Incidentally, CT states are essential to accomplish charge separation
in any light-harvesting device.
In this thesis, we applied state-of-the-art multiconfigurational and TDDFT methods in order
to calculate excited state properties. Multiconfigurational methods are capable to estimate ex-
citation energies with good accuracy for excited states of different character (locally excited
and CT states). However, methods like CASPT2/CASSCF are typically highly demanding
from a computational point of view. In addition, a substantial knowledge coupled with chem-
ical intuition of the molecular system is required. Therefore, these methods are restricted to
small molecular systems. The RASPT2/RASSCF methodology lowers the computational cost
by restricting the number of excited configurations. This high flexibility is at the same time
the biggest drawback since there is no scheme to select key configurations on a systematic
basis. Given the scarce experience in using these methods, in this thesis also special atten-
tion was put to find general strategies to calculate excited state energies and gradients using
RASPT2/RASSCF. The alternative ansatz, TDDFT, requires a considerably lower computa-

205



206 CHAPTER 5. SUMMARY AND OUTLOOK

tional effort compared to multiconfigurational methods. Problematic within TDDFT (or rather
DFT) is the lack of a straight path to increase the accuracy of the simulation. A large variety
of functionals is available that can provide excellent but also poor estimations of excited states
depending on their character. These methods are applied here to give a comprehensive picture
of the photophysical and photochemical properties of light-harvesting dyes based on organic
dyes as well as on transition metal complexes. Particularly, throughout this thesis the following
molecular systems have been studied:

i) organic donor-π-acceptor dyes with applications in DSSCs and as ligands for ruthenium(II)
based black absorbers,

ii) novel ruthenium(II) polypyridine light-harvesting dyes, attractive for DSSCs and as pho-
tosensitizer in artificial photosynthesis,

iii) ET processes at a titanium dioxide-dye interface, such processes are the basis for charge
separation in DSSCs.

In the following, a brief resume concerning these three topics is provided.

i) The application of pure organic dyes in DSSCs has the advantage over classical silicon based
solar cells that expensive and toxic transition metals are avoided in their production. For this
reason, a series of novel 4-methoxy-thiazole based donor-π-acceptor dyes have been investi-
gated by TDDFT and RASPT2/RASSCF methods. The theoretical analysis allowed predictions
of photophysical properties, e.g. the positions of absorption and emission bands as well as RR
intensities, and gave insight into the underlying electronic states. Substantial knowledge could
be obtained with respect to the influence of donor and linker groups on excitation states proper-
ties, e.g. excitation energies and CT character. The latter was also found to be in close relation
to the measured electron injection efficiency of these dyes on a TiO2 semiconductor.
Such donor-π-acceptor dyes are not limited to direct applications in DSSCs. They can be also
used as ligands for transition metal complexes, in order to enhance their absorption towards
the NIR. The photophysical properties and the relaxation pathways upon photoexcitation of
two of these 4-methoxy-thiazole ligands have been studied dependent on the solvent polarity.
Furthermore, a mechanistic investigation of the ICT state has been carried out.
The theoretical analysis of these donor-π-acceptor dyes gave a rationalization of changes in
their optical properties upon functionalization. The gained knowledge is of vital importance
for the design of new light-harvesting antennas in the field of DSSCs.

ii) A promising alternative for organic light-harvesting antennas in DSSCs are black absorbers
based on transition metal complexes. Here, especially ruthenium(II) polypyridine complexes
have been widely studied because their outstanding combination of broad absorption in the



207

UV/vis region, their redox and catalytic activities, and their remarkable stability on light, heat
and electricity. Various modifications in the polypyridine ligand sphere have been made in
order to tune their optical properties. Herein, a novel class of ruthenium(II) polypyridine com-
plexes with 4H-imidazole ligands have been studied. The introduction of the 4H-imidazole into
the coordination sphere enabled a substantial extension of the absorption towards the NIR. The
applied TDDFT simulations unraveled the contribution of the polypyridine and 4H-imidazole
ligands to the absorption spectrum, while detailed insight into the nature of the excited states
in the FC region was provided by means of RR spectroscopy. The simulation of RR intensi-
ties was found to be very beneficial to study the effects of substitution (in the 4H-imidazole as
well as in the polypyridine ligand sphere). Thus, through the RR analysis we could evaluate
the impact of substitution effects on the excited state properties, identify unknown protonation
states, and evaluate the directionality of CT. Hence, it was shown that not only modifications
of the ligands but also pH-control can be utilized not only to tune excitation energies but also
to directionalize the CT excitations on the (4H-imidazole) bridging-ligand. Both strategies are
highly valuable for designing optimal sensitizers in the field of DSSCs and artificial photo-
synthesis. Furthermore, protonation is of significant importance for the deactivation pathways
upon photoexcitation, leading to the population of different relaxation channels.
In general, the protonated forms feature an increased directional CT capability to the 4H-
imidazole bridging-ligand combined with a substantially bathochromical shift in the excitation
energies. Hence, these species are of potential interest as photosensitizers in artificial photo-
synthesis devices, as e.g. devised in the frame of the PhotoMic project, but also as dyes in
DSSCs. The next step, with respect of applications in DSSCs, is to study these ruthenium(II)
complexes on a titanium dioxide surface, in order to provide information concerning ET pro-
cesses that may compete with unwanted internal deactivation pathways.

iii) Introducing a carboxilic acid group on these ruthenium(II) complexes bearing a 4H-imida-
zole ligand enables its anchoring to a TiO2 surface and hence make them suitable for DSSCs.
Unexpectedly, such anchoring groups were found to significantly influence the excited states
properties. pH-dependent optical properties have been rationalized by simulating RR spec-
tra. Only one protonated species showed an almost quantitative and directional CT to the
4H-imidazole bridging-ligand. This charge separation is necessary to allow a subsequent ET
to the electron acceptor unit, for instance, a titanium dioxide semiconductor (as in DSSCs) or
a catalytic center for hydrogen production (as in artificial photosynthesis, e.g. in the frame of
PhotoMic). In this thesis, the focus was set to study ET between a photoexcited ruthenium(II)
complex and a TiO2 cluster (rutile), aiming at describing ET rates and, hence, electron injec-
tion efficiencies in DSSCs. ET rates are accessible combining QM/MM with MD based on
semi-classical Marcus theory. Such simulations are computational very demanding and have,
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up to our knowledge, never been attempted before in the field solar energy conversion. The
time-evolution of the two reaction states, the charge separated state (located at the dye) and the
acceptor state (located at the semiconductor), are here investigated by means of MD coupled
with DFT simulations, while the solvent bath is described at the MM level of theory. Due to the
high demand of the QM/MM simulations and the size of the considered molecular system, the
MD did not yet deliver stable equilibria for these two states. Future research will focus on the
construction of the Marcus parabola. This will be achieved using subsequent QM/MM coupled
MD simulations in the two, once found, equilibria. The obtained reorganization energy and
reaction free energy will be applied to estimate a rate for IET in the dye-rutile model system.

In summary, this thesis provided fundamental understanding into novel light-harvesting dyes
by means of a theoretical analysis. The dependency of photopysical properties on pH, solva-
tion, anchoring, and substitution has been successfully rationalized via, absorption, emission,
as well as RR spectroscopy. Especially the simulation of RR intensities was found to be highly
valuable; in this context, the state-of-the-art RASSCF method was applied for the first time to
simulate such intensities. The obtained results and expertise on ET processes are expected to
contribute to a deeper understanding of further families of donor-π-acceptor and ruthenium(II)
based dyes with potential in the field of solar energy conversion.



Kapitel 6

Zusammenfassung

Um eine Weltbevölkerung von derzeit 7 Milliarden Menschen ökonomisch und ökologisch
gerecht mit Energie zu versorgen, ist der Wandel weg von klassischen fossilen Energieträgern
hin zu nachhaltigen erneuerbaren Energiequellen unabdingbar. Neben der Windenergie scheint
hierfür vor allem die Nutzung des Sonnenlichtes ein vielversprechender Ansatz zu sein. Nach
dem Vorbild der Erfolgsgeschichte „Photosynthese“, welche seit 3,5 Milliarden Jahren unseren
Planeten mit Sauerstoff und energiereichen organischen Substanzen versorgt, wurden diverse
Strategien entwickelt, um Solarenergie auch für den Menschen nutzbar zu machen. Bereits in
der Antike nutzte man Spiegel und Linsen um Wasser mittels Sonnenenergie zu erwärmen; so
wird z. B. das olympische Feuer seit jeher mit Hilfe von Hohlspiegeln (Skaphia) entzündet.
Moderne Verfahren, um die Energie der Sonne zu nutzen, lassen sich in zwei Gruppen einteilen:

i) Einerseits ist hier die Photovoltaik zu nennen, bei der Sonnenlicht in elektrische Energie
umgewandelt wird. Hierfür werden heutzutage vor allem siliciumbasierte Solarzellen ver-
wendet, die allerdings für ihre Herstellung hochreines und daher teures Silicium benötigen.
Eine kostengünstige und umweltfreundliche Alternative zu solchen Solarzellen stellt die
Grätzel-Zelle dar. Diese elektrochemische Solarzelle verwendet mit (organischen) Farb-
stoffmolekülen beschichtete Titandioxidhalbleiter an der (Photo-)Anode und meist eine
Platinkathode.

ii) Verfahren, die energiereiche Verbindungen, wie beispielsweise molekularen Wasserstoff,
mit Hilfe von Licht erzeugen, werden andererseits unter dem Begriff künstliche Photosyn-
these zusammengefasst.

Unabhängig ob künstliche Photosynthese oder Solarzelle, der erste Schritt beider Ansätze –
die Absorption von Sonnenlicht – ist von entscheidender Bedeutung für die Effektivität des ge-
samten Prozesses. Um die volle Bandbreite des Sonnenlichts (von UV bis NIR) nutzen zu kön-
nen, müssen Farbstoffe mit intensiven Absorptionsbanden in diesem Spekralbereich benutzt
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werden. Gleichzeitig werden aber auch hohe Anforderungen an die Photo-, Thermo- und Elek-
trostabilität dieser Farbstoffe gestellt. Diese Anforderungen werden z. B. von Ruthenium(II)-
Polypyridin-Lichtsammelkomplexen erfüllt; diese weisen eine außergewöhnliche Kombination
aus chemischer und physikalischer Stabilität, gekoppelt mit katalytischer Aktivität auf. Diesen
Vorteilen steht jedoch ein Mangel an intensiven Absorptionsbanden im sichtbaren Spektralbe-
reich gegenüber. Eine andere vielversprechende Klasse von schwarzen Strahlern, d. h. Substan-
zen, welche die einfallende Strahlung nahezu vollständig absorbieren, sind organische Farb-
stoffe aus der Gruppe der Donor-π-Akzeptor-Systeme. Die photopysikalischen Eigenschaften
dieser Farbstoffe können bei der Synthese in der Regel leicht angepasst werden. Zudem be-
sitzen sie stark absorbierende Banden im sichtbaren Wellenlängenbereich und bei ihrer Her-
stellung kann auf teure Übergangsmetallkomplexe weitgehend verzichtet werden. Allerdings
weisen derartige Systeme zumeist eine geringere Photostabilität – verglichen mit übergangs-
metallbasierten Lichtsammelkomplexen – auf.

Ziel dieser Arbeit ist die Charakterisierung neuer Lichtsammeleinheiten für die künstliche Pho-
tosynthese bzw. Grätzel-Zellen. In diesem Zusammenhang wurden Einflüsse wie Funktiona-
lisierung, Protonierung und Lösungsmitteleffekte auf die photophysikalischen Eigenschaften
der Lichtsammeleinheiten mittels quantenchemischer Rechnungen untersucht. Auf diese Wei-
se können Korrelationen von Struktur und Eigenschaften aufgeklärt und systematisiert werden,
was für die weitere Entwicklung von effektiven Lichtsammeleinheiten von entscheidender Be-
deutung ist. Um diese Korrelationen zu untersuchen, sind akkurate quantenchemische Metho-
den, die sowohl den elektronischen Grundzustand als auch die angeregten Zustände hinrei-
chend genau zu beschreiben vermögen, unerlässlich. Letzteres ist auch heutzutage noch immer
nicht trivial. Besonders schwierig ist es, angeregte Zustände unterschiedlichen Charakters, z. B.
lokale oder Ladungstransferzustände, mit gleicher Genauigkeit zu untersuchen.
Für diese Beschreibung geeignete Methoden sind unter anderem Multikonfigurationsmetho-
den, wie beispielsweise CASPT2 (Störungstheorie zweiter Ordnung basierend auf einer com-
plete active space self-consistent-field Wellenfunktion). Solche Methoden ermöglichen eine
genaue Untersuchung verschiedener angeregter Zustände aufgrund der Vielzahl der elektroni-
schen Konfigurationen, die sich aus dem active space ergeben. Ein Nachteil dieser Methoden
ist, neben der Konstruktion eines geeigneten active space, vor allem, dass sie enorm große
Computerressourcen benötigen, daher ist ihre Anwendung auf relativ kleine molekulare Syste-
me beschränkt. Um den Rechenaufwand zu reduzieren und so auch einen Einsatz für größere
chemische Systeme zu ermöglichen, wurde die RASPT2 Methode (Störungstheorie zweiter
Ordnung basierend auf einer restricted active space self-consistent-field Wellenfunktion) ent-
wickelt. Hier wird die Anzahl der elektronischen Konfigurationen im active space über das
Anregungsniveau gesteuert. Diese neu gewonnene Flexibilität ist allerdings gleichzeitig das
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größte Manko dieser Methode, da es kein Muster zur Auswahl von wichtigen Konfigurationen
gibt, also Erfahrung des Anwenders gekoppelt mit chemischer Intuition notwendig sind.
Eine kostengünstige Alternative zu aufwändigen Multikonfigurationsmethoden stellt die Dichte-
funktionaltheorie (DFT), bzw. für angeregte Zustände ihre zeitabhängige Version (TDDFT),
dar, welche gerade für mittlere und große molekulare Systeme von Interesse ist. Jedoch man-
gelt es der DFT an einem klaren Ansatz, die Genauigkeit dieser Methode zu steigern. So steht
dem Anwender eine Vielzahl an Funktionalen zur Verfügung, wobei je nach Funktional sehr
gute bis mangelhafte Ergebnisse (in Abhängigkeit vom elektronischen Charakter) erzielt wer-
den können.
In dieser Arbeit wurden sowohl Multikonfigurationsmethoden, namentlich RASPT2, als auch
DFT- und TDDFT-Methoden zur Aufklärung der photophysikalischen und photochemischen
Eigenschaften von Lichtsammelkomplexen (Übergangsmetallkomplexe) und von organischen
Farbstoffen, welche Bausteine von Lichtsammeleinheiten sind, eingesetzt. Im Einzelnen wur-
den dabei drei Hauptgruppen von molekularen Systemen untersucht:

i) organische Lichtsammeleinheiten basierend auf Donor-π-Akzeptor-Systemen, im Hinblick
auf Anwendungen als Farbstoffe für Grätzel-Zellen und als Liganden für ruthenium(II)-
basierte schwarze Strahler,

ii) neuartige Ruthenium(II)-Polypyridin-Lichtsammelkomplexe, die sowohl für Grätzel-Zellen
als auch als Photosensibilisatoren für die künstliche Photosynthese von Interesse sind,

iii) Elektronentransferprozesse an der Schnittstelle Farbstoff-Titandioxidhalbleiter: Solche Pro-
zesse sind Grundlage der Ladungstrennung in Grätzel-Zellen.

Im Folgenden wird auf diese drei Aspekte näher eingegangen.

i) Grätzel-Zellen haben gegenüber klassischen siliciumbasierten Solarzellen den Vorteil, dass
bei ihrer Produktion auf teure und toxische Schwermetalle, wie Cadmium, Arsen und Tellur,
weitgehend verzichtet werden kann. In dieser Arbeit wurde eine Reihe von Donor-π-Akzeptor-
Farbstoffen mit dem 4-Methoxy-1,3-Thiazol-Chromophor mittels TDDFT und RASPT2/RAS-
SCF untersucht. Photophysikalische Eigenschaften, wie die Lage von Absorptions- und Emis-
sionsbanden, aber auch von Resonanz-Raman (RR) Streuintensitäten, konnten aufgrund quan-
tenchemischer Rechnungen ermittelt werden. Auf diese Weise konnten Erkenntnisse über die
zugrundeliegenden elektronischen Zustände gewonnen und Einflüsse diverser Donor- und Lin-
kergruppen auf die Anregungsenergie und den (Ladungstransfer-)Charakter der angeregten Zu-
stände ermittelt werden. Die bestimmten Ladungstransfercharaktere der Farbstoffe stehen in
engem Zusammenhang mit der Bildung ladungsgetrennter Zustände und folglich mit den ge-
messenen Injektionsraten des Farbstoffelektrons in das Leitungsband des TiO2-Halbleiters.
Ebenso konnten anhand eines Donor-π-Akzeptor-Farbstoffes wichtige Erkenntnisse über das
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Leistungsvermögen der neuen RASPT2/RASSCF-Methodik gewonnen werden. Neben den
Anregungsenergien wurde auch die Genauigkeit der RASSCF-Gradienten erstmals mittels be-
rechneter RR-Intensitäten ermittelt. Dies ist insbesondere in solchen Situationen von Interesse,
in denen TDDFT-Methoden keine zufriedenstellenden Ergebnisse liefern können.
Donor-π-Akzeptor-Systeme können auch als Liganden für Übergangsmetallkomplexe einge-
setzt werden, um deren Absorption im sichbaren Spektralbereich zu verstärken. Diese Kom-
plexe können dann wiederum als Lichtsammeleinheiten für Solarzellen verwendet werden. Für
zwei dieser Liganden wurden die photophysikalischen Eigenschaften, z. B. Absorption und
Emission, in Abhängigkeit von der Lösungsmittelpolarität untersucht. Des Weiteren wurde der
intramolekulare Ladungstransferzustand genau analysiert. Dadurch gelangen Einblicke in die
Relaxationspfade nach der Photoanregung. Dies ist besonders für die Beurteilung der Lebens-
dauer angeregter Zustände in Lichtsammeleinheiten von Bedeutung.
Die theoretische Analyse der photophysikalischen Eigenschaften, insbesondere in Abhängig-
keit von verschiedenen Donor- und Linkergruppen, ist ein wesentlicher Beitrag für die Ent-
wicklung neuer Lichtsammelsysteme auf dem Gebiet der Grätzel-Zellen.

ii) Neben organischen Farbstoffen sind ebenso Übergangsmetallkomplexe, in erster Linie Ru-
thenium(II)-Polypyridin-Komplexe, von großem Interesse als Lichtsammeleinheiten für So-
larzellen. Um die Absorption dieser Komplexe im sichtbaren Spektralbereich, besonders in
Richtung des NIRs, zu steigern, werden meist Chromophore in der Peripherie der Polypyridin-
Ligandensphäre eingeführt. Allerdings ist in diesen Fällen nur eine schwache Kopplung der
verschiedenen Fragmente untereinander vorhanden. Als Ausweg kann ein Teil der Polypyridin-
sphäre durch Liganden ausgetauscht werden, die selbst eine starke Absorption im gewünschten
Bereich zeigen. Ein Beispiel für derartige Systeme stellt die neue Klasse von Ruthenium(II)-
Polypyridin-Komplexen mit 4-H-Imidazol-Liganden dar. Die in dieser Arbeit durchgeführten
TDDFT-Rechnungen ermöglichten die Zuordnung der Beiträge der Polypyridin- und der 4-
H-Imidazol-Liganden zum jeweiligen Absorptionsspektrum, sowie einen detaillierten Einblick
in die Natur der angeregten Zustände mittels RR-Spektroskopie. Substitutionseffekte, bedingt
durch verschiedene elektronenziehende und elektronenschiebende Gruppen am 4-H-Imidazol,
als auch Variationen der Polypyridinliganden (Bipyridin und Terpyridin), konnten erfolgreich
mit Hilfe der berechneten RR-Intensitäten untersucht und systematisiert werden. Auf Grund-
lage der RR-Spektroskopie konnten neben Substitutionseffekten auf angeregte Zustände, auch
unbekannte Protonierungsstufen identifiziert und die Richtung von Ladungstransferzuständen
bestimmt werden. Somit erwies sich die Berechnung von RR-Spektren als äußerst gewinnbrin-
gend für die Charakterisierung derartiger schwarzer Strahler. Es wurde ebenfalls gezeigt, dass
die Absorptionseigenschaften der Komplexe nicht nur durch gezielte Funktionalisierung abge-
stimmt werden können, sondern dass diese auch vom pH-Wert abhängen. Durch Variation des
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pH-Wertes kann neben den Anregungsenergien auch die Richtung der Ladungstransferzustände
verändert werden. Neben der Photophysik ist auch die Photochemie dieser Rutheniumkomple-
xe stark von der Protonierungsstufe abhängig. TDDFT-Berechnungen legten unterschiedliche
Relaxationswege nach der Photoanregung nahe. Beide Strategien, Funktionalisierung und pH-
Kontrolle, sind von großem Interesse für die Entwicklung neuer, effektiver Lichtsammelkom-
plexe auf dem Gebiet der Solartechnik.
Unabhängig ob elektronenziehende oder elektronenschiebende Substituenten betrachtet wer-
den, weist die protonierte Spezies eine bathochrome Verschiebung der Anregungsenergie und
eine verstärkte Ausrichtung des Ladungstransferzustandes in Richtung des 4-H-Imidazol-Brü-
ckenliganden auf. Beides ist für Anwendungen im Hinblick auf künstliche Photosynthese, so
z. B. im Rahmen des PhotoMic-Projektes, und Grätzel-Zellen erwünscht. Ein nächster Schritt
im Hinblick auf eine Anwendung dieser schwarzen Strahler in Grätzel-Zellen könnte die Si-
mulation von Elektronentransferprozessen an der Schnittstelle zwischen Farbstoff und Titandi-
oxidoberfläche sein. Auf diese Weise können Informationen über Elektronentransferraten bzw.
über unerwünschte interne Deaktivierungsmechanismen des Lichtsammelkomplexes ermittelt
werden.

iii) Unabdingbar um (obige) Ruthenium(II)-Lichtsammelkomplexe in Grätzel-Zellen zu ver-
wenden ist die Einführung einer Ankergruppe, die eine kovalente Bindung zum Titandioxid-
halbleiter herstellt. Die hier verwendete Carboxylsäureankergruppe hat unerwarteterweise einen
erheblichen Einfluss auf die optischen Eigenschaften der jeweiligen Protonierungsstufen; dies
wurde mittels RR-Spektroskopie charakterisiert. Lediglich eine der drei untersuchten Proto-
nierungsstufen weist einen zum 4-H-Imidazol-Brückenliganden gerichteten Ladungstransfer-
zustand auf. Ein solcher Zustand ist jedoch von essentieller Bedeutung, um eine Ladungstren-
nung zwischen dem Farbstoff (Elektronendonor) und dem Titandioxid (Elektronenakzeptor) zu
ermöglichen.
In dieser Arbeit wurde ein Modell eines Ruthenium(II)-Komplex-Titandioxid-Clusters erstellt,
um Aussagen über Elektronentransfer- bzw. Injektionsraten in Grätzel-Zellen treffen zu kön-
nen. Die Berechnung derartiger Elektronentransferraten ist sehr kompliziert, es ist im Rahmen
der semiklassischen Marcus-Theorie mit einer Kombination aus quantenmechanischen und
molekularmechanischen (QM/MM) Rechnungen und molekulardynamischen (MD) Simulatio-
nen möglich. Solche kombinierten Simulationen sind aufgrund des enormen Rechenaufwandes
sehr anspruchsvoll und wurden unseres Wissens noch nicht für derartige Farbstoff-Titandioxid-
Aggregate durchgeführt. Die zeitliche Entwicklung des Donor- (vor dem Elektronentransfer)
und Akzeptorzustandes (nach dem Elektronentransfer) wird mittels MD-Simulationen verfolgt.
In jedem Zeitschritt wird der Rutheniumkomplex bzw. das TiO2-Cluster mit DFT und das um-
gebende Lösungsmittel mit MM beschrieben. Fluktuationen des Lösungsmittels bringen die
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beiden Reaktionszustände in eine Anordnung, in welcher ein Elektronentransfer zwischen ih-
nen erfolgen kann. Aufgrund des hohen Rechenaufwandes dieser Simulationen wurden lei-
der noch keine Gleichgewichtsgeometrien der beiden Reaktionszustände gefunden. Daher wird
sich die zukünftige Arbeit darauf konzentrieren, die Potenzialkurven beider Zustände um deren
Gleichgewichtslagen zu ermitteln und somit die Reorganisierungsenergie, die freie Enthalpie
und die Elektronentransferrate im untersuchten Farbstoff-Titandioxid-Modellsystem zu bestim-
men.

Die vorliegende Arbeit erzielte Erkenntnisse bezüglich einer Reihe von Lichtsammelsyste-
men mittels theoretischer Methoden. Die photophysikalischen und photochemischen Eigen-
schaften derartiger Systeme wurden in Abhängigkeit des pH-Wertes, des Lösungsmittels, der
Funktionalisierung und der Ankergruppe bestimmt. Dafür wurden unter anderem Absorptions-,
Emissions- und RR-Spektren berechnet, wobei sich besonders die Berechnung von RR-Intensi-
täten als äußerst gewinnbringend für die Charakterisierung angeregter Zustände erwies. Hierfür
wurden auch erstmals RR-Intensitäten auf Grundlage der RASSCF-Methode berechnet. Das er-
worbene Wissen und die Erkenntnisse um Elektronentransferprozesse ermöglichen ein tieferes
Verständnis der untersuchten Lichtsammelsysteme auf dem Gebiet der Solarenergie.



Anhang A

Appendix

Equilibrium Geometries

Abbildung A.1: Optimized eqilibrium geometries of the electronic ground and first excited singlet states of dye
A in tetrahydrofurane at the CAM-B3LYP/6-31G(d,p) level of theory.

Abbildung A.2: Optimized eqilibrium geometries of the electronic ground and first excited singlet states of dye
B in tetrahydrofurane at the CAM-B3LYP/6-31G(d,p) level of theory.
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Abbildung A.3: Optimized eqilibrium geometries of the electronic ground and first excited singlet states of dye
C in tetrahydrofurane at the CAM-B3LYP/6-31G(d,p) level of theory.

Abbildung A.4: Optimized eqilibrium geometries of the electronic ground and first excited singlet states of dye
D in tetrahydrofurane at the CAM-B3LYP/6-31G(d,p) level of theory.

Abbildung A.5: Optimized eqilibrium geometries of the electronic ground and first excited singlet states of dye
E in tetrahydrofurane at the CAM-B3LYP/6-31G(d,p) level of theory.
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Abbildung A.6: Optimized eqilibrium geometries of the electronic ground and first excited singlet states of dye
F in MeOH (up) and heptane (down) at the CAM-B3LYP/6-31G(d,p) level of theory.

Abbildung A.7: Optimized eqilibrium geometries of the electronic ground and first excited singlet states of dye
G in MeOH (up) and heptane (down) at the CAM-B3LYP/6-31G(d,p) level of theory.
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Abbildung A.8: Optimized eqilibrium geometries of the electronic ground states of dye H in MeOH (left) and
heptane (right) at the CAM-B3LYP/6-31G(d,p) level of theory.
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