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Abstract

This thesis is a theoretical analysis of the photorelaxation mechanism of o-NBA. O-NBA is a
photolabile protecting group, used in chemical synthesis, in which an excited state intramolecular
H-transfer takes place. Recent experiments suggest that this photoreaction might proceed via
ketene intermediates. Yet, little is known about the mechanism of this photoreaction at molecular
level. To shed some light into the relaxation mechanism of o-NBA, first highly accurate MS-
CASPT2/CASSCF (multi-state complete active space second order perturbation over complete
active space self-consistent field) calculations of 0o-NBA UV-spectrum in gas phase have been
performed. The excited state S5 has been assigned as the spectroscopic state from where the
experimental wavelength at 260 nm initiates the H-transfer photoreaction. The effects of different
positional isomers and of solute-solvent interactions are also addressed along this thesis. The
transitions obtained are very similar to those obtained for o-NBA in gas phase, although solvation
was found to induce a blue-shift. Once the UV-spectrum has been characterized, the deactivation
mechanism of o-NBA has been deciphered by MS-CASPT2/CASSCF calculations. The location of
different stationary points has suggested two deactivation pathways. The first path, non-Kasha,
relaxes from the S state to the ketene intermediate through a cascade of conical intersections
along which a H-atom from the CHO is progressively transferred to the nitro group. The second
path, Kasha, relaxes directly, by means of internal conversion, from the Ss to the S; state, in which
the hydrogen is transferred. In order to discern which of the two photoreaction mechanisms is
preferred, mixed quantum-classical dynamics (MQCD) simulations have been performed. The
MQCD simulations from the high-lying S5 spectroscopic state are done with the time-dependent
density functional theory method. None of the trajectories launched from the Ss show a H-transfer
along deactivation. Thus, it is assumed that the Kasha path is the operative one in the deactivation
of o-NBA from the Ss. The last step of the Kasha path has been investigated with MQCD
simulations starting from the S, state performed at the CASSCF level of theory. These simulations
predict that the complete yield of the reaction is determined in its earliest step, with a conical
intersection governing the competition between the creation of the ketene and the regeneration
of the starting o-NBA material.



Resume

Molecular systems derived from 2-nitrobenzyl compounds, such as ortho-Nitrobenzaldehyde (o-
NBA), are extensively used to protect the groups of a target molecule in chemical synthesis.? This
is due to the fact that their inactive form can easily be transferred into an active form by
irradiation of light.*® The protecting properties of 0-NBA are due to its ability, in the presence of
light, of undergoing an intramolecular hydrogen transfer while shielding a functional group.’ This
photoreaction yields the formation of ortho-nitrosobenzoic acid and the release of the protected
active moiety, see Figure 1. Recent experiments>>?>*® suggest that this photoreaction might
proceed via ketene intermediates. Many attempts have been made to explain the mechanism of
this transformation, but up to date it is not understood at molecular level. For this reason, this PhD
research is devoted to provide the theoretical foundations behind the excited state intramolecular
H-transfer reaction of o-NBA that yields the main intermediate ketene. This work has been
performed in collaboration with the experimental group of Peter Gilch, presently at the Heinrich
Heine Universitat Dusseldorf, and the theoretical group of Lluis Blancafort from Girona’s University

in Spain.

?H
o)
4 c
(o} C§ X
Q \ . UV-light @i o °
H——» D — o
400 fs OH Z
o |
O_
o-NBA Ketene ortho-nitrosobenzoic acid

Figure 1. Photoredox reaction of o-NBA.

With the aim of understanding the photodeactivation mechanism of o-NBA, two types of studies
have been performed: a) Quantum chemical (QC) calculations, which allow obtaining a global
Potential Energy Surface of the photodeactivation of the o-NBA, and b) Reaction dynamical
calculations which provide time-resolved mechanistic information. Prior to these calculations, we
started by investigating the UV-absorption spectrum of o-NBA.*® This has been done with the help
of monoreferential (TD-DFT, RI-CC2) and multiconfigurational (MS-CASPT2/CASSCF) methods. The
obtained results indicate that for wavelengths larger than 280 nm, the absorption spectrum of o-
NBA is dominated by a series of weak nnt* absorptions from the NO, and CHO groups. These weak
transitions are followed in energy by a more intense band, peaking at 250 nm with charge transfer
(CT) mut* character, involving mainly the benzene and the nitro group. In this band one might
expect to find the reactive state, since the photoreaction is initiated experimentally upon
excitation at 260 nm. Therefore, at MS-CASPT2 level of theory, the spectroscopic state is assigned
to the Ss. Finally, the most intense band centred at 220 nm has its origin in the overlap of two



different absorptions: the first one localized in the NO, substituent and the second one arising
from a CT excitation involving the NO, and the CHO fragments, respectively. The effect of one
molecule of water on the vertical excitation energies of 0-NBA has also been analyzed. The UV-
absorption spectrum of the 1:1 o-NBA-H,0 complex is characterized by three main bands, similar
to the ones predicted by MS-CASPT2 in o-NBA in gas phase, but blue-shifted. The vertical spectra
in gas phase of the non-reactive isomers, m-NBA and p-NBA, have also been examined and
compared with the o-NBA spectrum in gas phase. Interestingly, the spectra of both isomers are
found to be characterized by three bands with similar transitions as those observed in the o-
NBA,' although an excited H-transfer is not possible in these cases.

Using QC calculations, two photodeactivation mechanisms connecting the spectroscopic state with
the main intermediate ketene have been considered. Minimum energy path calculations at MS-
CASPT2/CASSCF level of theory have allowed the location of stationary points involved in both
pathways. One path, non-Kasha, relaxes from the Ss state (with nt* character) through a cascade
of conical intersections (Cls) along which a H-atom from the aldehyde is progressively transferred
to the nitro group. This non-Kasha relaxation pathway involves three phases: planarization, H-
transfer, and rotation of the newly formed enol. A second path, Kasha, relaxes directly by means
of internal conversion from the Ss to the S; state (with nmt* character) in which the H-transfer
occurs. In this thesis, it is concluded that the Kasha relaxation mechanism plays a prominent role
in the photochemistry of the o-NBA. This is in agreement with the experimental fact that the same

quantum yield of 50% is observed upon excitation wavelengths of 260 and 388 nm.?**>3%1%°

The time-resolved information about the photoreaction mechanism has been obtained using
mixed quantum-classical dynamic (MQCD) simulations. These calculations have pursued two aims:
a) To model the 260 nm excitation by starting the simulation from the spectroscopic Ss state. b) To
model the 388 nm excitation by starting the simulation from the S, state. The MQCD simulations
from the high-lying Ss; spectroscopic state are done at TD-DFT level of theory. None of the
trajectories launched from the Ss show transfer of the aldehyde hydrogen to the NO, group along
deactivation, confirming that the Kasha path is operative in the deactivation of 0-NBA from the S:.
Along the relaxation to the S; state negligible changes in the NO, dihedral angle relative to the
arene plane or changes in bond lengths are observed. Due to the nature of the TD-DFT method, it
is not possible to describe the S; - S, deactivation. Therefore, from the S; state CASSCF MQCD
simulations have been performed. These simulations have shown that the deactivation from the S;

110 The H-transfer leads to a

state is a very efficient channel for the H-transfer reaction in o-NBA.
biradical that is converted to the ketene. Moreover, once the H-transfer is initiated, the
tautomerization is completed on the femtosecond time scale, in agreement with the experimental

results.>*%

The semiclassical propagations predict a quantum vyield for the formation of the
ketene of ca. 30%. The discrepancy with the 50% observed experimentally is attributed to the
initial conditions considered in the MQCD simulations and the absence of solvent. Yet, the
qualitative agreement confirms the assumption that the complete yield of the reaction is

determined in its earliest step, with a Cl governing the competition between the creation of the



ketene and the regeneration of the starting o-NBA material. The H-transfer is irreversible once the
trajectories have reached the biradical transient.

In summary, the analysis of the obtained static and dynamical calculations suggests that, upon 260
nm excitation o-NBA is excited to the S; excited state (with mn* character). Deactivation from this
state occurs via a Kasha path through different Cls until the S; excited state (with nmt* character),
in which the hydrogen is transferred, hence yielding the main intermediate ketene.



Zusammenfassung

Molekulare Systeme, die sich von 2-Nitrobenzylverbindungen, wie etwa ortho-Nitrobenzaldehyd
(0-NBA), ableiten, werden umfangreich genutzt, um in der chemischen Synthese die funktionellen
Gruppen eines Zielmolekiils zu schiitzen.? Dies beruht auf der Tatsache, dass die inaktive Form der
Schutz-gruppe leicht durch Lichtanregung in eine aktive Form umgewandelt werden kann.*® Die
schitzenden Eigenschaften von o-NBA gehen auf dessem Fahigkeit zuriick, einen lichtinduzierten
intramolekularen Wasserstofftransfer im angeregten Zustand durchzufiihren, wahrend eine
funktionelle Gruppe geschitzt wird.” Diese Photoreaktion ergibt die Bildung von ortho-
Nitrobenzoesdure und die Abspaltung der geschitzten aktiven Gruppe, siehe Bild 1. Neueste

Experimente?**>%

zeigen, dass diese Photoreaktion (ber Keten-Intermediate ablauft. Viele
Versuche wurden unternommen, um den Mechanismus dieser Umwandlung zu erklaren, aber auf
molekularer Ebene wurde er bis jetzt nicht verstanden. Aus diesem Grunde widmen sich die
Untersuchungen dieser Doktorarbeit den theoretischen Grundlagen hinter der intramolekularen
H-Transferreaktion von o-NBA, das als Hauptintermediat das Keten erhalt. Diese Arbeit wurde in
Zusammenarbeit mit der experimentellen Gruppe um Peter Gilch, zur Zeit an der Heinrich-Heine-
Universitat Dusseldorf, und der theoretischen Gruppe um Lluis Blancafort, an der Universitat von

Girona in Spanien, durchgefihrt.
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Bild 1: Photoredoxreaktion von o-NBA

Mit dem Ziel, den Photoakitivierungsmechanismus von o-NBA zu verstehen, wurden zwei Arten
von Studien durchgefiihrt: a) Quantenchemische (QC) Rechnungen, die es ermdglichen, eine
globale Potentialfliche der Photodeaktivierung von o-NBA zu erhalten, und b)
reaktionsdynamische Rechnungen, die zeitaufgeloste mechanistische Informationen liefern. Vor
diesen Rechnungen begannen wir, das UV-Absorptionsspektrum von o-NBA zu untersuchen.'®®
Dies wurde mithilfe von Monoreferenz- (TD-DFT, RI-CC2) und Multikonfigurationsmethoden (MS-
CASPT2/CASSCF) durchgefiihrt. Die erzielten Ergebnisse zeigen, dass das Absorptionsspektrum bei
Wellenldngen, die groBer als 280 nm sind, von einer Reihe von schwachen nn*-Absorptionen von
der NO,- und der CHO-Gruppe dominiert wird. Diesen schwachen Ubergingen folgt eine
intensivere Bande mit ihrem Peak bei 250 nm mit Charge-Transfer (CT) nn*-Charakter, der vor
allem den Benzolring und die Nitrogruppe umfasst. In dieser Bande wiirde man erwarten, den
reaktiven Zustand zu finden, denn die Photoreaktion wird experimentell durch die Anregung bei



260 nm initiiert. Auf dem MS-CASPT2-Theorieniveau wird dieser spektroskopische Zustand daher
zum Ss zugeordnet. Schlieflich hat die intensivste Bande, deren Mitte bei 220 nm liegt, ihren
Ursprung in der Uberlappung von zwei verschiedenen Absorptionen: Die erste ist lokalisiert im
NO,-Substituenten und die zweite entsteht von einer CT-Anregung, die das NO,- und das CHO-
Fragment beinhaltet. Der Effekt eines Wassermolekiils auf die vertikalen Anregungsenergien von
0-NBA wurde ebenso analysiert. Das UV-Absorptionsspektrum eines 1:1-0-NBA-H,0-Komplexes ist
durch 3 vorwiegende Banden gekennzeichnet, dahnlich denen, die im 0-NBA durch MS-CASPT2 in
Gasphase vorausgesagt wurden, aber blau-verschoben. Die vertikalen Spektra in Gasphase der
nichtreaktiven Isomere, m-NBA und p-NBA, wurden auBerdem untersucht und mit dem o-NBA-
Spektrum in Gasphase verglichen. Interessanterweise sind die Spektren dieser beiden Isomere
durch 3 Banden gekennzeichnet, dhnlich denen, die bei 0-NBA beobachtet wurden, obwohl in
diesen Fallen kein angeregter H-Transfer moglich ist.

Fir die QC-Rechnungen wurden zwei Photodeaktivierungsmechanismen, die den
spektroskopischen Zustand mit dem Keten-Intermediat verknlpfen sind, bericksichtigt.
“Minimum-Energy-Path”-Rechnungen auf dem MS-CASPT2/CASSCF-Niveau haben die Ortung
stationdrer Punkte ermoglicht, die in den beiden Pfaden enthalten sind. Ein Pfad, nicht-Kasha,
relaxiert vom Ss-Zustand (mit mn*-Charakter) tiber eine Reihe von konischen Durchschneidungen
(“Conical Intersections”, Cls), entlang derer ein H-Atom vom Aldehyd stufenweise zur Nitrogruppe
wandert. Dieser nicht-Kasha-Relaxationspfad enthalt drei Phasen: Planarisierung, H-Transfer und
Rotation des neu entstandenen Enols. Ein zweiter Pfad, Kasha, relaxiert durch “Internal
Conversion” direkt vom Ss- zum S;-Zustand (mit nmt*-Charakter), in welchem der H-Transfer
vorkommt. Diese Arbeit kommt zu dem Schluss, dass der Kasha-Relaxationsmechanismus eine
bedeutende Rolle in der Photochemie von o0-NBA spielt. Dies stimmt mit der experimentellen
Erkenntnis, dass die selbe Quantenausbeute von 50% nach Anregung bei Wellenldangen von 260

und 388 nm erhalten wird, Giberein.**?*>31%°

Die zeitaufgelosten Informationen Uber den Photoreaktionsmechanismus wurden durch
Ausfiihrung von nichtadiabatischen “Mixed-Quantum-Classical-Dynamics”-(MQCD)-Simulationen
erhalten. Diese Berechnungen verfolgten zwei Ziele: a) um die Anregung bei 260 nm zu
modellieren, indem die Simulation vom spektroskopischen Ss-Zustand aus gestartet wurde, und b),
um die Anregung bei 388 nm zu modellieren, indem die Simulation vom S;-Zustand aus gestartet
wurde. Die MQCD-Simulationen vom hochliegenden spektroskopischen Ss-Zustand wurden auf
dem TD-DFT-Niveau durchgefiihrt. Keine der Trajektorien, die vom Ss-Zustand starteten, zeigen
wahrend der Deaktivierung einen Transfer vom Aldehydwasserstoff zur NO,-Gruppe und
bestatigen, dass der Kasha-Pfad in der Deaktivierung des o-NBA vom S5 wirksam ist. Entlang der
Relaxation zum S;-Zustand wurden vernachl3ssigbare Anderungen im NO,-Diederwinkel beziiglich
der Ebene des Arens oder in den Bindungslangen festgestellt. Aufgrund der Eigenschaft der TD-
DFT-Methode ist es nicht moéglich, die S;—>Sy-Deaktivierung zu beschreiben. Daher wurden vom S;-



Zustand aus CASSCF-MQCD-Simulationen durchgefiihrt. Diese Simulationen haben gezeigt, dass
die Deaktivierung vom S;-Zustand ein sehr effizienter Kanal fiir die H-Transferreaktion im o-NBA

1% Dije H-Wanderung fihrt zu einem Biradikal, das zum Keten umgewandelt wird. AuRerdem

ist
wird, sobald der H-Transfer einmal initilert wurde, die Tautomerisierung auf der
Femtosekundenskala komplettiert, welches mit experimentellen Ergebnissen (ibereinstimmt.
333538 Dje semiklassischen Propagationen sagen eine Quantenausbeute von der Bildung des Ketens
von 30% voraus. Die Abweichung von den experimentell gefundenen 50% ist auf die
Anfangsbedingungen in den MQCD-Simulationen und das Fehlen des Losungsmittels
zuriickzufithren. Trotzdem bestdtigt die qualitative Ubereinstimmung, dass die komplette
Reaktionsausbeute durch ihren allerersten Schritt bestimmt wird, wobei eine Cl den die
Konkurrenz zwischen der Bildung des Ketens und der Regeneration des Ausgangs-o-NBA-Materials
lenkt. Die H-Wanderung ist irreversibel, wenn die Trajektorien einmal den biradikalischen

Transienten erreicht haben.

AbschlieBend legt die Analyse der durchgefiihrten statischen und dynamischen Berechnungen
nahe, dass nach Anregung bei 260 nm, o-NBA in den Ss-Zustand (mit mmt*-Charakter) angeregt
wird. Deaktivierung von diesem Zustand erfolgt (iber einen Kasha-Pfad durch verschiedene Cis bis
zum S;-Zustand (mit nmt*-Charakter), zu welchem der Wasserstoff gewandert ist, und somit das
Keten-Intermediat liefert.
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Abbreviations used in the thesis

AlIM = Atoms in Molecules

ANO = Atomic Natural Orbital

ANO-L = Atomic Natural Orbital Large

ANO-S = Atomic Natural Orbital Small

AS = Active Space

BIR = Biradical

BO = Born-Oppheiemer

CC = Coupled Cluster

CASSCF = Complete Active Space Self-consistent Field
CASPT2 = Complete Active Space second order Perturbation
Cl = Conical Intersection

CI = Configuration Interaction

CIS, CID, ... Cl-th = Configuration Interaction Singlets, Doubles, ... th
CSF = Configuration State Function

CT = Charge Transfer

DFT = Density Functional Theory

FC = Franck-Condon

FCI = Full Configuration Interaction

GGA = Generalized Gradient Approximation

GTO = Gaussian-type Orbital

HF = Hartree-Fock

HF-SCF = Hartree Fock Self-consistent Field

HK = Hohenberg Kohn

HOMO = Highest Occupied Molecular Orbital

IR = Infrared region

IRC = Intrinsic Reaction Coordinates

KS = Kohn-Sham

LCAO = Linear Combination of Atomic Orbitals

LDA = Local Density Approximation

LIC = Linear Interpolation Coordinates

LS-CASPT2 = Level-shift Complete Active Space second order Perturbation
LSDA = Local Spin Density Approximation

LUMO = Lowest Unoccupied Molecular Orbital

LYP = Lee-Yang-Parr

m-NBA = meta-nitrobenzaldehyde

MCSCF = Multiconfigurational Self-consistent Field

MEP = Minimum Energy Path

MO = Molecular Orbital

MPn = Mgller-Plesset

MQCD = Mixed Quantum-classical Dynamics

MRCI = Multireference Configuration Interaction

MRCIS, MRCID, ... MRCI-th = Multireference Configuration Interaction Singlets, Doubles, ...th
MS-CASPT2 = Multi-State Complete Active Space second order Perturbation
NB = Nitrobenzene



0-NBA = ortho-nitrobenzaldehyde

o-nitrobenzoic = ortho-nitrobenzoic

o-nitrobenzyl = ortho-nitrobenzyl

o-nitroso = ortho-nitroso

p-NBA = para-nitrobenzaldehyde

PES = Potential Energy Surface

Post-HF = Post Hartree-Fock

QM = Quantum Mechanics

RASSCF = Restricted Active Space Self-consistent Field
RAS1, RAS2, RAS3 = Restricted Active Spacel, 2, 3

RG = Runge Gross

RHF = Restricted Hartree-Fock

RI = Resolution of the Identity

SA-CASSCF = State-average Complete Active Space Self-consistent Field
SCF = Self-consistent Field

SS-CASPT2 = Single-State Complete Active Space second order Perturbation
STO = Slater-type Orbital

TDSE = Time-dependent Schrodinger Equation
TD-DFT = Time-dependent Density Functional

TISE = Time-independent Schrédinger Equation

TS = Transition State

UHF = Unrestricted Hartree-Fock

UV = Ultraviolet

VWN = Vosko Wilk Nusair



Nomenclature

WY = Total wave function from the Time-dependent Schrédinger Equation
H™! = Total Hamiltonian operator

¢ = Total wave function from the Time-independent Schrédinger Equation
7 = x,y and z; Vector position that denotes the set of electrons coordinates
x,y and z = Cartesian Coordinates

R = Vector position that denotes the set of nuclear coordinates
t=Time

E =Total molecular energy

T = Kinetic energy operator

V = Potential energy operator

h = Planck’s constant in reference to the shape of a wave

N°¢! = Number of electrons

M™ = Number of nuclei

m = Mass of the electrons

M = Mass of the nuclei

i, j = Counters for electrons

I,] = Counters for nuclei

Z = Atomic number

V = Laplacian operator

H¢! = Electronic Hamiltonian operator

Tl = Electronic Kinetic energy operator

T™ = Nuclear Kinetic energy operator

petel = potential electron-electron energy operator

pebmt - potential electron-nuclear energy operator

pmwnu - potential nuclear-nuclear energy operator

¢®" = Total electronic wave function

€€ = Electronic eigenenergy

H™* = Nuclear Hamiltonian operator

¢™ = Total nuclear wave function

€™ = Nuclear eigenenergy

Y (7) = Spatial orbital

a(w) and B(w) = alfa and beta spin functions

a and S = Alfa and Beta electrons

x(x) = One-electron function; where: x is in function of 7, w
w = Spin coordinate

@ (7) = Spatial basis function

VHF = Hartree-Fock potential

EHF = Hartree-Fock energy

£€0TT = Correlation energy

J = Coulomb operator

K = Exchange operator

h = single electron Hamiltonian or core Hamiltonian
N = Number of coordinates

F = Fock matrix



8§ = Matrix that represents the overlap between k and i functions

C = Matrix that contains the coefficients for the molecular orbitals y; in columns
€ = Matrix

¢ =Coefficient of the one-electron basis function

C = Coefficient of the Linear expansion wave functions (from Cl method)
a, b, c, r, s and t = Spatial orbitals (pueden ser denominados también como simplemente
contadores)

k = Counter of basis functions

K = Counter for spatial orbitals

|S) = Determinant representing single excitations

|D) = Determinant representing double excitations

|T) = Determinant representing triple excitations

n = Counter for orbitals in CASSCF (N¢,n)

m = Number of roots in the SAm-CASSCF approach

A = Parameter that determines the strength of a perturbation

£ = counter of corrections of the perturbation

PEl = Ground state one-determinant HF

HE' =Reference Hamiltonian Operator

H'’ = Perturbed Hamiltonian Operator

T = exctitation operator

p = Denisty

pTR = Trial Charge Denisty

ve*t = external potential

vHartree - Classical part of the electron-electron interaction

v*¢ = exchange correlation potential

A*€ = Action operator

VEP©t = Gradient of the pontetial

v =velocity

f = oscillator strength



CHAPTER 1

Introduction

In this chapter, the concept of photolabile protecting molecules is presented. Among them, we
focus on the photochemistry of photolabile protecting groups containing the nitrobenzyl group.
Then, the antecedents of a nitrobenzyl derivative, which is at the core of this PhD thesis, ortho-
nitrobenzaldehyde (0-NBA), are scrutinized.

1.1 Photolabile protecting groups

Photolabile protecting groups are light sensitive molecules which are able to control the
biological/chemical activity of a certain molecule. Photolabile protecting groups, also called caging
compounds,” are employed in multistep syntheses of biomolecules®> where many functional
groups of equivalent reactivity exist, see Figure 1.1. Other applications of the photolabile
protecting groups are: the ability to investigate the kinetics of pH controlled processes such as

®7 or the obtention of the correct characterization of DNA chips.®>® For these

protein folding,
reasons, caging compounds offer experimental advantages which are otherwise very difficult to

achieve.

The idea behind the photolabile caging technique is that a target functional group is blocked, i.e.
caged, by the covalent attachment of the caging compound, see Figure 1.1b. This strategy is often
used with biological compounds, since the activity of a specific moiety is switched on, i.e. uncaged,
see Figure 1.1.c, by photochemically removing the protecting group with light of the appropriate
wavelength. Hence, the caging/uncaging procedure so far based on the formation/breaking of a
simple covalent bond.?



Multistep Synthesis

a) b)
+ + + +
—
caging caging
compound compound
l UV light
d) <)
+ + +
| —
caging caging
compound compound

Figure 1.1. General description of a caging process in multistep syntheses. Usually, this kind of
syntheses involves poly-functional molecules like peptides and saccharides.™ A caging compound
works in the following way: a) The caging compound and reactants, A, B and C, are present at the

beginning of a multistep synthesis. b) The caging compound cages the target molecule, here A,

meanwhile B and C react producing the D compound. c¢) Upon irradiation of light the caging
compound is removed, allowing the compound A to be “switched on”. d) At last, compound A is
able to react with the D compound, forming E.

To be useful in biological experiments, caging compounds must satisfy, at least partially, the
following criteria: They should be water soluble, hydrolytically stable, biologically inert,'* and they
must exhibit a bathochromic absorption when compared with amino acids and DNA bases."
Additionally, the photoreaction should proceed with a high quantum vyield, so that any other
released photoproducts different from the desired biomolecule do not interact or interfere with
the biological system. Moreover, the release of the active compound should be faster than the
process being studied.” Therefore, the rate of uncaging is an important issue for chemists to
clarify through photochemistry.*>101214-16

One of the most widely employed photolabile protecting group class is by far that of the ortho-
nitrobenzyl (o-nitrobenzyl) derivatives.® This is due to their advantages,”* which include the
compatibility with a wide variety of functional groups, the easiness to synthesize, their reasonable
light sensitivity™® and the fact that the side products of the photo-cleavage, nitroso by-products,
are generally biologically inert.”> Nevertheless, the positive aspects of the nitrobenzyl caging
compounds are shadowed by some adversities present in the photochemistry of mainly the
nitroarenes derivatives, since these molecules can become potential poIIutants.17 Therefore, an
insight into the rich photochemistry of the nitrobenzyl molecules is essential to understand their

environmental impact®”*® as well as their mechanism in the multistep synthesis.



1.2 Photochemistry of nitrobenzyl caging compounds

In the latest 1960’s, Baltrop et al 1?0

mainly the o-nitrobenzyl substituents.”! The hydrogen in ortho position to the nitro group in the o-

explored the photochemistry of 2-nitrobenzyl compounds,

nitrobenzyl molecules allows to photochromism, a process that facilitates its use as caging
compound in biochemical synthesis.> The photochemical reaction that confers the adequate
photochromism to the o-nitrobenzyl compound is an internal redox reaction that gives an ortho-
nitroso (o-nitroso) by-product.’

Aiming at explaining the photochemistry of o-nitrobenzyl compounds, Schaper et al. have stated
through experimental and theoretical studies,” that after the excitation of the o-nitrobenzyl
derivative, the low-lying states from the singlet manifold, e.g. S; and S, states, have a large
contribution of local n = m* excitations within the nitro group. Higher excited states, e.g. Sz and S,
states, can be described as charge transfer (CT) transitions from the m-orbitals of the aromatic ring
to the n*-orbitals of the nitro group. As well, it has been found that some contribution of a local
excitation in the aromatic ring is associated with the S;.

Another important characteristic traced in the o-nitrobenzyl derivatives was that the first excited
state, either in the singlet or triplet manifold, might be photoreactive, where the relaxation from
the S; or T, will depend on the functional groups located on the benzene ring.”” In order to explain

2324 kasha’s rule states that vibrational

this, Schaper et al. have suggested to consider Kasha’s rule.
relaxation takes place between excited levels towards the lowest-lying excited level, from where

emission of a photon takes place, allowing the system to go back to its fundamental state.

The photochemistry of the nitrobenzene (NB) compounds, derivatives from the nitrobenzyl group,
has already been experimentally analyzed® and theoretically studied”® by Takezaki et al. They
found similar transitions to those ones found in the o-nitrobenzyl compounds. Namely, in the low-
energy states, local n = nt* excitations within the NO, group are present. Moreover, CT t - mnt*
excitations from the benzene moiety to the nitro group are located at higher energy. As well,
internal conversion is observed until the first excited state. Therefore, the NBA deactivation
mechanism proceeds according to Kasha’s rule.

In the next section the molecule studied in this thesis, o-NBA, a NBA derivative which possesses a
CHO in ortho- position to the nitro group NO,, is presented. The characteristics that the
arrangement of the two functional groups entails will be explained in detail.



1.3 ortho-Nitrobenzaldehyde

In the present section, the background known until now in the photoreaction of o-NBA is given.

The photoreaction of 0-NBA, which gives the ortho-nitrosobenzoic (o-nitrosobenzoic) acid and the
corresponding nitroso ester’” in the presence of light, see Figure 1.2, has been investigated since
the very beginning of modern organic photochemistry. In 1901, Ciamician and Silber®” tried to
describe this photochemical reaction. However, they did not have the adequate technology and
the details of the reaction had to wait for the upcoming of time resolved spectroscopy.
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Figure 1.2. Photoreaction of o-NBA leads to the formation of o-nitrosobenzoic acid and the
corresponding nitroso ester.”’

In 1980, George and Scaiano used laser flash photolysis with a time resolution of some
nanoseconds and found transients with solvent-dependent lifetimes around 0.6 ns. They reported
that these transients come from triplet state transitions.”® George and Scaiano rationalized the
presence of a triplet state from the De Mayo and Reid studies.” The latter studies stated that after
the transfer of an ortho H-atom to the nitro-group, which is the primary step in the photoinduced

. . . 3,18
deprotection process in o-nitrobenzyl molecules,

a ketene intermediate is produced. Moreover,
George and Scaiano found that the photo-rearrangement of o-NBA gives the o-nitrosobenzoic acid

with quantum yields around 0.5, nearly irrespective of the solvent properties.”®

In 1989, a pump-probe experiment for o-NBA, in aqueous acetonitrile and in THF solution, with a
time resolution of 35 ps was reported by Yip and Sharma.* This experiment, with better time
resolution in comparison with the one of George and Scaiano, revealed a transient with an
absorption spectrum at ca. 440 nm for both solvents. Besides the similar absorption, a difference
in the decay time was observed, i.e. 0-NBA in THF solution was 2.4 ns shorter than o-NBA in
acetonitrile. Furthermore, Yip and Sharma did not locate the characteristic triplet absorption band
at 625-650 nm, observed for o-nitrobenzylic compounds under the same experimental

conditions.*®**

For this reason, Yip and Sharma attributed the observed transient to a ketene
intermediate formed from the singlet rather than the triplet excited state for the photo-

rearrangement of o-NBA. Nevertheless, Yip and Sharma still considered the possibility of the



existence of a triplet excited state absorption, which is formed either in low yield, or the triplet
excited state is very short-lived. Therefore, a main ketene or a negligible biradical will lead to the
nitrosobenzoic acid, see Figure 1.3.
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Figure 1.3. Photoreaction mechanism of the o-NBA proposed by Yip and Sharma.*® The ketene
intermediate is mostly formed by the first state of the singlet manifold, Sy, than the first state of
the triplet manifold, T,.

Yip and Sharma’s consideration of the weak presence of a triplet excited state was based on
precedent investigations on different o-NBA molecules®®> whose “ketene” intermediate is
postulated to be formed from both the singlet as well as the triplet excited state. Consequently,

1832 The condition

dual singlet and triplet excited-state pathways are supposed to be operative.
that will give preference for either of the pathways is the presence of the functional groups added

on the benzene ring,* as already seen before by Barltrop et al.?

Summarizing, Yip and Sharma reported that the photorearrangement reaction of 0-NBA, either in
THF or acetonitrile solution, proceeds from the short-lived excited singlet state S; (t < 10 ps), or
from negligible triplet excited state T,;, which undergoes through a biradical. A ketene
intermediate is then formed by a H-abstraction of the aldehydic hydrogen, which mainly occurs
within the excited singlet manifold of the nitro group.

Until 2005, all the experiments on the o-NBA photoreaction were limited by the time resolution of
the used spectroscopic techniques. On 2005, the group of Gilch,* using femtosecond vibrational
spectroscopy, was able to identify for the first time the presence of the ketene intermediate which
until then had only been assumed. Along the photorearrangement of o-NBA, the ketene was
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identified within the first 400 fs, after excitation with 260 nm. The ketene intermediate was
identified by characteristic absorptions at 450 nm (UV/Vis) and a band appearing at 2100 cm™(IR),
which is a characteristic band of ketenes.** Immediately after its formation, the ketene, which has
a high degree of vibrational excitation, is relaxed through a cooling process in times > 10 ns. In this
time, the ketene intermediate is completely formed and the ground state is partially recovered. In
order to monitor the ketene formation, low excitations with 388 nm*® were performed and then
compared with high energy excitations,*® and it has been observed that at both excitations, the
same quantum yield is observed, i.e. 50% of ketene is formed.
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Figure 1.4. Intermediates of the photoredox reaction of 0-NBA proposed by Laimgruber et al..

In the experiments performed by Gilch et al. in organic and mixed solvents, a second intermediate
has been reported,36 as it has been stated by Yip et al.’*® and George et al.”® The proposed
arrangements of this intermediate differ in some details, but all structures in water feature a
lactone, as sketched in Figure 1.4. Taking into account the solvent dependence effects with the
observed transients Gilch et al. have postulated the following facts:

a) The quantum vyield for the formation of the nitroso product is close to 50% irrespective of the
solvent, as reported in Ref. 28.

3033 and can be

b) The lifetime of the ketene intermediate strongly depends on the solvent
interpreted as a signature of the reaction. The lifetimes of the ketene intermediate span a wide
range of times according to the solvent used: in protic solvents, one that contains dissociable H,
the existence of the ketene is of ~90 ps or less, whereas it is of 200 ps in aprotic solvent. For that
reason, the experiments were mainly performed in aprotic solvents, such as acetonitrile, where

the structural details of the vibrationally relaxed ketene can be examined.”’



Gilch et al. tried to explain the photoreaction of the o-NBA suggesting two channels for the
formation of the ketene.***** For the predominating first channel, the formation of the ketene
takes 0.4 ps. They assumed this would be the decay from the initially singlet CT m - n* excited
state with a concomitant twist of the nitro group. The second channel, a slower process with ~200
ps, is supposed to involve population of a negligible n = 1t* triplet state. Due to the “long” time of
the process and 0.5 of ketene quantum yield,* they assumed that the second channel decays to
reform the o-NBA ground state or goes along with the formation of the ketene. The 50% of
quantum yield in the can indicate that the formation of this intermediate is the key step of the
photoreaction irreversibility.
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Figure 1.5. Kinetic scheme proposed by the group of Gilch of the photo-reaction of o-NBA in
acetronitrile. The formation of the ketene intermediate in protic solvents is completed after less

than 100 fs, on the contrary, in aprotic solvents, the time increases until < 10ns.>*3>3

Summarizing the research done by the group of Gilch, upon irradiation of o-NBA at 260 nm, it is
assumed that a bright CT m - n* state is populated, and o-nitrosobenzoic acid is formed via a
ketene intermediate. Moreover, internal conversion to the S; is expected to take place due to the
detection of a weakly fluorescent signal after 100 fs of the excitation. Then, after 400 fs upon
excitation, the ketene is formed through a H-transfer from the aldehyde group to the nitro group
with a quantum yield of 50%, see Figure 1.5. In order to monitor the ketene formation at low-
energy states, due the presence of internal conversion, a femtosecond UV/Vis transient
absorption experiment at low energies, i.e. at 388 nm, has been performed. With this pump probe
experiment it has been demonstrated that the ketene is formed with both wavelengths,® i.e. at
high-energy 260 nm and at low-energy 388 nm. Furthermore, the likely participation of a “slow”
pathway to the ketene formation due to the weak presence of a triplet biradical,”® with n = nt*
character, is considered.



Despite the many attempts that have been made to explain the photoreaction of 0-NBA, very little
is known about its molecular mechanism. For this reason, a theoretical analysis is mandatory and
it constitutes the core of this thesis. This work has focused on 0-NBA, where we have posed the
following questions: Which excited states are experimentally populated? What is the character of
the bright excited states? And how is the relaxation taking place from the populated state to the
main ketene intermediate? i.e. is the hydrogen from the CHO group transferred to the nitro group
in high-energy excited states (non-Kasha path) or is the hydrogen transferred in the lowest-energy
excited state (Kasha path)?.

1.4 Objective and Outline of this thesis

As hinted above, this thesis is devoted to understand the mechanism of the phototransformation
of o-NBA at molecular level, from the Franck-Condon (FC) point to the formation of the first
intermediate ketene. To this aim we shall employ quantum mechanical methods and ab initio
molecular dynamics. Since the production of the main ketene intermediate represents the key-
step on the 0-NBA photoreaction we assume that it will determine the quantum vyield of the
formation of the o-nitrobenzoic acid. It is foreseen that the insight into o-NBA photochemistry will
give insights on the mechanisms of related molecules.

In order to elucidate the photodeactivation mechanism towards the o-nitrobenzoic acid, the
following more specific tasks have been accomplished:

a) The study of the vertical spectrum of the o-NBA in order to discern the character of the
corresponding excited states. This calculation has been done by means of quantum mechanical
methods in gas phase and with solvation. The influence of solvation over the o-NBA is studied
mainly with one molecule of water. The results will be shown in the chapter of Results, in the
section #, and can be found in full detail in the article 3.4.1.

b) The calculation of the mechanistic path between the equilibrium FC o-NBA and the ketene. For
the construction of the path, the most important stationary points, i.e. minima, transition states
and conical intersections, have been located. This has been done through minimum energy path
(MEP) calculations. These studies are summarized in the chapter of Results, in the section 3.3, and
can be found in full detail in the article 3.4.4.



¢) Guided by the quantum mechanical calculations of the o-NBA photodeactivation path, the
natural dynamics of the system has been examined using high energy, i.e. 260 nm, and excitation
at the low-energy, i.e. at 388 nm. This is done in order to have a time-dependent view of the
photochemistry. Since the involved process is multi-dimensional, the dynamics have been studied
using ab initio molecular dynamics calculations. The results are summarized in the section 3.4, and
can be found in detail in the article 3.4.5.

Before the main results achieved in this thesis are presented, the next chapter, i.e. chapter 2, gives
a brief explanation of the methods used in this thesis. Chapter 3 has a resume of the results
obtained, including the articles published during the accomplishment of this thesis. This chapter is
followed by the conclusions and outlook.



CHAPTER 2

Theoretical background

In an effort to depict nature, physicists through years had developed sophisticated equations in
order to fit the phenomena in them, and yet, besides there is are a long path to achieve equations
that can be accurate and suitable enough, several equations are used nowadays describe the
behavior of atoms and molecules. The purpose of this chapter attempts to describe these latter
equations that build the theoretical background of the methods used in this work.

2.1 The Schrodinger equation

In quantum mechanics, the Time-dependent Schrédinger equation (TDSE), formulated in 1926 by
the Austrian physicist Erwin Schrodinger, describes how a quantum state (wave function) of a
physical system, evolves in time:

i |w(7, R, 1)) = A|Y(7 R ), ~ 29 2.

where |W) is the total non-relativistic wave function, and H is the total non-relativistic Hamiltonian
of the system. For a molecular system, those quantities depend on the electronic coordinates 7,

o
nuclear coordinates R, and time t.

Stationary properties of the TDSE can be obtained by solving the Time-independent Schrédinger
equation (TISE):

Amol|¢ (7, R)) = E|p (7, B)), .eq.2.2

which provides the eigenstates and eigenvalues of the system. In eq. 2.2 E is the total energy of
the system, and A™°! is formed by the kinetic energy operator T and the potential energy
operator V:

10



Al =T + 7V ..eq.2.3
In a system with N-electrons (N€') and M-nuclei (M™), T is defined as":
M ..eq.2.4

net
21 2 .\ 1L 2
L2 Vi 220, A

The first sum in the eq. 2.4 runs over all electrons i, giving the electron kinetic energy: T¢; the
second sum runs over all nuclei I, giving the nuclear kinetic energy: T™. M, is the mass of the |
nuclei. VL-Z and V# represent the Laplacian operators for the i"-electron and the I"-nucleus,
respectively.

Formally, V describes the Coulomb interactions between N-electrons and M-nuclei and takes the
form:

Nel Nel Nel MU MU pnu

Z,Z] ..eq. 2.5
P ol 2 T
Lll<]|rl_7}| L111|r"_RI| =1 1<]|R1

where the double sum runs over distinct pairs of particles: The first term concerns the interaction
between electrons (repulsion): V¢€!, the second term belongs to nuclear-electron interaction
(attraction): 7™ and the last term corresponds to nuclear interaction (repulsion): V%™ 7, and
Zy represents the atomic number of the nuclei I and J. Relativistic effects, such as spin-orbit

coupling, are neglected in this approximation. Then, the total molecular H™°! can be written as:

fmol — Tel + Tnu + pelel + pyetnu + pruwnu ..eq.2.6

Since we are interested in finding solutions of the stationary properties of a system, for example:
the geometry in different stationary states, it is necessary to solve the TISE (or stationary
equation) eq. 2.2. In order to do so, it is necessary to consider all the coordinates of all N-electrons
and M-nuclei in the system with the total H™°! eq. 2.6. This leads to a (3M™* + 3N®!)-degrees of
freedom problem, for which, in practice, it is almost impossible to obtain analytical solutions.**
Therefore, approximations, such as the Born-Oppenheimer (BO), have been developed in order to

"The following terms are expressed in atomic units, thatis e = m, = i = 1, where m,, is the mass of the
electron.
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simplify the mentioned many-body problem. A short description of the BO approximation will be
provided in the following section.

The Born-Oppenheimer approximation

The BO (or “adiabatic” since it completely neglects the influence of nuclear motion on the
electronic properties) approximation* was introduced by M. Born and R. Oppenheimer in 1927. It
is based upon the fact that the timescale associated with the motion of nuclei is usually much
slower than that associated with electrons, what allows separating the motion of the nuclei from
the motion of the electrons. This is possible since nuclei are much heavier than electrons (M=10
kg >> m=10""kg). For this reason, one can consider the electrons in a molecule to be moving in
the field of fixed nuclei where V"™ is a constant and the T™ can be neglected (since T™* «
Ty a factor of M;/m;). Therefore, the total wave function |¢) of equation 2.2, can be expressed

as a product of the nuclear function |¢”“(§)) and the electronic function | (7; R)):

|9} =~ 1$™(R))| ¢ 7 R)), ..eq.2.7

where for the |¢el(7'; R)) eigenvalue, the electron cloud 7 adjusts instantly to a fixed nuclear
configuration R (denoted by the semicolon in the 2.7 equation). The H™°! can be also separated
into the nuclear H™ and electronic H¢' Hamiltonian operators:

Amol = et + g, ..eq.2.8

The separation of eq. 2.8 leads to two eigenvalue equations for each stationary state: the
electronic and the nuclear Schrédinger equations, which are explained below.

Time-independent Electronic Schrodinger Equation
As a consequence of the BO approximation, the electronic Schrédinger equation can be written as:
He e (7 R)) = €' (R)| 9 (% R)), - €q.2.9

where the total electronic wave function |¢el(77; ﬁ)), depends directly on 7 and parametrically on
R. The A is defined as:

12



gel = el 4 pelel 4 pelnu ...eq.2.10

The solutions of eq. 2.9 give the electronic wave functions |¢el) with its associated electronic
eigenenergies £ for a particular nuclear configuration R.

Time-independent Nuclear Schrédinger equation

For the nuclear part of a system, the BO approximation results in the approximate nuclear
Schrédinger equation, see Ref. 43:

ﬁnuld)nu(ﬁ)) - gnuld)nu(ﬁ)), ..eq.2.11

H™* is defined by the sum of the electronic terms: the effective electronic energy sel(ﬁ) and the
nuclear repulsion V™™ j e. the potential energy E (R), along with the kinetic energy operator for
the nuclei T™:

fnuc — pnu 4 Eel(ﬁ) + prunu .. eq.2.12

The solutions of the equation 2.11 for a given electronic state are a set of nuclear wave functions

|¢™) that depend on the nuclear coordinates R and describe the vibrations, rotations and
translations of a molecule. The nuclear energy €™ now represents the total energy, E (recall eq.
2.2), in the BO approximation.

Potential Energy Surface
The potential energy EP°(R) for a given electronic state is given by:
EPOt(R) = €°/(R) + V™nu(R), ..eq.2.13

In equation 2.13, different molecular arrangements of atoms in a molecule will give different
values of EP?L(R), which together form the Potential Energy Surface (PES), that is used to model
chemical reactions and interactions in simple systems. A nuclear configuration in a PES where the
derivation of the energy with respect to all nuclear displacements is zero is called stationary point.
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Some of the main stationary points that help to build the PES are: the equilibrium geometry or
global minimum which corresponds to the most stable nuclear configuration, the saddle points or
local maxima (which correspond to transition states -TS-), and local minima (which correspond to
reactive intermediates). All of which serve to follow a reaction coordinate, i.e. the path in the PES
where the atoms "travel" along during a chemical reaction, as an example see Figure 2.1.

Potential Energy Surface

transition state

local minima

global minimum

(R)

Figure 2.1. Different stationary points that are localized along the reaction coordinate of a PES.

Since the energy obtained by solving the electronic Schrodinger equation, eq. 2.9, provides the
framework to solve the nuclear Schrodinger equation, eq. 2.11, it is therefore essential to
represent adequate electronic wave functions |¢el) for the electronic part. Hence, in order to do
so, a summary of some methods used to solve for the |¢el), with emphasis in those employed in

this thesis, will be presented in the next section.

2.2 Solution to the Time-independent Electronic Schrodinger

Equation

In this section we will focus on the electronic problem, i.e. the solution of the electronic
Schrédinger equation 2.9 with quantum mechanical methods that are used in this thesis.

This section will be divided in two parts. First ab initio quantum mechanical approaches will be
discussed. Then, as an alternative to the wave function method, an approach based on the

electronic density will be presented.
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2.2.1 Ab initio methods

The energy evaluation of a molecule, either in their electronic ground state or in a higher excited
state, can be achieved through the use of approximations, e.g. within the frame of ab initio
molecular orbital theory.

The ab initio term in its modern meaning (“from first principles of quantum mechanics”) was used
by Chen™ (when quoting an unpublished MIT report from Allen and Nesbet), by Roothaan® and, in
the title of an article, by Allen and Karo,*® who also clearly define it.

The simplest type of ab initio electronic structure calculation for a molecule in the ground state is
the Hartree—Fock self-consistent field (HF-SCF) scheme'. HF does not specifically take into account
the instantaneous Coulombic electron-electron repulsion, instead, uses the average of non-
interaction electron-electron potential.

In order to recover electron-electron interaction, many types of methods begin with a HF
calculation which is subsequently improved. Hence, in this section, the HF method will shortly be
introduced as a start, then, some approaches that consider electronic interaction, the so-called

post-Hartree-Fock methodS **® (post-HF), will briefly be described.

A. Variational Principle in the ground state

A system that is localized in the lowest-energy state along its PES, it is said to be in the electronic
ground state, i.e. we consider ﬁgl.

As a first step in solving the electronic Schrédinger equation, eq. 2.9, in the ab initio methods, it is
important to consider the variational principle:**

ol (9645 #5") ..2.14
(#5]85")

1]

which states that the energy (here of the ground state) €' of an electronic trial wave function
|¢Sl) calculated as the expectation value of the H¢' divided by the norm of the |¢Sl) is always

"Here, just the abbreviation Hartree-Fock (HF) will be used in order to simplify the nomenclature.
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greater than or equal to the exact electronic energy €. This gives the best trial wave function,
since it is the one with the lowest energy possible.

The goal of the quantum chemical approximations described in the further sections is to solve the
TISE by finding the most appropriate parameters for the trial wave function |¢el), thus obtaining
the °..

Slater determinant for N-electrons in a molecule on the ground state (Description of a wave
function)

In order to solve the electronic TISE, eq. 2.9, the |¢el) must be antisymmetric with respect to the
interchange of any two electron coordinates, following the Pauli principle. An expression
representing the simplest antisymmetrized wave function, of an N-electron system is a Slater
determinant:

x1(x1)  x2(%1) .. xn(x1) ..eq.2.15
|¢el) — I @) xe(x2) o xn(x2)
JNen| S |
xixy) x2(xn) .. xn(xy)

which comprises N ortho-normalized one-electron-functions (or spin orbitals) |x;(x;)). The lower
energy spin orbitals are occupied and the higher energized, 2k — N¢ virtual orbitals, are not,
following the basic Aufbau principle. The spin orbitals |y;(x;)) can be defined as the product of
the spatial orbitals |; (7)) with the so called spin functions, |a(w;)) and |B(w;)):

lxi(x) = lxi (7 @) = |[$:(7)) - {:Z&g; ..€q.2.16

in which, the |y;(7#)) depends on the position of the electrons, and the spin functions: |a(w;))
and |B(w;)) depend on the spin coordinate w. It is assumed that the spin eigenfunctions are
orthonormal, i.e. {(a|a) = (B|B) = 1 and §,5 = (a|B) = (Bla) = 0.

Hartree-Fock theory

The easiest solution of the electronic TISE, eq. 2.9, is achieved when the variational principle, eq.
2.14, is applied on the wave function, eq. 2.15, for the ground state where different sets of
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|xi(x;)) will provide different eigenvalues until the minimal energy for the ground state, sgl, is
achieved. This latter procedure is the basis of the HF method.*>° The HF equations are:

F ) lxi(x)) = &lxi(xp)), .. eq.2.17

where f is the Fock operator and will give as solutions of the one-electron eigenenergies &; and

the optimal spin orbitals | x; (x;)). The f consists of two terms:
flx) = h(x) + VHF (xy). ..eq.2.18

The first term, fl(xi), in the eq. 2.18 is the single- or one-electron operator, and represents the
Coulomb interaction of one electron in the fixed-field of M-nuclei:

M ..€q.2.19
P 7 el Zi
h(z) = T (x;) = Z PRI

i |n—R

The second term, VHF(x;), of the eq. 2.18 is the Hartree-Fock potential and describes the
interaction of the it"-electron in the effective potential of all other electrons. V¥ (x;) is
composed of two terms: the Coulomb operator (7]- (x;), and the Exchange operatorj?j(xi),

nel ...eq.2.20
PHF ) = ) (3,0 = Ty (o).
J

The first term, jj(xi), in equation 2.20 represents the classical interaction of one it electron with

the remaining electron cloud, i.e. Nel — 1 electrons,

. 1 ..eq.2.2
Jjx)lxi(x)) = U dij;(xj)—_,Xj(xj) |xi (). e 221

7 -7

The second term of the eq. 2.20 has no classical analogue. Unlike the Coulomb operator, the
exchange operator is a non-local operator, since the energy contribution comes from a delocalized
interaction between electron i and electron j, and it is defined as:
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.. €q.2.22

R, () e (x0) = U dx,)(,(x,)l )] b o)

In general, the Coulomb operator represents Coulomb interactions between electrons that
occupy orbitals x; and y;, whereas the Exchange operator deals with electrons with opposite
spins.

The solution of the HF equations, eq. 2.17, will depend on the type of spin orbitals, | y;(x;)) used
to describe an N¢ system. Consecutively, if the spin orbitals are constrained to have the same
spatial function for |a(w;)) and |B(w;)) they lead to the: a) Restricted Hartree-Fock (RHF)
equations; on the contrary, if the spin orbitals have different spatial functions for |a(w;)) and
|B(w;)) they lead to the: b) Unrestricted Hartree-Fock (UHF) equations, see Figure 2.2.

E| W, — AR
v, — i T
v, 4 v =
g yi 44—

Restricted Spatial Orbitals  Unrestricted Spatial Orbitals

Figure 2.2. Spin orbital representation of restricted (RHF) and unrestricted (UHF) spatial orbitals.

Since the solution of the HF equations, eq. 2.17, depends whether the orbitals of the system are
double or single occupied, it is important to gain an expression given exclusively in terms of the

spatial orbitals |;(7#;)). Henceforth, the f operator is presented in the following sections in terms
of spatial orbitals in the RHF and UHF procedures.

Restricted Hartree-Fock

In the case of an even number of N-electrons, i.e. RHF, all the spatial orbitals |;(7;)) are double
occupied, and electrons having the same spatial orbital will differ only in their spin function

la(w;)) and | (w;)),
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fEP:iF)a(w)) = &lpiF)a(w)) - €q.2.23

and

F )i ()P (W) = &l 7B (w))- - €q.2.24

This means that for a Slater-determinant with N® spin functions, only N¢/2 spatial orbitals are
needed, thus the results on eq. 2.23 are identical to those from eq. 2.24. Then, the restricted Fock
operator has the then form of:

FEDWi (7)) = &lpi(7)), .. eq.2.25

where f depends on the spatial orbitals |1);(7;)). Consequently, the Coulomb jj(xi) and Exchange
ﬂ’fj(xi) operators are now defined with respect to the spatial orbitals |y;(7;)), and are analogous
to equations 2.21 and 2.22.

The RHF equation, eq. 2.25, can be solved by introducing a set of known spatial basis functions
|k (7)) instead of each molecular orbital (MO) |y, (#;)). This method, devised in 1951 by Clemens
C. J. Roothaan® and George G. Hall,** gives a set of algebraic equations that could be solved by
standard matrix techniques. Therefore the MO can be expanded as a linear combination of k basis
functions (atomic orbitals), giving the so-called Linear Combination of Atomic Orbitals (LCAO),

k .. 0. 2.26
) = ) cielo D)

k=1

where c;;, are the weights of the contributions of the k atomic orbitals |y ). In the praxis, the sum
in equation 2.26 is truncated at a finite value k, for computational purposes.

Substituting the basis functions from equation 2.26 into the HF equations, eq. 2.17, will give:

k k ..eq.2.27
@) 2 Ciklpr (7)) = & Z Cik| P (7))
k=1

k=1
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The coefficients c;, in the equation 2.27 are derived variationally, therefore, the obtained ¢;
energies, tend to a limiting value called the HF limit, i.e. the limit is reached when k — oo,
according to the size of the basis functions used.

If the eq. 2.27 is multiplied from the left with ¢; and integrated with respect to 7, it gives the

Roothaan-Hall equations:>>*

k ) k ..€q.2.28
Z cir{ @i )| fie|ore (7)) = & Z Cir @i )@k (7).
k=1

k=1

The equation 2.28, can be then rewritten in a compact matricial way as:
FC = SCk¢, .. eq.2.29

where the Fock matrix F, with k x k dimension, is formed from the matrix elements
((pi(ﬁ)|ﬁk|<pk(?i)). The § matrix, also with k x k elements, describes the overlap between two
functions k and i. Both matrices are Hermitian, i.e. for real orbitals they are real and symmetric.
The € matrix contains the coefficients for the molecular orbitals y; in columns, i.e. the first column
gives the coefficients for y;, the second column those for y, and k" column those for . The
energies of each |y;(7})) are found in the diagonalized matrix €.

The solution of equation 2.28 is given by an initial guess of ¢;; which defines the spatial orbitals
|, (7)) in equation 2.27 giving the matrix C° in equation 2.29, thus, calculating the first Fock-
matrix F°. Then, the eigenvalue problem is solved by diagonalization of F°. As a solution, a new
coefficient matrix C! is obtained which is again used to construct a new Fock matrix F* which is
diagonalized. The process of generating a new € with new c;;, values is called iteration. After each
iteration, the c;;, are compared to the previous values obtained, and if they have not changed, i.e.
the values are negligible; within a specified criterion (also known as convergency parameter) then
the procedure has reached a self-consistency, making the iterative process to stop. Hence the
name of the latter iterative procedure is Self-Consistent Field (SCF), and was introduced by Hartree
in 1928.

Since the goal is to minimize the ¢;, eq. 2.27, an appropriate set of ¢;; must be determined as an
initial guess, i.e. the accuracy of the HF energy lies in the size and quality of the basis set expansion
used in the equation 2.27.
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Unrestricted Open-Shell Hartree-Fock

In order to obtain the UHF energies, John Pople and R. K. Nesbet™ devised some suitable

equations where the spatial orbitals | (7)) and |1,l)f(?i)) are different for opposite spin
functions |a(w;)) and |8 (w;)):

FeeDlE Ga(w) = ef ¢ Falw) . €9.2.30

and

o | @By = ef|wf @Bw)). ..eq.2.31

Therefore the obtained energy &; depends on their spin functions, |a(w;)) and |8 (w;)). Hence,
equations 2.30 and 2.31 must be handled individually. The f operator is obtained by following the
same steps that were used for the RHF; the only difference present is that the sum runs over an
unequal number of a and 8 spins, where the Coulomb and Exchange operators maintain their
form in equations 2.21 and 2.22, only now the spatial functions are differentiated according to the
spin type. Thus, the Roothaan-Hall equations split into two sets of equations for a- and S-orbitals.
These expressions are called Pople-Nesbet equations:™

F*C% = §C%¢* ..eq.2.32
FBeB = scPeP ..eq.2.33

where matrices €% and € contain the coefficients for the molecular orbitals [Y¥(7)) and

|1/Jiﬁ (7)) respectively. The orbital energies are found along the diagonal of the matrices €* and €.
The two sets of equations 2.32 and 2.33 are coupled over the appropriate Coulomb and Exchange
operators, eq. 2.21 and 2.22, hence giving the solution of the HF equation. The Pople-Nesbet
equations 2.32 and 2.34, are also solved iteratively until the minimum total energy is reached.

B. Electronic States higher in energy than the ground state, i.e. Excited States

Through the framework of the HF approximation, where the basis functions aid to depict better
the MOs, thus improving the portray of the wave-like behavior of the electrons in a molecule, a
rather rigid physical picture is obtained because the one-to-one interaction between electrons is
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not taken into account. This is especially important when molecules around their global minimum,
i.e. in most stable electron configuration, lose their stability when an external energy is applied on
them.

An example of external energy is electromagnetic radiation applied on a molecule, i.e. a molecule
absorbs energy (photon) from electromagnetic radiation. The absorption of a photon can cause
three types of transitions in a molecule accordingly to the type of energy, absorbed by the
molecule. These transitions, which are studied by the Spectroscopy, are: rotational, vibrational
and electronic.

An electromagnetic radiation that emits low energy, i.e. energy at short wavelength, is the
microwave radiation. It cannot excite electrons in molecules nor can excite vibrations, therefore, it
can only cause a rotational transition in molecules, i.e. an abrupt change in the angular
momentum in the molecule. Thus, if a molecule gains angular momentum, a positive rotational
transition is said to have occurred, on the contrary, if molecule loses angular momentum, it is said
to have transitioned to a lower rotational energy state.

Photons more energetic than microwave radiation are those ones from the infrared (IR) region of
the electromagnetic spectrum. Nevertheless, they have much less energy than photons in the
visible or Ultraviolet (UV) regions of the electromagnetic spectrum. Photons from the IR region can
excite vibrations in molecules. Therefore, when a particle gains vibrational energy, a positive
vibrational transition is said to have occurred. On the contrary, when a particle loses a unit of
vibrational energy, it is said to have transitioned to a lower vibrational energy state, see Figure 2.3
index b).

More energetic photons (such as UV-light) induce molecular electronic transitions, e.g. valence
electrons in a molecule are excited from one energy level to a higher energy level (excited state).
The change in energy associated with this transition provides information on the structure of a
molecule and is associated with many molecular properties, such as valence energy levels and
chemical bonding; especially the bonding character of molecular orbitals. After a molecule is
excited, the lifetime of it in an excited state is usually short; consecutively, the system reverts
either to the ground state or to a less excited state emitting photons. This giving of energy is often
loosely described as decay.

The energies of the emitted photoelectrons are characteristic of their original electronic states,
and depend also on vibrational state and rotational level. With the aim of describing the
absorption and emission of light from a system, Alexander Jablonski proposed in 1935 a diagram
which illustrates schematically the absorption/emission activity of a quantum system. This scheme
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has been called the Jablonski diagram in honor to its developer. In Figure 2.3 the main quantum
transitions, which are significant in this thesis are shown.

Energy

Reactive Photoproduct Photoproduct

Figure 2.3. a) A chromophore absorbs light energy, and it is excited to a higher vibrational energy
level, at a higher energy state: S;. b) At each energy level, chromophores can exist in a number of
vibrational energy levels (here represented by grey lines the relaxation along the vibrational
energy levels is called Vibrational Relaxation. c) Fluorescence: occurs when a chromophore after
being excited is rapidly relaxed to the lowest vibrational energy level. d) Phosphorescence: is
similar to fluorescence, except the electron undergoes a spin conversion into a “forbidden” triplet
state (here T,) instead of the lowest singlet excited state, here S,;, and occurs with lower energy
relative to fluorescence. e) Intersystem crossing is a radiationless process involving a transition
between two electronic states with different spin multiplicity,54 here from the S; to the T;. f)
Conical Intersection (Cl), occurs when two adiabatic potential energy surfaces cross. The interstate
coupling facilitates fast radiationless transitions between the crossing surfaces.

In order to obtain reliable physical information on excited state phenomena, i.e. suitable wave
functions for excited states, electron-electron interaction (electron correlation) must be
considered. Therefore, post-HF will be shortly introduced in the following sections.

Two types of electron correlation effects can be distinguished: (dynamical and static).> (a) The
dynamical (intra-orbital) correlation describes the interaction between two electrons belonging to
the same |Y;(7;)). (b) The static (near-degeneracy) correlation is caused by the inter-orbital
correlation where two MOs are spatially close, i.e. having almost the same energy. The negligence
of the static correlation can lead to a wrong ground state wave function, since it is associated with
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electrons avoiding each other which occupy different spatial orbitals* [y;(#)). Statical effects,
which are featured in chemical systems with excited states or in description of bond-dissociation,
can be covered with the use of more than one Slater determinant to describe the wave function.
In order to account for the absent electron correlation on HF method, post-HF will be discussed in
the following sections.

corr

The correlation energy, ¢ , is defined as the difference between the HF energy EYF and the

lowest possible (exact) energy €€ for a given basis set, and is given by,

corr

georr = gel _ EHF, .. eq. 2.34

Post Hartree-Fock methods

In order to add the correlation energy in the solution of the electronic Schrodinger equation, eq.
2.9, different ab initio methods have been applied in this thesis: (a) Approaches which expand the
wave reference, i.e. the one-determinant HF eq. 2.15, as multi-electron wave functions. This
expansion can be solved variationally, eq. 2.14, like Configuration Interaction (CI) or not
variationally, like Coupled Cluster (CC). (b) Methods that add "perturbations", such as Mgller-
Plesset®® (MPn) theory, start with a known wave reference and add a "perturbing" Hamiltonian
which will represent a weak disturbance to the system. If the disturbance is not too large, the
various physical quantities associated with the perturbed system (e.g. its energy levels and
eigenstates) can be expressed as 'corrections' to those of the simple system. Another type of
electron correlation treatment which does not belong to ab initio calculations is the Density
Function Theory (DFT) which will be treated in this thesis in the section 2.2.2.

A brief explanation of the post-HF methods used in this thesis will be done in the following
sections.

Configuration Interaction

The CI method> is conceptually the simplest approach to include electron correlation energy in
the HF method. In the CI approximation, a trial wave function |1,l)8l) (from now on, the |¢>el) from
eq. 2.15 will be denoted as |¢Sl)) is expanded as a linear combination of appropriate N¢-particle
Slater determinants. Each linear combination of Slater determinants that represent an eigenstate
will generate a configuration state function CSF. Therefore, the solution of the CI procedure
accomplishes some eigenvalues, which are the energies of the ground and some electronically
excited states, i.e. energies of the corresponding CSFs.
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The determinants that build the CSFs are constructed by exciting an electron (or more) from

occupled , MOs to unoccupied, K — V|rtual MOs in the [§ ) each of these substitutions
gives a d|fferent electronic configuration. Electronlc configurations representing single excitations
consist of promoting one electron from the spatial orbital a to the spatial orbital r and is written
as |[Yr). Similarly, a double excitation involves exciting two electrons, one from a to r and another
from b to s, |Y7})- Applying the same notation for all other multiple excitations, then a trial wave
function |¢el) can be written as a linear combination of all possible excited determinants, relative

to the reference determinant |1/ng):

[6°1) = Colyg!) + Z CElWD + ) Clpip)+ > Cat|wak)+- - o% 239
a<b a<b<c
r<s r<s<t

The coefficients C in eq. 2.35 are determined by the variational principle, recall eq. 2.14. The
restrictions such as: ..a < b < c and r < s <t <... are present to avoid repetition, leading to a
sum of the unique possible electronic configurations. These configurations are termed according
to the number of promoted electrons: HF ground state: |¢Sl), singlet: [17), doublet: [7}), triplet:

|Wi3k), ... Ne'-tuple excitations.*! A way of rewriting eq. 2.36 in a compressed way is:

|pet) = Co|yg') + CslS) + CpID) + CrT) + - ..eq.2.36

where |S) represents all the single excitations, |D) the doubles, |T) the triples and so on. Using the
notation of the equation 2.36 the Cl matrix can be expressed as a matrix representation:

|¢8l) |S) |D) |T) ... eq.2.37
lweh) (W&t |AwEh) 0 (p§'|A*|D) 0
S o (sias) (s|Ap) (s|A)
D) (D|A*[wg') (D|AS) (T|AYT) (D|HT)

m o (rjaals) (r|A<p) (r|Aer)

where all matrix elements in eq. 2.37 that differ by more than two spin orbitals are strictly zero,
e.g. there are no coupling between |¢8l) and triples or quadruples. This is a consequence of
applying the Slater-Condon rules*' to the matrix elements , eq. 2.37, to the Hamiltonian operator.
As well, there is no coupling between the |¢gl) and any single excited determinant, by the virtue

of the Brillouin theorem,** therefore all matrix elements of the form ( 81|Hel|5) are zero.
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In the CI, the number of determinants act as the limiting factor of the electron correlation, which
2K
Nel

the CI expansion, the more exact the total final wave function can be, getting a well-define, size

is defined by the binomial coefficient ( ).41 Henceforth the larger the number of determinants in
consisted and variational method. As a result, if all of the configurations are taken into account,
the generated wave function is referred as full configuration interaction (FCl). Nevertheless, the
larger the expansion is, the harder its solution will be completed, leading to high computational
costs, even if the CI wave function is represented by symmetry adapted to the CSFs. For this
reason, the CIl method is just practical and limited to relatively small systems. Hence, truncating
the CI expansion, eq. 2.36, in fewer matrix elements can be an option to avoid this limitation.

The most trivial and easiest truncation is to neglect all excitations, i.e. no correlation is considered,
hence |¢el) = |1/J(e)l). Another possibility is reducing the expansion considering only single
excitations, i.e. CIS. Because of the Brillouin theorem, they can be expected to not largely
contribute on the HF results, but influence on the charge distribution within the molecule, when
mixing with |D) matrix elements in eq. 2.37. The inclusion of the doubly excited determinants, CID,
is fundamental in the calculation of accurate energies, since double excitations mix directly with
the HF reference function |¢Sl), eq. 2.37. Therefore, including single and double excitations can
cover most of the correlation energy.* Thus, the lowest CI level which gives the best
improvement over the HF result is the CISD method.

The truncation of the CI expansion results in the size consistency error. This means that the total
error in the energy of a truncated Cl calculation for an ensemble of molecules is not the sum of the
errors in energy of the individual and isolated molecules. Fortunately, the truncated-Cl energies
can be corrected a posteriori with the Davidson correction,”® or with further inclusion of excited
determinants, like triple |T) and quadruple |Q) determinants.

Another way to simplify the calculation of the CI is not to take into account all electrons for all
possible excitations e.g. to consider an approximation of frozen electrons in the energetically very
low (core) orbitals. Consequently, the excited determinants only arise by promoting electrons
from the valence shell (electrons that can participate in the formation of chemical bonds) orbitals,
to the external (vacant virtual) orbitals. A pictorial view of the partitioning scheme in a CI
calculation is shown in Figure 2.4.
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Figure2.4. Partition of the -basis of spatial orbitals into the different sub-spaces for N-electrons
in K spatial orbitals. As an example, two spatial orbitals have been considered frozen and some
single and double excitations from the valence shell orbitals to the external orbitals have been

shown.

An extra flexibility when high excitation energies are considered in the CI method can be obtained
by allowing more than one reference determinant |1/J(e)l), this approach is called: Multi-reference
Configuration Interaction (MRCI).

The MRCI method starts with a wave function reference that includes more than one determinant,
the so called reference determinants,”’, from which all |S), D) ... etc. are then applied. With the
purpose of simplifying the MRCI method, as it has been seen in the Cl method, eq. 2.36, truncated
to into single or double excitations resulting in MRCIS or MRCISD, typically the expansion is.

The reference determinants CSFs are selected either by perturbation theoretical ansatz,*® or by
taking all CSFs that have been shown to be important in a previous Cl calculation. The selection of
adequate determinant references is reflected on the excitation energies, so that if one is not
careful enough, the excitation energies obtained are not sufficiently correlated (lower).

Multiconfigurational Self-Consistence Field

Another possible improvement to the HF method relies on optimizing simultaneously the
coefficients C of the FCl expansion eq. 2.36 with the coefficients ¢ from equation 2.26 with the
variational principle. This means that not just the expansion of the wave function is varied, but
also the MOs are varied in order to obtain the total electronic wave function |¢el) with the lowest
possible energy, thus giving rise the Multiconfigurational Self-Consisted Field (MCSCF) method.
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A shortage in the MCSCF framework is that the number of iterations required for achieving
convergence tends to increase with the number of CSF included. Because of this, the amounts of
MCSCF wave functions that can be treated are somewhat smaller that for the CI method,
otherwise it will be at the expense of a computationally very demanding wave function. Therefore,
it is important to select the adequate CSFs that can accomplish the right flexibility of the MCSCF
wave function, i.e. to include those CSFs that are needed to describe properly the chemical
property of interest.

A an extension of the MCSCF approach, the so-called Complete Active Space Self-Consistent Field
(CASSCF)**®° method, developed by Roos et al. diminishes the amount of CSFs included to describe
the MCSCF wave function. This means that the linear combination of CSFs used for CASSCF
method includes just the CSFs where a particular number of electrons arise in a particular number
of orbitals. This can be achieved by partitioning orbitals into subsets according on how they are
intended to be used in the wave function: inactive, active and external or virtual orbitals, see
Figure 2.5. The set of active MOs, hence the name active space (AS), will typically include some of
the Highest Occupied Molecular Orbital (HOMO) and some of the Lowest Unoccupied Molecular
Orbital (LUMO) from an RHF calculation, as it is shown in Figure 2.5. The inactive MOs are always
fixed doubly occupied. The last set of MOs is the virtual orbitals, which are unoccupied and span
the rest of the orbital space. Therefore, the AS in the CASSCF method is set up considering all
possible distributions of the N-electrons in the n chosen orbitals®® taking into account spin and
symmetry restrictions. This is conventionally written as CASSCF(N€!,n). After the MOs have been
divided, a FCl calculation is performed on those MOs belonging to the AS, thereby overcoming the
size inconsistency of the truncated CIL.

Virtual
orbitals

LUMO

CAS \ HOMO

N

All possible
excitations J/

Inactive
space
(doubly
occupied)

SrErE

Figure 2.5. Representation of the active, inactive and virtual orbitals.
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A possible disadvantage of the CASSCF method is that for any CI expansion, the CASSCF wave
function becomes very large even for small active spaces. Therefore, the MOs included in the AS
must be decided manually by considering the problem at hand and the computational expense.*
If several points on the PES are desired, the AS should include all those orbitals that change along
the PES considerably, or for which the electron correlation is likely to change, for which is
necessary to carry out several test calculations. For this reason, some features that can be
considered when selecting an appropriate set of orbitals in the AS are:*® a) For each occupied
orbital, there will be usually one corresponding virtual orbital. b) Including all the valence orbitals
leads to a wave function that can enhance the description of the chemical phenomena of interest.
Knowing that, a full valence CASSCF wave function rapidly becomes unmanageably large for
realistic sized systems. c) The orbital energies from an RHF calculation may be used for selecting
the important orbitals. Mainly, orbitals belonging or being close to the HOMO-LUMO, since the
smaller the orbital energy difference, the larger contribution to the correlation energy. d) Orbitals
with occupation numbers significantly different from 0 or 2 (in a RHF done with natural orbitals)
are usually those that are the most important to include in the active space.

When dealing with excited states, the MOs can be simultaneously optimized for every electronic
state or for an appropriate average of desired states, i.e. performing a state-averaged CASSCF (SA-
CASSCF). The method then will be indicated as SAm-CASSCF with m being equal to the number of
included roots (electronic states). A virtue of a SA-CASSCF is that all states are expressed using the
same MOs, thereby ensuring orthogonality and differ only in the variationally optimized CI-
coefficients. Though, a drawback to the SA-CASSCF method is that the quality of any state’s wave
function, CSF, is lower than it will be if only one state is considered.

Since the number of CSFs in the CASSCF method quickly increases with the number of active
orbitals, even for quite small active spaces, it may be desirable to use a smaller set of CSFs. One
way to make this selection is to restrict the number of electrons in certain subspaces of the total
active MOs. Henceforth, a variation of the CASSCF procedure is the Restricted Active Space Self-
Consistent Field (RASSCF) method.®* Where the active MOs are divided into three sections: RAS1,
RAS2 and RAS3, each having restrictions on the occupation numbers (excitations) allowed. The
model most used consists on applying a FCl on the configurations present in the RAS2 section
(analogously to the CASSCF method). The RAS1 section consists of MOs that are doubly occupied
in the HF reference determinant |1/ng). The RAS3 section consists of MOs that are empty in the HF
reference determinant. Extra configurations from those of the RAS2 section are generated by
allowing, with the maximum of two electrons, excitations from the RAS1 to RAS2 and excitations
from RAS2 to the RAS3 section, see Figure 2.6. In this way, a much larger number of CSFs (i.e.
larger active space) can be considered.
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Figure 2.6. Representation of the CASSCF and the RASSCF orbital partitions.

Since the CASSCF method covers mainly static correlation, the dynamical correlation can be added
either variationally with MRCI, or perturbationally, via Complete Active Space Second-Order
Perturbation theory.®> Then, a multi-configurational CASSCF wave function can be use as a
reference wave function for a MRCI calculation or for CASPT2*® calculation. In this thesis, CASPT2
calculations with a reference CASSCF wave function have been accomplished to account for
dynamical correlation. For this reason, a brief explanation first of perturbation theory and then of
the CASPT2 method is given.

The premise idea in perturbation methods is to start with a simple system for which a
mathematical solution is known (exactly or approximately), and add a weak disturbance to the
system. If the disturbance is not too large, the eigenvalues and eigenstates associated with the
perturbed system can be expressed as small corrections to those of the reference system. In order
to do so, from the eigenvalue problem eq. 2.9, the perturbation methods split the Hamiltonian
operator H® into two parts: the reference Hamiltonian operator HE' and the perturbation
Hamiltonian operator H’, i.e. a small perturbation H’ is added to the unperturbed Hamiltonian
operator H¢:

Aet = A¢ + AR, eq. 2.38

where A is an arbitrary real parameter determining the strength of the perturbation. As the
perturbation is increased, the new eigenenergies and eigenfunctions from eq. 2.9 must also
change continuously, thus they can be written as a Taylor expansion in powers of the perturbation
parameter A:
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|¢iel) = 2090 + APt + -8, eq. 2.39
and
b= 200 + Ale} + - 4. eq. 2.40

For A = 0, then ¢p¢ = l/}l-(o) and ¢! = sl.(o)' and these are known as the zeroth-order wave function
and zeroth-order energy. The wi(l),lpi(z) .¢ and s( ) ( ) ... are the first-order, second-order,
£t order corrections, where the £t order energy or wave function becomes a sum of all terms

up to order £t Once the equations 2.39 and 2.40 are inserted into the eigenvalue equation 2.9,
the second-order correction to the energy can be retrieved.

If the unperturbed Hamiltonian, HE', is replaced by a sum of one-electron Fock operators, here
from a RHF, as suggested by Moller and Plesset® for the Moller-Plesset second-order (MP2)
method, it can be shown that the zeroth-order wave function is the HF determinant, and the
zeroth-order energy is just a sum of MO energies. Henceforth, the first-order energy correction

yields a correction for the overcounting of the electron-electron repulsion at zeroth-order, i.e. the

© and ei(l)) is exactly the HF energy. Therefore, it is the 2" order

first-order energy (sum of g;
energy term, eq. 2.42, that accounts for the dynamical correlation that is missing from the HF, as it

is seen for Cl, eq. 2.37.

ZZ (ol A |w i1 Lvo) eq. 242
ab
i<j a<b ]

Analogously, the dynamical correlation energy that is missing from a CASSCF calculation can be
recovered within a MP2 type perturbation approach in the frame of CASPT2 method, which
computes the first order wave function and the second order energy in the full Cl space on the
reference CASSCF wave and the Fock type one-electron operator.

For situations in which electronic wave functions are mixed with one another at SA-CASSCF level,
such as avoided crossings or Rydberg-valence orbitals and valence-valence orbitals, the multistate
CASPT2 (MS-CASPT2),® which is an extension of the CASPT2 method is strongly recommended.
Where on the multi-configurational CASSCF wave function a multidimensional reference space, so
to say, treats several states simultaneously. Hence includes the coupling of several electronic
states through the diagonalization of the effective Hamiltonian H¢'S. Where the diagonal
elements are the single-state CASPT2 (SS-CASPT2) energies and the off-diagonal elements
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represent the couplings between (SA)-CASSCF electronic states at second order. This allows for the
simultaneous treatment of all the electronic states being calculated and for which accounts for a
substantial amount of dynamic correlation energy. The diagonalization of the H¢// produces a set
of new wave functions and energies i.e. the MS-CASPT2-corrected energy values, for a detail
explanation see Ref. 63.

It has to be considered, that the CASPT2 method can yield enough accurate eigenenergies only
when a given AS and basis set is optimal for the phenomena to be describe. This means, where the
AS is not complete on higher excited states, in combination with large diffuse basis sets. Since in
this cases intruder states usually arise.

With the purpose of avoiding intruder states, i.e. to obtain continuous potential energy functions,
the inclusion of sufficiently orbitals in the AS can be performed. Nevertheless, a huge number of
active orbitals can make this calculation unworkable. In order to remove the intruder states, two
remedies can be accomplished, the first one is to delete orbitals, nevertheless is not so accurate.
The second procedure, which consists on adding a penalty parameter (shift) on the HE
Hamiltonian, can eliminate weak intruder states in a small treatable AS. The latter shift procedure
is called level-shift technique®"®> LS-CASPT2. Mainly in the LS-CASPT2 a constant parameter is
added to the external part of the ﬁgl, from there any denominator close to zero, recall eq 2.42, is
shifted away, thus avoiding the intruder states. Afterwards in the LS-CASPT2 procedure, the level
shift effect is eliminated. With the LS-CASPT2, the second-order correlation energy si(z) and the

first-order wave function lpl.(l) will depend on the level shift used. A detailed explanation of how to
use the level-shift technique has been published in Refs. 64,65.

In this thesis the same level shift (0.3 a.u.) has been used for all states and geometries in order to
minimize the effect on relative energies.

Coupled Cluster

Coupled cluster (CC) method is a numerical technique used to provide an approximate solution to
the TISE, recall eq. 2.2. It essentially takes the basic HF determinant and adds back multi-electron
wavefunctions to account for electron correlation. The wavefunction of the CC theory is written
as:

71,0 el
|pety = el |yg ), .. €q.2.43
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where |l/)(e,l) is the HF determinant. T is an excitation operator which, when acting on |l/)(e,l),
produces a linear combination of excited Slater determinants, and is determined by,

T'=T'1+T'2+T'3+'“+TNel, e eq.2.44

where Tjis the operator that accounts for all single excitations, T, for all double excitations and so
forth. Through the choice of T operator, the CC method guarantees the size extensivity in the
solution. All truncated forms of CC are size consistent.

Therefore, the CC energy €€ is obtained by solving the following Schrédinger equation:
ﬁeflll)gl) — Eelefllpgl)_ .. eq.2.45

The size of the CC equations set, eq. 2.45, is given by the type of excitations accounted for, and are
solved iteratively. A drawback of the CC method is that it is not variational.

An approximation of the CC method, which includes singles T‘l and doubles Tz in a preservative
way is the CC2 method,®® which is used in this thesis. This method was proposed, in 1996 by
Christiansen, Jgrgensen and Koch, for response calculations on molecules which are out of reach
for CCSD (coupled cluster for singlets and doubles) and higher correlated methods. It is one of the
computationally cheapest methods for excited states and yields energies for singly-excited states
which are corrected through second-order in the electron-electron interaction, i.e. dynamical
correlation. CC2 can be implemented very efficiently with a so-called resolution of the identity (RI)
approximation®”®® for the integrals which describe the electron-electron interaction and thereby
made applicable to relatively large molecules. The Rl approximation leads again to a dramatic
reduction in the computational requirements, and allows us to perform CC2 calculations on much
larger molecules or with much larger basis sets than can be done with conventional (integral-
direct) implementations. The error introduced by the Rl approximation has been shown to be very
small for selected examples®.

2.2.2 Density Functional Theory

Up to now, we discussed the HF method which calculates the electronic wave functions and their
corresponding energies. Though, the HF wave functions lack of electronic correlation, which can
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be recovered by the use of Cl or CC method. Nevertheless, a drawback of the latter methods is its
enormous computational demand, i.e. more computational time. Thus, an economical method,
Density Functional Theory (DFT) based on the electronic density and not in the refinement of the
wave function obtained via HF, is introduced.

Density Functional Theory

DFT is another quantum mechanical method used to calculate the electronic energy of a molecular
system, where the central focus is the electron density" p(#) which depends only on the three
Cartesian coordinates ¥ = x,y,z, rather than the wave function ¢ which depends on 4N
coordinates. The theoretical foundations of DFT are based on two theorems postulated by
Hohenberg and Kohn® in 1964. The first theorem states that the ground state density py(7)
exclusively determines the ground state energy and the ground state wave function; this implies
that all molecular electronic properties of a static many-particle system are in function of its
ground state electron density po (7). Therefore, instead of using a Slater determinant of spin
orbitals as HF method, the total energy is calculated in DFT via the minimization of the charge

density functional g€ [pel] which depends on the electron density,
pel(T_‘)) — Eld)l(F)Izl ...eq.2.46
i

where ¢; correspond to the orbitals. Thus the eq. 2.46 provides an implementation to the DFT
conceptually and computationally very similar to the HF-procedure. The second theorem proves
that the exact ground state density minimizes the total electronic energy of the molecular system.
However, because the exact charge density is typically not known it is approximated by the sum of
the squared one-electron wave functions. The minimization of the energy, stated in the second
theorem, which states that the ground state electronic energy calculated from the trial charge
density pTR represents an upper-bound to the true ground electronic state energy, which would
be obtained if the exact electron density was known p, (%),

ePFT[pTR] > &, .. eq.2.47

where g, is the true ground state energy.

The energy in the DFT approach is not given as the expectation value of an operator like in the HF
method, but as a sum of several energy functionals which in turn depend on the electron density,

The term density means the number of electrons per unit volume in a give electronic state.
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ePFTp] = T[p] + V[p] + Ulp] + *[p], ... eq. 2.48

where T[p] denotes the kinetic energy of the electrons, V|[p] represents the attraction between
the nuclei and the electrons, U[p] represents the Coulomb repulsion between electrons, and
£*¢[p], known as the exchange-correlation energy, denotes the effects generated by the electron
correlation and which has no classical counterpart. Accordingly, if the exact ground state density is
inserted in the equation 2.48, then by the virtue of the second Hohenberg-Kohn theorem, eq.
2.47, the total energy €°FT can be minimized with respect to the density, thus yielding the Kohn-
Sham equations.”

Analogous to the HF equations, recall eq. 2.18, the Kohn-Sham approach leads to a set of one-
electron equations that are solved iteratively. The difference with the HF equations lies in the form
of the effective potential, eq. 2.20, which now is no longer given by V#F, but by an effective DFT
potential VPFT defined as.

7' ..eq.2.49
VDFT (7) = J %d?’ +VE(), q

where the first term is equivalent to the Coulomb-term of the HF equations, while the V*¢ is the
potential due to the non-classical exchange-correlation energy £*¢, and is defined via the partial
derivative of £*¢,

de*e ... €q. 2.50

VE® = 5@

If the exact form of the exchange-correlation energy €*¢ were well-known, then the DFT method
would solve for the exact total energy of the system, i.e. the solution of the Kohn-Sham equation
would generate the correct energy eigenvalue of the total Hamiltonian of the Schrédinger
equation.

The Kohn-Sham approach is in principal exact. Nevertheless, a drawback of the Kohn-Sham
approach is that the correct form of £*¢ is not known, so the ability of DFT calculations is to find a
functional that describes £*¢ adequately. Hence, the properties of a many-electron system can be
determined within DFT by using adequate functionals. Some of the approximations to construct
the exchange correlation functionals are: The Local-density approximation (LDA) and local spin
69-71 72,73 and the

hybrid functionals.” The hybrid functionals, used in the present thesis, were introduced by Axel

density approximation (LSDA), the generalized gradient approximations (GGA),

Becke’” in 1993. They include a part of exact correlation (calculated from the Slater-determinant
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set up by the KS-orbitals), and the rest fitted to experimental data. Their main advantage is the
possibility to include correlation effects in a calculation that costs roughly as much as a HF-
calculation. Among the hybrid functionals, one of the most widely used is the three parameter
functional B3LYP introduced by A. Becke’®, which mixes the exact HF-exchange part with other DFT
exchange-correlation parts arising from the Lee-Yang-Parr (LYP)’® and Vosko-Wilk-Nusair (VWN)
functionals’’. And this B3LYP functional was used in this thesis.

Time-dependent Density Functional Theory

Time-dependent functional theory (TDDFT) is an extension of DFT, and is used to investigate the
properties and dynamics of molecules in the presence of time-dependent potentials, such as
electric or magnetic fields, where TDDFT can extract features like excitation energies, frequency-
dependent response properties, and photoabsorption spectra. The conceptual and computational
foundations between DFT and TDDFT are analogous, but for the second case, the energy is not
only dependent of the density (Hohgenberg-Kohn theorem), but also of time, which arises for the
Runge-Gross theorem.”® Then the electron density is calculated through,

pe(#t) = 2|¢L~(F, t)|2. .. eq.2.51
i

Where the electronic density is built from the Kohn-Sham ¢;(#,t) orbitals. The electrostatic
interaction is calculated as,

7). ) ..eq.2.52
D) dr' + VX¢(7, 1), a

VTDDFT(T—:, t) — f |" "'l
r—r

which is similar to the equation 2.49, therefore, equation 2.53 can be solved when the V*¢ is
known:

VEC(R 1) = 6A:“C . ... eq.2.53
Sp(7,1)
A*¢ represents the Action operator. In time-dependent systems there can be no
variational principle based on the total energy, simply because the total energy is not a
conserved quantity, thus, the A*¢ operator is a quantity analogous to the energy. And is
given by the time-dependent Kohn-Sham equation,
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ty p ..eq.2.54
a%e[p] = j at (@ i~ A0 ).

to

If calculations of photoabsorption spectra are intended to be run then Linear-response TDDFT can
be used. For a more detailed description of the linear response theory, see the Ref. 79.

A detailed monograph on performance and applicability of DFT can be found in Ref. 80 and for
TDDFT the reader is referred to.”**!

2. 3 Solution to the Time-dependent Schrodinger Equation

With the purpose of knowing how a molecular system evolves in time, Reaction Molecular
Dynamics simulations must be employed. However, since molecular systems generally consist of a
vast number of particles, solving the TDSE, recall eq. 2.1, is only possible when the dynamics can
be reduced to few degrees of freedom. In bigger systems, alternative approaches have been
suggested in order to circumvent the dimensionality. One possibility is to use mixed quantum-
classical dynamics (MQCD) simulations. In the MQCD, the electrons are treated quantum
mechanically solving the TDSE for several electronic states, while the nuclei are treated classically.
A number of trajectories are defined by the position ﬁ(t) and velocity ¥(t) of the nuclei at every
time, in contrast to quantum mechanics (QM), where the position and velocity of the nuclei
cannot be known simultaneously. In order to imitate an initial nuclear quantum probability, a set
of initial conditions is taken into account creating an ensemble of trajectories, i.e. a swarm of
geometries and velocities is described with a Wigner distribution.

In order to simulate the evolution of the trajectories the Velocity-Verlet algorithm®*® is

considered. The Velocity-Verlet algorithm is a numerical method used to solve Newton’s equations
of motion and is commonly used to calculate trajectories in molecular dynamics. Consequently, if
for a given set of initial coordinates R(t = 0), the initial velocity #(t = 0) are known, then a new
position is calculated assuming a constant acceleration during the time step:

- - 1 - ... €q.2.55
R(t + At) = R(t) + ¥(t)At + ——VEP°t (R(t) ) At?.
(t+40) = () + B(OAC + 7o VB> (R(0)

In eq. 2.55 VEP°(R) is the gradient of the potential that describes the acceleration of the system
and M is the mass of nuclei. The new velocity at the end of the time step (t + At) is given by,
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1 = 1 = .. eq. 2.56
v(t + =7 - pot pot
v(t+ At) =v(t) + ; VE (R (t)) At + } VE (R (t+ At)) At.

Since classical trajectories are defined locally, they can only follow one gradient, i.e. the trajectory
is attached to one electronic superposition state at every time. This represents quite a
disadvantage for classical trajectories, especially when simulating systems near avoided crossings
or during excitations, when population transfer between two states can be present. One
possibility to solve this problem is the Surface Hopping (SH) method.?*®* In this methodology, the
trajectories are simulated in a single electronic eigenfunction but they are able to switch from one
electronic state to another during the dynamics. Moreover, statistical evaluation of the complete
set of propagated trajectories should recover the character of the splitting wave packet over
different states. Nevertheless, a drawback of the SH method is to find a proper algorithm to
calculate the SH probabilities, which are obtained through the coefficients ¢ that represent the
probability of finding the single trajectory in a specific PES. These coefficients represent the
population of a wave packet.

The criterion of fewest switches of Tully® is often considered to obtain the ¢ in the SH approach.
This criterion minimizes the number of surface hops per trajectory whilst guaranteeing the correct
ensemble averaged state populations at all times. To calculate the evolution of the coefficients in
time, one has to solve the TDSE for the electrons, recall 2.1. In order to do so, the wave packet
|‘P(§(t); 7, t)) is expanded as a linear combination of basis functions, normally the BO solutions of
the electronic TISE:

|W(R(t);7,t)) = z e ® ok (R(©); 7)), .. €Q.2.57

k

similar to the adiabatic picture, where the electronic wave function is a linear combination, recall
eq. 2.26, of all adiabatic states wave functions |@, (7)). To obtain the hopping probabilities by
means of the fewest switches criterion, the derivative of the coefficients with respect to time has
to be obtained. This is given by,

9a(®) = Z cr(t) {%Hkl (ﬁ(t)) + K (ﬁ(f))}; v ea-2:58
K

ot

where Hy, (ﬁ(t)) = (wl(ﬁ(t);F)|ﬁ(§(t);?)|(pk(§(t);17)) represents the diabatic Hamiltonian.
The Ky, (ﬁ(t)) term evaluates the change of the electronic basis functions|g (7)) with time. This

term is equivalent to the variation of the basis functions with the nuclear coordinate ﬁ(t) times
the velocity ¥(t),
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d
dR(t)

.. eq.2.59

Kt (R©) = (pu(R(0); ) (RO 7)o (D).

The equation 2.59 is solved using the fifth order Butcher algorithm.®” Moreover, the time
dependent coefficients are corrected for decoherence effects.® This factor corrects the excess of
coherence by weighting the different eigenstates depending of the velocity of the trajectory. The
hopping probability, within the SH approach, from a state [ to a specific state k, through the time-
dependent c of the electronic wave function is then calculated as,

d

2R {% Hia (R®) +$0u(R(0:7) | 7| 7 RO; 7‘)”7“)}

c; () (t) ’

.. eq. 2.60

Py, =

with R being the real part of a complex term, and the ((pl(ﬁ(t);f') %(t)l (pk(ﬁ(t);?)) term

describing the non-adiabatic couplings. A detailed monograph on performance and applicability of
SH method can be found in Ref. 89.

2.4 Other Computational Issues

a) Basis sets and Natural Atomic Orbitals

The two most common ways to describe atomic orbitals are: Slater-type® orbitals (STOs), named
after John C. Slater who introduced them in 1930, and Gaussian-type orbitals (GTOs). Although
STOs offer a better description of the electronic behavior, GTOs are numerically easier to deal
with. For this reason, in 1950, Frank Boys proposed to use a linear combination (contraction) of
several GTOs, to represent a single STO,” see Figure 2.7.
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Slater-type-Orbital (STO)
STO-3G Gaussian-type-Oribal (GTO-1G)
Linear combination of GTOs (STO-nG)

STO-1G

R=0 Ratio (a.u.)

Figure 2.7. The representation of an STO (the curve in red) through a
linear combination of primitive gaussians. Three GTOs (brown) can
describe better a STO than one GTO (in blue).

Nowadays, many different sets of contractions, which refer to various ways of how orbitals are
combined in order to make an approximation to a wave function, have been conceived. These sets
of contractions are commonly called basis sets.*®

Amongst the most popular basis sets are: a) The Pople-type (see Ref. 55 for more information), in
which the accuracy lies in a partition of the electrons in core (a selected first set of basis functions)
and valence (a second different set of basis functions, also selected by hand). These basis sets are
called split-valence basis set. b) The Dunning-type (see Ref. 92 for more information) which owe its
accuracy to the so called polarization functions, where an electron-electron interaction is included.
Some of the calculations done in this thesis were performed using Pople-type and Dunning-type of
basis sets as implemented in Gaussian package® and TURBOMOLE package.’**> Other basis sets
used in this thesis are those ones disposed in the MOLCAS package.” They have been used since
they involve the Atomic Natural Orbitals concept,” reducing the computational time® and
therefore computational costs.

b) Reaction paths

A reaction path connects the several chemical species that evolve during a reaction process, i.e. an
ensemble of molecular entities which travel through the PES, recall Figure 2.1, at a given
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temperature along the reaction.”® A way to study the reaction path is through optimization

methods. %%

Optimization methods provide very valuable information and may give a chemical insight of the
molecular entities participating throughout the reaction path. The optimization methods
concentrate on locating stationary points, i.e. conical intersections (Cl), transition states (TS) and
minima, on the PES. Therefore, the continuous line connecting reactants and products, without
the effect of temperature, through the lowest energy region of the valley in the PES is called the
minimum energy path (MEP). If the MEP is calculated in mass-weighted coordinates is called

192 which can be used to obtain physical properties of the

Intrinsic Reaction Coordinate (IRC),
intermediate molecules between reactants and products. There are several methods to determine
the IRC from a saddle point down to the reactants or products, all of them trying to solve the

steepest descent reaction path. For more detail see Ref. 101.

An alternative strategy to the IRC method is to interpolate between reactants and products; this is
called linear interpolation coordinates (LIC) method. In this case, the search takes as reference
points either the reactants or the products. The LIC methods are specially used to look for a saddle
point by going gradually uphill or to progressively refine the interpolation between reactants and
products.

Examples of other more sophisticated strategies to obtain reaction path can be seen in the review
written by Schlegel and the references therein.'®

c) Atoms in Molecules Theory

The atoms in molecules (AIM) theory,'®* developed by Prof. R. Bader in the early 1960s, is a
quantum chemical model that characterizes the chemical bonding of a system based on the
topology of the quantum charge density. In addition to bonding, AIM allows the calculation of
certain physical properties on a per-atom basis, by dividing space up into atomic volumes
containing exactly one nucleus. In AIM, an atom is defined as a proper open system, i.e. a system
that can share energy and electron density, which is localized in the 3D space. Each atom acts as a
local attractor of the electron density, and therefore it can be defined in terms of the local
curvatures of the electron density. A detailed monograph on the performance and applicability of
AIM can be found in the Ref. 104.
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d) The Kasha rule

Kasha’s rule states®***

that vibrational relaxation takes place between excited levels towards the
lowest-lying excited level, from where emission of a photon takes place, allowing the system to go
back to its fundamental state, see Figure 2.8. Therefore, the photo-emission of the Kasha’s rule,
termed as fluorescence in the case of a singlet state and phosphorescence from a triplet state, is
expected in appreciable yield only from the low-lying excited state, i.e. the emission wavelength is

independent of the excitation wavelength.

N
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\ c)
Figure 2.8. Kasha’s rule’***: a) A photon with energy hv1 excites an electron from the fundamental

level Eq up to an excited energy level E,, here E,. b) Vibrational relaxation takes place between
excited levels, here from E, to E;, and part of the energy is dissipated AEq. €) The energy is totally
dissipated by emission of a photon of energy hv2, and allows the system to go back to its
fundamental ground state E,.

e) Solvation Effects

An essential subject of study in the field of computational chemistry field is the effect of solvents.
Solvation can be modelled in two ways: ¥

- Implicit (also known as continuum solvation). The implicit model is a method of representing
solvent as a continuous medium. To determine how to define an implicit model, one must
consider the solvation process itself.
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- Explicit. The explicit model is suitable for achieving the knowledge of the explicit behaviour of the
surroundings. This includes the shape and ability to form H-bonds or solvent shell structures.
Moreover, in this way, it is possible to analyze the van der Waals interactions, the dynamics of the
solvent-solute models, charge transfer effects and the hydrophobic effects.

For a thorough description of the explicit as well as the implicit solvation and their applicability,
see Ref. 47.

In this thesis, only explicit solvation was employed in order to know how one molecule of water
affects the spectroscopy properties of o-NBA.
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CHAPTER 3

Results

With the aim of gaining some insight into the mechanism of the intramolecular H-transfer in o-
NBA, we have modeled through quantum chemical (QC) calculations the deactivation of excited o-
NBA and performed mixed quantum-classical dynamics (MQCD) simulations to obtain a time-
resolved picture of the mechanism. In order to achieve these goals, we started by calculating the
UV-absorption spectrum of o-NBA. These calculations have helped to characterize the singlet
excited states of o-NBA populated upon UV-irradiation. Once the main spectroscopic states have
been characterized, two photoreaction deactivation pathways connecting these states at the
Franck-Condon region with the main intermediate ketene are presented and discussed. The
relaxation pathways to the ground state have been obtained with the help of IRC calculations.
These calculations allow locating and connecting the main critical points, namely, conical
intersection (Cl), local minima and transition states (TS).

The characterization of the UV-absorption spectrum and the relaxation mechanism from the
excited o-NBA has been performed using different QC approaches. Both monoreferential (TD-DFT,
RI-CC2) and multiconfigurational (MS-CASPT2/CASSCF) methods have been combined to provide a
global static mechanistic picture on this H-transfer reaction.

Finally, the static QC picture has been completed with semi-classical dynamics simulations that
provide important information about the time scales of the H-transfer process and the product
distributions. More precisely, two types of MQCD simulations will be described. First, we will
discuss in detail MQCD simulations aiming to reproduce o-NBA deactivation upon experimental
irradiation wavelengths at ca. 260 nm. Then, the time-resolved H-transfer starting from the S;
potential will be described.

3.1 UV-absorption spectrum

The goal of this section is to assign the experimental UV-absorption spectrum of o-NBA. These
experiments have been performed by the group of Prof. Dr. P. Gilch (Ludwig-Maximilians
Universitat). First, we will describe the assignment of the experimental UV-spectrum of o-NBA
based on gas phase calculations. Then, the influence of solvent will be modeled considering the
complex of o-NBA with one water molecule. Finally, a comparison of the o-NBA UV/Vis absorption
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spectrum with that of its two non-reactive isomers, i.e. m-NBA and p-NBA, is given. Further details
on the theoretical UV-spectra of 0-NBA in gas phase, 1:1 o-NBA-water complex and o-NBA non-
reactive isomers, m-NBA and p-NBA can be found in references, J. Phys. Chem. A. 2008, 112, 5046-
5053, Z. Phys. Chem, 2008, 222, 1263-1278, and Phys. Chem. Phys. Chem. 2011, 13, 4269-4278,
respectively.

3.1.1 Computational details

The 0-NBA experimental geometries reported by Coppens et al.'® in an X-ray analysis were used
to calculate the vertical spectrum of o-NBA. This molecule is characterized by a C; symmetry
because the two substituents, CHO and NO,, that are in ortho- position, form a dihedral angle of
30° with respect to the aromatic ring, see Figure 3.1. Additionally, both substituents form a H-
bond which has been characterized in this thesis through the Atoms in Molecues theory,
developed by Bader.'®

T1234=30°
T3567=30

Figure 3.1. 0-NBA X-ray geometrical parameters, reported by Coppens et al.,'* used to calculate
the vertical excited spectrum at TD-DFT, RI-CC2 and MS-CASPT2//CASSCF levels of theory.

a) Gas phase

The vertical excited energies were calculated using the state-of-the-art MS-CASPT2/CASSCF/ANO-L
approach. To carry out a CASSCF calculation an adequate active space (AS) has to be selected.
Hints on the orbitals that need to be included in the AS were obtained from monoreferential, TD-

DFT and CC2, calculations. For supplementary information on the computational details of two last
methods see article 3.4.1.
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Figure 3.2. For the CASSCF vertical spectrum, the two following AS were used: (16,12)AS, orbitals
inside the red squares; and the (12,11)AS, orbitals inside the blue square.

Among all the AS examined, the two more suitable were (16,12), and (12,11), described in Figure
3.2.The larger (16,12) AS contains the lone pairs from the two functional groups, NO, and CHO,
and therefore is suitable in describing the nit* transitions. This AS does not contain all mtt* orbitals
and thus is unable to describe the higher in energy m = m* band. This particular state can be
described with the (12,11) AS, which in turn, excludes the lone pairs, and thus cannot describe
adequately the low-energy part of the 0-NBA spectrum.

b) 1:1 o-NBA-H,0 complexes

The most favored coordinate position for a water molecule within the 1:1 o-NBA-H,0 complex is
within the benzene plane. Other complexes with water molecules located either over or under the
benzene moiety were also calculated and were proven to be less stable. This can be explained by
the fact that in these positions, the molecules of water cannot establish H-bonds with CHO and
NO, functional groups and can only interact weakly with o-NBA, see Figure 3.3.
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a)

Figure 3.3. a) The most favorable position of the water molecule around the o-NBA. b) Less
favorable positions.

The 1:1 o-NBA-water complexes have been optimized with DFT using the B3LYP functional and the
Dunning aug-cc-pVDZ basis set. The large size of this complex prevented the use of
multiconfigurational methods. Therefore, the UV-absorption spectra of the two most stable o-
NBA-water complexes were calculated using the monoconfigurational RI-CC2 method and the
TZVP basis set, which have been proven to deliver reliable results in gas phase. Further
computational details can be found in the article 3.4.2.

c) Non-reactive NBA isomers: meta-Nitrobenzaldehyde (m-NBA) and para-Nitrobenzaldehyde (p-
NBA)

The two non-reactive isomers of 0-NBA: m-NBA and p-NBA, see Figure 3.4, have Cs symmetry. The
planarity in the m-NBA isomer allows the rotation of the CHO functional group leading to two
possible stereoisomers: one with the hydrogen looking towards the NO, group, called m-NBA1,
and one with the oxygen looking towards the nitro group, called m-NBA2. Both stereoisomers are
interconnected through the rotation of a C-C single bond, passing via a transition state m-NBA(TS)
at an intermediate angle. On the contrary, the p-NBA molecule presents only one stereocisomer.
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m-NBA

X B, %

o-NBA m-NBA1l m-NBA2 p-NBA

Figure 3.4. The three isomers of the NBA, 0-NBA, m-NBA and p-NBA. The isomer m-NBA due the
rotation of the CHO group can present two stereoisomers, m-NBA1 and m-NBA2.

The three o-NBA isomers, p-NBA, m-NBA1 and m-NBA2, were fully optimized with the B3LYP/6-
311G(d,p) method. These optimized geometries were used for the calculation of their vertical
excited spectrum by means of RI-CC2/TZVP and compared with the results obtained with the MS-
CASPT2/CASSCF level of theory. The reference CASSCF wave functions were obtained with two
active spaces, the (16,12)AS and the (12,11)AS. For more details concerning the computational
methods as well the AS see article 3.4.3 and Appendix A.

3.1.2 Results on the NBA UV-absorption spectra

a) Gas phase: o-NBA UV/Vis absorption spectrum

The experimental absorption spectrum of o-NBA has been recorded in cyclohexane (a non-polar
aprotic solvent) to minimize solute-solvent interactions and allow for a better comparison with the
gas phase calculations, see Figure 3.5. The experimental absorption spectrum shows three main
bands (black line): a very intense band centered at 220 nm, a less intense shoulder peaking at 250
nm and a very weak absorption at 300nm. For the quantitative analysis of the band positions,
solvent shifts, and oscillator strengths, the experimental spectrum was subject of a fitting
procedure using a sum of Gaussians as trial functions. It has to be stressed that a Gaussian is only
an approximation for the true vibronic envelope of an electronic transition. It may well be that
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more than one Gaussian is required for the description of the envelope or that two transitions are
described by one Gaussian. Thus, a one to one association between a deconvoluted Gaussian and
an electronic transition is sometimes not possible, but the deconvolution facilitates the
assignment of the experimental spectrum. In this way, the experimental absorption spectrum was
deconvoluted into 6 Gaussians. The lowest in energy band is fitted with two Gaussians, one at 292
and the other at 337 nm, the central band is also fitted with two Gaussians, at 248 and 261 nm,
and the third band is decomposed with two Gaussians, at 204 and 225 nm.

Transition Energy E/ eV
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Figure 3.5. Gaussian deconvolution of the experimental absorption spectrum'® of 0-NBA. The
values in black refer to the center main bands of the spectrum of the o-NBA in cyclohexane.
Different colors are given to the six Gaussians which deconvolute the experimental absorption
spectrum.

A summary of the energies, oscillator strengths (f) and main configurations contributing to the
lowest-lying excited states calculated at MS-CASPT2/CASSCF/ANO-L level of theory is presented in
Table 3.1. In addition, it is presented in this table the spectroscopic state (S5 in blue), i.e. the state

that is experimentally populated upon irradiation at 260 nm, whereby the photoreaction is
initiated.
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. . AE
State | Configuration (nm) f

S, n-mn* 372 | 0.0026

S, n->T* 324 | 0.0000

S, n-> T 319 | 0.0006

S, T T 278 | 0.0147 CT it (benzene) = nt* (nitro)

Proz > TU*
S ith 251 | 0.2269 Local
T *
n(NO,) - ni* (NO,)

S Puoy > TU* | 223 | 0.0469

I:l (12,11) AS, spectroscopic state

| ]e,12)As

Table 3.1. MS-CASPT2//CASSCF/ANO-L transition energies AE (nm), configurations and oscillator
strength f of the states contributing to the vertical absorption spectrum of o-NBA. CASSCF wave
functions were constructed from a (16,12) AS. The reduced (12,11) AS was employed for the
description of the S5 spectroscopic state.

The calculated gas phase absorption spectrum of 0-NBA could be mainly divided in two regions.
The low-energy region of the spectrum comprised between 372 - 319 nm is characterized by nm*
transitions involving lone pair orbitals of the nitro and CHO group and n* orbitals from the
benzene moiety. These states are weakly absorbing. Beyond ~280 nm the gas phase calculated
UV-spectrum is characterized by mt* transitions. In this region charge transfer (CT) m - mn*
excitations from the benzene moiety towards the NO, and CHO groups are present. At higher
energies, ca. 250 nm, we find mut* transitions occurring within the NO, group, which attending to
Laimgruber et al. oscillator strength®® correspond to the spectroscopic state.

In view of the above theoretical results the experimental absorption spectrum is assigned as
follows, see Figure 3.6. The two first Gaussians peaking at 292 and 337 nm, are assigned to the
nrt* excitations and are depicted in orange. The following two Gaussians, at 248 and 261 nm, are
assigned to a CT nmt* transition and a local mnt* excitation within the nitro group. This local nt*
excitation corresponds to the spectroscopic state. The last two Gaussians in blue centered at 225
and 204 nm, belong to the high-energy region, and were assigned to local mn* excitations within
the nitro group.
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Figure 3.6. Theoretical assignment of 0-NBA experimental absorption spectrum*®.

From this assignment it can be concluded that at short wavelengths the Ss state is excited, while
large wavelengths populate the S; state. Therefore, the mechanism of the H-transfer from both
states, i.e. Ss and S;, has been investigated, as explained in Section 3.4.

b) Solvent influence on the UV-absorption spectrum of o-NBA: UV-absorption spectrum of the
1:1 o-NBA-water complex

In this section, we investigate the effect of solvation on the vertical excitation energies of the o-
NBA. For this, we have taken as a solvatable model the complex formed by the o-NBA and one
molecule of water. A full description of the results can be found in the publication Z. Phys. Chem.
2008, 222, 1263-1278, see article in the section 3.4.2.

As already mentioned, the most stable 1:1 o-NBA-H,0 complexes correspond to structures where
the water molecule is located around the o-NBA. All optimized structures lie within few Kcal/mol
above the most stable complex, which we denote as molecule 1, see Figure 3.7. Thus, all of them
are expected to be experimentally accessible. Structural changes and the effect of the water
molecule on the intramolecular H-bond of o-NBA have been carefully analyzed by means of the
topological analysis of the charge density. In general it is found that the strength of the
intramolecular H-bond is not much affected upon water complexation, except for two complexes.
In the first complex, 6, H,0 is simultaneously interacting with the hydrogen of the CHO group and
the oxygen of the NO, group, consequently weakening the intramolecular H-bond. The second
complex, 11, presents the NO, group twisted and thus the H-bond is totally broken. For more
details see article 3.4.2.
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Figure 3.7 shows all the optimized 1:1 o-NBA-H,O complexes and their relative energies with
respect to complex 1. Two complexes were chosen for evaluating the effects of solvation on the
vertical absorption spectrum. The first is complex 1, which corresponds to the most stable
complex. Complex 4 was selected, even if the molecules 2 and 3 are energetically more stable,
since in this complex the water molecule interacts with o-NBA through two H-bonds and probably
represents a good model for incorporating solvation effects. This effect is not observed in
complexes 2 and 3.

* 4

Most stable complex

1.38 3

244 8 293 9 4.28 10 4.28 11

Figure 3.7. B3LYP/aug-cc-pVDZ optimized geometries of the most stable 0-NBA-H,0 complexes.
The AE (in red) are in Kcal/mol. The molecules inside the red squares are those selected to
calculate the vertical excited spectra. The intramolecular H-bond is conserved in all the complexes
but 11.

The influence of a water molecule in the UV-absorption spectrum of o-NBA has been examined by
comparing the vertical excitation energies and oscillator strengths f of the system in gas phase
with those of the two complexes, i.e. 1 and 4, see Table 3.2.
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o-NBA gas phase Complexi1 Complex4

Configuration f Configuration f |Configuration (25) f

AE AE
(eV) (eV)
Si nom 362 00117 nom 386 00067] n—m 391 0.0078
S| nom 409 0.0014 nom 450 0.0021] n—m 453 0.0029
Ss| nom 411 0.0038 no T 398 0.0018] n—m 381 0.0025
Ss| mom 457 0.0072 mom 475 00184| mw— m 475 0.0174 O~ CTrn(benzene)->n*(nitro,aldehyde)
Ss| nom 495 00145 nom 564 00270 n—m 529 0.0080 |
S¢ | m—m 530 0.1335 m—m 545 0.1114| w— m* 550 0.1355
S7| m—om 58 0.0872 mom 595 0.1575] w— w* 596 0.1809 CTn(benzene)->n*(nitro,aldehyde)
Ss| mom 620 0.1421 T 622 0.2609] w— w621 0.2151
So | Pnoe— T 6.21 0.2038 | Pnoe— T 6.53 0.1535] Pnoz— T 654 0.2023 [-Local it (NO,) = rt* (NO,)

Table 3.2. RI-CC2/TZVP excitation energies AE (nm) for 1 and 4 1:1 0-NBA-H,0 complexes and the
0-NBA in gas phase®. For all structures, the main configurations composing the wave function
and the corresponding oscillator strength f are given.

Although shifted to the blue, the CC2 absorption spectra of the two considered complexes is very
similar to that calculated for 0-NBA in the gas phase,'® see Table 3.2. The spectrum of o-NBA in
gas phase at MS-CASPT2 level of theory consists of three bands, recall Figure 3.5 and article 3.4.2,
which can also be distinguished in the 1:1 o-NBA-water complexes. The major changes on going
from gas to condensed phase refer to the order in which the excited states appear within each
band but not to the band composition. In particular the states S, and Ss;, see Table 3.2, are
switched in comparison with the MS-CASPT2 assignment, recall Figure 3.5. Besides the blue-shift, a
change in the intensities of the three bands is observed upon the inclusion of solvent-solute effect.
According to the CC2 calculations, the first and third bands maintain their respective intensities
with respect to the gas phase spectrum, while the central one increases the intensity in water
solution.

c) o-NBA Non-reactive isomers UV-absorption spectra in the gas phase

In addition to the previous studies, we have considered also interesting to study the influence of
the relative position of the two substituents of the aromatic ring in the absorption spectrum of
nitrobenzaldehyde. For this, we have compared the absorption spectrum of 0o-NBA with that of its
two positional isomers, p-NBA and m-NBA. The gas-phase UV-spectra of these molecules have
been also recorded by Gilch and co-workers.*® The results in full detail are contained in the
publication Phys. Chem. Chem. Phys. 2011, 13, 4269-4278.

At the B3LYP/6-311G(d,p) level of theory, the two stereoisomers of m-NBA are almost
energetically degenerated, see Figure 3.8, being m-NBA1 just 0.53 Kcal/mol more stable than m-
NBA2. The size of the energetic barrier separating the two isomers, i.e. 8.84 Kcal/mol, see Figure
3.8, reveals that at room temperature both isomers are accessible and will contribute to the
absorption spectrum.
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Figure 3.8. B3LYP/6-311G(d,p) fully optimized geometries of the NBA isomers, p-NBA, m-NBA1, m-
NBA2 and the TS between the two m-NBA stereoisomers. The TS of the m-NBA lies 8.84 Kcal/mol
above m-NBA1.

As for 0-NBA experimental absorption spectrum, the spectra of m-NBA and p-NBA isomers was
deconvoluted in 6 Gaussians to simplify the assignment of the most important bands. Further
deconvolutions, with a larger number of Gaussians have also been performed in order to assign
the experiment. These deconvolutions are provided in the article 3.4.3 which is part of this thesis.
Nevertheless, for the sake of simplicity only 6 Gaussians were considered for the theoretical
assignment of the spectrum.

The assignment of m-NBA and p-NBA experimental absorption spectra recorded by Prof. Gilch et
al. is shown in Figure 3.9. The vertical absorption spectra of both o-NBA isomers, m-NBA and p-
NBA, also present three main bands, see Figure 3.9. In the case of the m-NBA spectrum, in which
the two stereoisomers contribute to its characterization, the highest energy band was fitted to
Gaussians at 225 and 248 nm. Al lower energies, the shoulder, also seen in the o-NBA spectrum,
and was decomposed to Gaussians at 248 and 257 nm. Finally, the weak band at low-energies was
fitted to two Gaussians: at 286 and 334 nm. For the p-NBA absorption spectrum, the three main
bands were fitted to six Gaussians, as in the 0o-NBA and m-NBA isomers. Namely, the first band was
fitted into Gaussians at 299 and 334 nm, the second band into Gaussians at 261 and 243 nm, and
the third, most intense, band into Gaussians at 194 and 214 nm.

Similarly to the case of 0-NBA, the two ASs (16,12) and (12,11) were considered for the theoretical
prediction of m-NBA and p-NBA spectra.
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Figure 3.9. Gaussian deconvolution of the experimental absorption spectra of a) m-NBA and b) p-
NBA. The values in black refer to the center of the main band of the experimental absorption
spectrum and different colors are given to the six deconvoluted Gaussians.

From the performed calculations it can be deduced that the three isomers, m-NBA1, m-NBA2 and
p-NBA, show analogous spectra. In all the cases the region around 300 nm is composed of n > nt*
transitions from the lone pairs of the nitro and the aldehyde group, to the m* orbitals of the nitro
and aldehyde group. In the region ca. 250 nm local m = m* excitations within the arene and the
nitro group are present. Finally, in the region at ~220 nm, m = nt* transitions from the nitro group
occur. Charge transfer m = nt* excitations from the benzene to the nitro group, also take place in
this region of the spectrum.

The spectra of the three isomers exhibit many commonalities, such as three main bands, in which
transitions around 350 nm arise from nm* absorptions. These are followed by a band of
intermediate intensity peaking around 300 nm, that is dominated by mt* excitations and finally,
strong absorptions, at ca. 250 nm, ascribed as local ni* excitations within the nitro group occur.
Nevertheless, a comparison with the 0-NBA spectrum in gas phase reveals that in the case of the
m-NBA the band highest in energy is slightly shifted to red. Yet the two bands that follow this
band, i.e. the shoulder and the lowest in energy band, are shifted to blue. For the p-NBA the high
energy band and the low energy band experience a shift to the blue, the center band, on the
contrary to the m-NBA has a shift to the red. These shifts in the spectra have been attributed to
possible solvatochromic effects, i.e. the p-NBA isomer interacts more with the solvent, and

thereby shifts to higher energies are present in the most intense band; for more details see article
3.4.3.
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Despite these similarities, the three systems cannot undergo the same photoreaction, i.e. H-
transfer, since p-NBA and m-NBA do not possess a H-bond. Interestingly, the three isomers show
similar transient times in the experiment performed by Gilch and coworkers.’ In the following
section, we are concerned in describing the reaction path that connects the FC geometry to the
nitrosobenzoic acid photoproduct, a process that takes place through a ketene intermediate.*® To
this aim, a two-step procedure has been undertaken: a) We have performed QC calculations, using
the MS-CASPT2/CASSCF approach, with the purpose of scanning relevant regions of the global
Potential Energy Surface (PES); results are given in the section 3.2. b) We have carried out MQCD

calculations to obtain time-resolved mechanistic information, and this is shown in the section 3.3.

3.2 QC Static picture of the reaction path from the excited o-NBA to the main
ketene intermediate in gas phase

Recent femtosecond UV/Vis experiments>>*>*® have provided important clues on the H-transfer
mechanism of o-NBA. Transient UV/Vis spectra recorded at low 388 nm and high 258 nm
excitation energies are plotted in Figure 3.10. Upon 388 nm excitation (black line Figure 3.10) the
low-lying excited states of nit* character should be populated. The transient spectrum reveals the
formation of the ketene in few hundreds of femtoseconds. The absorption decays in ca. 1 ns since
it evolves to the nitroso product. Upon 258 nm excitation, the state populated should be the S:.
The transient spectrum at this wavelength shows an additional peak at time zero which decays at
100 fs. This peak can be ascribed to the absorption of an intermediate minimum. Also, in this case
the ketene absorption decays in 1 ns which indicates the formation of the nitroso product.
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Figure 3.10. Femtosecond UV/Vis absorption spectra of o-NBA. The ketene is detected after
irradiation at 388 nm (black solid line) and ~260 nm (red dotted line) excitation wavelengths. The
time axis is linear until 1 ps and logarithmic thereafter.

The quantum vyield at both wavelengths is of 0.5, this suggests that the same H-transfer
mechanism takes place at 388 and 260 nm excitations. Moreover, this is confirmed with the
similarity between the transient spectra at both wavelengths.

From the QC point of view, different photoreactive mechanisms have been considered: The first
one, a non-Kasha path, considers the relaxation of the Ss spectroscopic state to the Sy through a
series of Cl along which the hydrogen is progressively transferred. In the second path, the Kasha
path, the excited o-NBA relaxes non-radiatively to the S, potential from where the H-transfer takes
place. A detailed explanation of both pathways is given below.

3.2.1 Computational details

The energy paths connecting the Ss spectroscopic state and the ketene transient were traced with
the help of intrinsic reaction coordinates (IRC) and linear interpolation internal coordinates (LIIC)
calculations, which allow the location of the critical points along the H-transfer mechanism."
Stationary points in both paths, non-Kasha and Kasha, were subsequently optimized making use of
different AS and roots by means of the CASSCF/6-31G* protocol. For a detail description see
Appendix A and article 3.4.4. Final relative electronic energies, used to construct the energy
profiles, were calculated at MS-CASPT2/CASSCF(16,13) with 14 roots for the non-Kasha path and

YA description of the IRC and LIIC calculations can been found in the chapter of methods, section 2.4.9.
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MS-CASPT2//CASSCF(16,13) with 5 roots for the Kasha path. Further details are in article 3.4.4 and
Appendix A.

3.2.2 Results of the statical picture

a) Deactivation from the S; excited state

As already mentioned, the S; excited state at the FC involves local mnt* transitions within the nitro
group. From this state, at 4.5 eV at MS-CASPT2 level of theory, the molecule relaxes through the
(Ss/Sa)x Cl (at 4.0 eV), see Figure 3.11. This Cl corresponds to the crossing of the mt* spectroscopic
state and the FC S, state, also of mmt* character. At this Cl, o-NBA is characterized by stretched N-O
distances and smaller C-N and C-O bonds. Also importantly, the NO, group folds perpendicular to
the aromatic ring compared to the FC structure. From this point of the PES the system reaches the
(Sa/S3)x CI (at 3.9 eV). This crossing point is the result of the intersection between the nt* FC
spectroscopic state and the nit* FC S; state. The proximity in the PES of these two Cls explains the
very similar geometries of the two structures. The minimum relaxation pathway from this Cl leads
to a planar minimum on Sz, named (m*)yi» (at 3.8 eV), see Figure 3.11. This minimum conserves
the character of the spectroscopic state, i.e. mn* excitations within the nitro group. We assume
that trapping at this minimum leads to the peak observed in the experimental transient absorption
spectrum upon 260 nm irradiation, recall Figure 3.10.
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Figure 3.11. Potential energy profile for the deactivation from the spectroscopic Ss state to the S;
333638 calculated at MS-

CASPT2/CASSCF(16,13) level of theory. The blue line represents the minimum relaxation pathway.

ntt* minimum upon high-energy excitations, i.e. 260 nm

From the minimum at S; potential, two possibilities of complete relaxation to the GS of the system
have been explored: In the first one, from the S; minimum the system relaxes and simultaneously
transfers the hydrogen from the CHO to the NO, group. This occurs through a cascade of Cls until
the ketene intermediate is reached, see subsection b. The second path, involves an internal
conversion to the S; minimum, (nmt*)y;,, followed by H-transfer, see subsections c and d.

b) The non-Kasha reactive path from the S;

From the geometry of the different stationary points located along this path we can infer that the
H-transfer is initiated after deactivation from the S; minimum. Before deactivation, the system
needs to overcome an energy barrier of 0.8 eV to access the ketene state which corresponds to
the crossing of the former state and the rut™* spectroscopic state, see Figure 3.12. The minimum
energy path from this point leads to the (S3/S,)x Cl (at 3.6 eV). At the (S3/S,)x Cl the hydrogen that
is going to be transferred, lies already halfway between the CHO and the NO, groups. In order for
the latter conformational changes occur the NO, and CHO groups must approach the aromatic
plane of the o-NBA. The system further relaxes to the GS via the (S,/S:)x Cl (at 3.4 eV) in which the
hydrogen is completely transferred to the NO, group. This intersection point corresponds to the
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crossing of the ketene state and the ground state. When the H-O bond is consolidated at the
(S2/S1)x ClI, the C=C=0 angle of the aldehyde group will evolve towards 180° gaining the ketene
form. Therefore, the three consecutive Cls, (S3/S,)x, (S2/S1)x and (S1/So)x-ket, lie along the H-transfer
coordinate, red line Figure 3.12, which allows the decay to the GS and the formation to the
ketene. The down-hill shape of the potential at these points favors the transformation of the syn-
ketene (at 1.7 eV) which evolves to the more stable anti-ketene (at 1.0 eV), where simultaneous
rotation of the OH group and the linearization of the OCC fragment take place.
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Figure 3.12. Non-Kasha potential energy profile, at MS-CASPT2/CASSCF(16,13) level of theory, for
the relaxation from the minimum at the S; potential populated after high excitation energies.

c) Internal conversion from the S; minimum to the S, excited state, the Kasha path

Within this section only CASSCF energies are presented. This is because to obtain MS-CASPT2
energies turned out to be especially computational demanding due to the large number of excited
states and the big AS.

Starting from the S; minimum, of 5.0 eV at CASSCF(16,13), a barrier of 0.43 eV level of theory has
to be overcome in order to access the non-radiative deactivation funnel (S3/S,)x« Cl (at 5.4 eV), see
Figure 3.13. Similarly to (Ss/Ss)x Cl this intersection point involves the crossing of the mm*
spectroscopic state with the S, FC state, of nit* character. For accessing this Cl, the system needs
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to undergo a planarization of its two functional groups, which form dihedrals of 171° (NO,) and 5°
(CHO) with respect to the aromatic moiety. Along the MEP, the system reaches a second Cl, also
with nrt*/mrt* character, the (S,/S:)x« Cl. Curiously, this Cl requires the folding of the NO, group,
which is now located almost perpendicularly to the arene. The steepest descent reaction pathway
from this intersection point leads directly to the minimum characterized by a nit* character in the
S, potential (nt*)yin, in which the H-transfer takes place. An examination of the structure of these
Cls reveals that the H-transfer does not yet take place, since the hydrogen remains attached to the
carbonyl group in all cases. It is important to stress that the (Ss/S,)xx and (S,/S1)x« Cls, belonging to
the Kasha path, differ from the (Ss/S,)x and (S,/S:)x Cls at the non-Kasha path, see subsection b, in
the configuration of the wave function. While in the non-Kasha path a configuration nmt* involving
the ketene is present, in the Kasha path the nnt™* spectroscopic character is maintained.

eonoe o, T2

PE[eV] _

o r

S,
S, |

5,(0.0)

Internal Conversion coordinate, Kasha path

Figure 3.13. Kasha potential energy profile, at CASSCF(16,13) level of theory, for high-energy

excitations, i.e. 260 nm3336:38

For either pathway, the non-Kasha or the Kasha, the molecule requires planarization in order to
transfer the hydrogen. This planarization can be completed either at high-energy, i.e. at the non-
Kasha path, or at low-energy, i.e. at the Kasha path.
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d) H-transfer from the S, excited state

Once the population has been transferred to the S; minimum, H-transfer takes place. This is the
mechanism operating upon irradiation at 388 nm, where a low-lying nit* S; state is populated. QC
calculations predict a swallow minimum in the S; potential. An energy barrier of less than 0.1 eV
separates this minimum from the (S1/So)x.ir crossing, at 1.8 eV at MS-CASPT2/CASSCF(16,13), see
Figure 3.14. Similarly to the (S3/S,)x Cl in the non-Kasha path, the (S1/So)x.ur presents a geometry
with the H-atom lying halfway between the carbon of the CHO group and the oxygen of the NO,
group. The (S1/So)xur crossing, bifurcates the population between the FC ground state minimum
and the biradical (BIR) transient, consistent with a backward and a forward reaction giving an
specific quantum yield. The BIR, which has a bent C=C=0 group, is separated from the final
product, the anti-ketene, by an almost barrierless path of less than 0.5 eV. This low-energy barrier
in the Sy, that the system needs to surmounts to reach the anti-ketene, leads to the (S1/So)xxet Cl of
the non-Kasha path. The anti-ketene tautomer, which corresponds to the most stable product
along the path, is characterized by the newly formed O-H bond pointing away from the C=C=0
group. These changes in the conformation of the molecule give stability, and thus the anti-ketene
is the final product.

PE [eV]

5,(3.6)
s,34)

o0-NBA
5,(0.0)

H-transfer coordinate

Figure 3.14. Potential energy profile, at MS-CASPT2/CASSCF(16,13) level of theory, for the
deactivation from the S; minimum accessed after irradiation at 388 nm® or from a cascade of Cls
along the Kasha deactivation pathway. The green line represents the H-transfer path at the low-

energy region of the excited o-NBA relaxation mechanism.
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From a thermodynamic point of view, considering the QC calculation and the experimental
transient absorption spectra, the most probable mechanism for the H-transfer is the Kasha path.
This is because a weakly fluorescent nrt* state after the decay of the rmut* state has been found.*®
In order to have a decisive understanding of the chemical process at molecular level, however, it is
imperative to gain some information about the natural dynamics of the system. With this aim, an
MQCD study of the deactivation from the spectroscopic Ss state and from the low-energy S, state
has been performed and is described in the following section. The results of the non-Kasha path
and concomitant H-transfer on the S; potential are contained in the publication Chem. Comm.
2011, 47, 6383-6385, see article 3.4.4.

3.3 Atime-resolved MQCD picture

As a final step, in order to obtain a complete description of the H-transfer mechanism in the o-
NBA, non-adiabatic dynamic simulations using the TD-DFT method, from the Ss; (see sections
3.3.1a and 3.3.2a), and CASSCF method, from the S; (see sections 3.3.1b and 3.3.2b), are
presented.

3.3.1 Computational details

MQCD simulations were employed to simulate the electronic deactivation of o-NBA from higher
lying excited states and S, electronic excited states, populated by experimental irradiation at 260
and 388 nm, respectively. Within this approach, nuclei motion is treated classically following the
Newton’s equations which are solved numerically using the Velocity Verlet algorithm with a time
step of 0.5 fs. The electrons are followed quantum mechanically solving the TDSE. The electronic
energy gradients, required to describe nuclear motion, and non adiabatic couplings were obtained
using the TD-DFT or the ab initio CASSCF(10,8)/6-31G* method, depending whether the simulation
were started from the Ss or S; excited state, respectively.

Due to the presence of non-adiabatic couplings between the electronic states, the surface hopping
method according to Tully's fewest switches algorithm was used. The experimental deactivation
time upon excitation at 260 nm is of ca. 100fs,>***® hence the dynamics simulations were
propagated for a maximum of 500 fs. The deactivation upon excitation at 388 nm was also found
to be ultrafast and therefore dynamics simulations were run for about ca. 60 fs. For a thorough
comprehension of the methods used in this section, see Ref. 89.
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a) MQCD simulations upon 260 nm wavelength

Here, the TD-DFT method was employed for the on-the-fly electronic structure calculations due to
b) the large number of excited states that need to be simultaneously described, a) the limitations
connected to the current sizes employed in this type of MQCD simulations, and the impossibility to
employ a small AS which can describe all the states and critical points simultaneously; and c) the
huge computational cost that would imply the use of multireference methods, such as CASSCF, in
this particular situation.

Initial conditions for 200 trajectories were generated, considering a Wigner distribution for the
ground state harmonic oscillator at OK, calculated at the B3LYP/def-TZVP level of theory. Excitation
energies and oscillator strengths were computed for each initial condition. The absorption
spectrum of o-NBA in the 4.47 — 5.07 eV energy range was simulated from the superposition of all
the transitions, convoluted with Lorentzian line shape functions. In order to ensure a realistic
simulation of the experiment, a 0.5 eV wide “excitation energy window” centered at the
experimental irradiation energy of 260 eV was considered. Within this window, a total of 129
trajectories were selected according to their probability in the spectrum. The choice of these initial
conditions was performed according to a stochastic algorithm.

b) MQCD simulations from the S, state

Multireference methods, such as MR-Cl or CASPT2/CASSCF, are ideally preferred for excited state
calculations, since they are able to deal with near degeneracy situations including dynamical
correlation. Unfortunately, analytic gradients for the above methods are not always available in
standard ab initio packages. For this reason, we have chosen the CASSCF level of theory for this
dynamic simulation. Nevertheless, a previous assessment of the quality of the CASSCF potential
energy profile has been performed taking as benchmark MS-CASPT2 calculations.

Initial conditions of the geometries and velocities for 200 trajectories were generated with a
Wigner distribution of the ground state. The harmonic frequencies were obtained at the
B3LYP/TZVP level of theory.

3.3.2 Results of the dynamics simulations

In this section, we aim at providing a time-dependent picture of the deactivation mechanism for o-
NBA molecules excited at 60 nm (subsection a) and for those molecules excited with 388 nm
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wavelengths or reaching the S; potential after deactivation from higher lying excited states
populated with 260 nm wavelengths following the Kasha path (subsection b).

a) MQCD simulations for excited o-NBA at 260 nm

The MQCD simulated vertical excited spectrum of o-NBA at B3LYP/def-TZVP level of theory is
presented in Figure 3.15. The spectrum of 0-NBA, red line, is generated by the convolution of the
nine lowest-lying excited states. Similarly to the experimental absorption spectrum, recall Figure
3.6, three bands can be distinguished. The most intense band, A, centered at ca. 5.25 eV, arises
from the TD-DFT, Ss, Sg and S, excited states. The S;, S¢ and Ss states contribute to the less intense
central shoulder, B, centered at ca. 4.75 eV. Finally, the first four TD-DFT excited states contribute
to the lowest in energy weak absorption tail, C, located at 3.5 eV.
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Figure 3.15. Simulated UV-vertical spectrum at TD-B3LYP level of theory. The red line denotes the
global spectrum convoluted from nine lowest lying excited states. The grey square marks the
energy window chosen to simulate the experiments.

In order to theoretically simulate the natural dynamics of o-NBA upon excitations at ~260 nm, the
set of 129 trajectories comprised in the energy window, from 4.47 to 5.07 eV (grey square in
Figure 3.15), were launched. According to Figure 3.15, the excited states contributing to a larger
extent to this region of the spectrum are the S¢ (black line), followed by S; (orange line) and Ss
(yellow line) states. At this point it is worth noting that at the FC structure and below 5 eV, TD-DFT
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predicts one additional transition not present in MS-CASPT2 spectrum, which corresponds to a
nmt* excitation. Assuming a similar state ordering as in FC, we can assign the TD-DFT S¢ state to the
T* spectroscopic state, Ss at MS-CASPT2 level of theory, allowing a direct comparison with the
guantum chemical results, reported in the previous section.

In order to facilitate the time evolution analysis of the o-NBA deactivation from the Sg to the S;
state, the total population of the Sy-Sg states for the 129 trajectories considered was normalized to
1. A careful examination of Figure 3.16 allows the clear identification of hopping time intervals. For
instance, in the time range comprised from 5 to 20 fs, square A in Figure 3.16, we observe a
decrease in the population of the Sg state coupled to an increase of the population of the S5 that
can be directly ascribed to the system exploring regions of the PES close to the Sg¢/Ss Cl (Ss/S4 Cl at
MS-CASPT2/CASSCF level of theory). After 20 fs the population of the Ss begins to diminish while
that of the S, state (pink line) increases, C in Figure 3.16. This change of the relative populations is
indicative of the Ss -> S, (S, -> S;at MS-CASPT2/CASSCF) non-radiative decay.
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Figure 3.16. Time evolution of the average population of the S;-Sq states for the 129 trajectories
selected from the energy window comprised between4.47 to 5.07 eV. Because internal conversion
to Sq was not computed, the population of S; can be considered as the sum of S; and Sg states.
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Then, an inversion of the population between the S5 and S, states takes place, square D in Figure
3.16, which is in perfect agreement with the picture provided by quantum chemical methods
which predict the presence of a minimum in the S, potential (S; at MS-CASPT2/CASSCF) and a very
flat potential profile along the minimum energy path, recall Figure 3.11. Around 43 fs, the
population of the S; starts to increase while the population of S, and Ss states shows a slight
decrease. This can be attributed to the deactivation via the S,/S; funnel, square E.

Besides the small swaps in the population of the Ss—S, states, from 40 to 70 fs, see F in Figure 3.16,
the average population of these states remains almost constant in this time interval. Beyond 70 fs
the population of the S, S, and S; states starts to increase, reaching at 100 fs a population of ~18,
~20 and ~27% respectively, see H, | and J in Figure 3.16.

In order to characterize the geometry of the deactivation funnels and compare it to that of the
guantum chemically predicted Cl at CASSCF/6-31G* level of theory, the geometries at the time of
the hop were averaged for all the trajectories, see Figure 3.17. For doing this comparison, two
important issues need to be taken into account: a) the hopping does not necessarily take place at
the minimum energy crossing geometry, and b) once the system planarizes in the first steps to the
deactivation, the distortion of the dihedral angel of the NO, group relative to the aromatic ring can
take place in both directions, i.e. above or below the ring plane, this results in an average dihedral
angle of ca. 180° which is not comparable with the value obtained with QC calculations. For this
reason, a direct comparison of average geometries from MQCD simulations and the QC CI
geometries is not possible, and only general features will be compared in the following. Similar to
the QC description of the Kasha path, the two consecutive TD-DFT S¢/Ss and Ss/S4 Cls (Ss/Ss and
S4/S; Cl at MS-CASPT2/CASSCF level) conical intersections present very similar distortions of the
system, involving the stretching of the N-O bond cis to the aldehyde and the reinforcement of the
C-N and C-C(HO) bonds (C-N= 1.482 A and C-C(HO)=1.504 A at B3LYP/6-311G** level of theory).
From the superposition of the geometries at the time of the hop, it is possible to observe that
certain trajectories show a slightly bent NO, moiety at the time of the hop in agreement with QC
predicted structures. Also in agreement with CASSCF Cls, TD-DFT S,/S; and S,/S; (Ss/S, and S,/S; at
MS-CASPT2/CASSCF level of theory) hopping geometries show a reinforcement of the two N-O
bond lengths. In the case of TD-DFT S3/S, Cl, the percentage of molecules visiting regions of the
PES where the NO, folds is also significant, in perfect agreement with the CASSCF picture.

Besides the difference of distances in the intramolecular H-bond between MQCD average
geometry and the QC CASSCF optimized geometry, it is observed that the H-bond is never
transferred along these Cls. This indicates the preference of the Kasha path in the deactivation
mechanism of the o-NBA.
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Figure 3.17. Average geometry at the time of the hop for all non radiative funnels involved in the
deactivation from the S6 to the S, state. The average geometries are compared with the optimized
structures at CASSCF/6-31G* level of theory.

In the following, two exemplary trajectories started from the S; and Sg excited states, contributing
in the largest extent to the energy window selected to simulate the experiment, are discussed in
more detail. Both trajectories end in the S, state, see Figure 3.18, where QC methods predict the
H-transfer to occur. Due to the method employed to compute derivative coupling terms (TD-DFT),
it is not possible to describe S; - Sy deactivation. Deactivation from the S; potential, has been
instead theoretically described using MQCD simulations and the CASSCF method for electronic
structure calculations, see section 3.3.2b. The examination of Figure 3.18 a) and b) reveals that
both trajectories share some features along their deactivation pathways.

A common signature to both trajectories is the presence of recrossings between the TD-DFT Sg
(light pink), Ss (orange) and S, (blue-green) states, which point out the flatness of the potential
energy surface in this region in perfect agreement with QC calculations. Worth to note is also the
time spent by the system (ca. 30 fs) in both trajectories in the potential S4, which is in consistent
with the prediction of a minimum in this potential by multiconfigurational methods (S; at MS-
CASPT2/CASSCF). Once in the S; potential, the system deactivates very quickly to the S, and from
there to the S; indicating the proximity of both deactivation funnels also in agreement with
quantum chemical predictions. Deactivation to the S, excited state is achieved in about 100 fs.

68



Energy (eV)
wn

100

So
2
1
o 10 20 30 40 50 60 70 80 90 100
Time (fs)
—S% —S —S —S —S, —S —S —S, o TRAJ
9fs 18 fs 38 fs 59fs 78.5fs 91fs
8.5
b) .
61
7.5
, 28.5 38.5 ) 72
6.5 0 = ‘r
) s, o~ \J f
. m VACAY N\/’\/\/\ A
—5 i / A\ ¥
S / . P \Y
3 \/
>
%0‘5 s 90
a
LEJ.S S4
3
2.5 S
2
1.5
1
o 10 20 30 40 e 60 70 80 90
Time (fs)
— S, — S, S, —S; — S S - S e« TRA
10fs 28.5fs 38.5fs 61 fs 72fs 90 fs

Figure 3.18. Time evolution of the S;-S, potential energies and corresponding snapshots at

selected times, as indicated. a) Trajectory corresponding to the deactivation of o-NBA from the S;
to the S, potential. b) Trajectory corresponding to the deactivation of 0o-NBA from the S¢ to the S;
potential. Points along the potential energy curves symbolize at which potential the system is at

the specific time.
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The geometry snapshots along the mechanism, either from the S; or the Sg, leading to 0-NBA in
the S; excited state, point to minor distortions of the ring, changes in the position of the NO,
group relative to the aromatic moiety and stretching motion of the C-H bonds from both the CHO
group and the aromatic ring, and C-N bond.

b) MQCD simulations from the S; nit* excited state

The nit* band of the o-NBA vertical absorption spectrum®® (recall Figure 3.6), is composed of
three states (S;-S3). All three states are weakly absorbing according to MS-CASPT2//CASSCF(16,12)
calculations, but the lowest S; state is the one with the highest oscillator strength. Therefore, and
for the sake of simplicity, we have performed MQCD simulations starting only from the
electronically S; excited state. Thus, the goal of this section is to investigate the S; = S, relaxation
mechanism through surface-hopping dynamic simulations in gas phase. The results can be also
found in the publication Phys. Chem. Chem. Phys. DOI: 10.1039/COCP01372B, article accepted and
in press.

The main drawback of the level of theory employed for the electronic calculations is that predicts
a qualitatively different energy profile before the H-transfer takes place in comparison with the
more accurate MS-CASPT2 theory. In fact, CASSCF predicts a TS between the nit* minimum in the
S, potential and the (S1/So)x.1r Cl. This (S1)1s is not present at MS-CASPT2 level of theory, which on
the contrary, predicts an almost barrierless H-transfer. Along the rest of the S; path, there is a
good agreement between the CASSCF and the MS-CASPT2 results. However, due to this artificial
barrier, the CASSCF-based dynamic simulations launched from the FC geometry remain trapped in
the (nmt*)win. Therefore, in order to provide a more realistic picture we have investigated the
formation of the ketene intermediate from 200 trajectories starting from the (S;)s, avoiding, thus
the artificial bottleneck of population trapped in the (n1t*)yin.

From the trajectories launched at the TS, about 35% of them hop to the ground state, through the
(S1/So)x.ur Cl, while the remaining 65% do not reach the Cl and evolve to the (nmt*)wi,, see Figure
3.18. All the molecules that pass through the (S1/So)x.ur Cl are branched into two different minima
of the ground state: 69% return to the starting material, o-NBA, while 31% of the trajectories
complete the H-transfer, leading to the ketene intermediate, see Figure 3.18. This estimated
branching ratio at (Si/So)x.u is hot completely consistent with the experimental yield of ca. 50%
30333535 This can be attributed to the fact that our

calculations are performed in gas phase and not in solution, and additionally, to the fact that the

that has been recorded in various solvents.
kinetic energy gained by the system is underestimated when arriving at the (S1/So)x.ur Cl from the

TS geometry. This is because we started our trajectories from the TS, and therefore, many
molecules do not possess enough energy to keep the momentum towards the ketene.
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In order to characterize the geometry of the (S1/So)xur Cl, the geometries were averaged at the
time of the S; = S, hop for all trajectories. This geometry was found to be in good agreement with
the (S1/So)x.nr Cl optimized at MS-CASPT2/CASSCF level of theory, where a partial H-transfer is
promoted by the planarity of the two substituents of o-NBA.

(S1/So)x-nr

5%

o-NBA

Figure 3.18. Potential energy profile of the Sy and the S, states along the H-transfer reaction
coordinate. The arrows and percentages show the distribution of products obtained from MQCD
simulations starting from the TS of the S; potential, preceding the (S1/So)x.ur Cl.

The analysis of the trajectories that reach the ketene reveals that its formation takes place via a
biradical structure. This biradical is formed in about 10 to 20 fs. The conversion of the biradical to
the Ketene involves surmounting an energy barrier corresponding to a second Cl region centered
on the (S1/So)xxet Cl, recall Figure 3.14. In fact, we have identified trajectories showing several hops
between the ground and first excited state on that region of the PES, which confirm the presence
of the quantum chemically predicted (S:/So)x.«et- Additionally, none of the trajectories that reach
the biradical on the S, potential presents a back H-transfer, i.e. the H-transfer is irreversible.
Therefore, it can be deduced that the complete yield of the reaction is determined by the (S1/So)x.
ut Cl, where the creation of the ketene and the regeneration of the starting material compete.

Overall, the tautomerization is completed in the femtosecond time scale, in agreement with the
experimental results which show that the phototautomerization is ultrafast after excitation at 388
and 260 nm.

Finally, two exemplary trajectories started from the (TS)s; are discussed in more detail in order to
get better insight into the deactivation of o-NBA beginning from the S; state. The first trajectory
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leads to the FC geometry, while the second trajectory exemplifies the formation of the ketene

intermediate.
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Figure 3.19. a) Exemplary trajectory launched from the (S;);s that regenerates the FC o-NBA
ground state. b) Trajectory launched from the (S;):s evolving to the ketene intermediate.

Re

The geometry snapshots along the mechanism returning to the o-NBA ground state point to minor
distortions of the ring and stretching motion of the C-H located at the CHO group. The o-NBA at
the ground state is recovered in about 50 fs. Regarding the trajectory evolving to the ketene, the
energy excess is employed in the rotation of the H-atom around the N-O bond and the
linearization of the C-C-O moiety. The H-atom continues rotating around the N-O bond, which
corresponds to an oscillation between the syn- and anti- ketene tautomers. The formation of the
ketene is completed in less than 50 fs. As it can be inferred from the decay lifetimes in both
trajectories, the relaxation to the ground state occurs extremely fast because the (TS)s; lies very
close to the (S1/So)x.ur Cl, and thus making the passage through the Cl very efficient.
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3.4 Articles

In the following section, the articles that have arisen during this thesis are collected.

73



Article 3.4.1. Electronic States of o-Nitrobenzaldehyde: A combined
Experimental and Theoretical Study

Verdnica Leyva, Inés Corral,Thomas Schmierer, Bjorn Heinz, Ferran Feixas, Annapaola Migani, Lluis
Blancafort, Peter Gilch, and Leticia Gonzalez

Reprinted with permsision from http://pubs.acs.org/doi/pdf/10.1021/jp711949j . Copyright 2008
American Chemical Society.
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The experimental UV/vis absorption spectrum of ertho-nitrobenzaldehyde (e-NBA) has been assigned by
means ol MS-CASPT2/CASSCF, TD-DFT, and RI-CC2 theoretical computations. Additional information on
the nature of the absorbing bands was obtained by comparing the o-NBA spectrum with that of related
compounds, as, e.g.. nitrobenzene and benzaldehyde. For wavelengths larger than ~280 nm, the absorption
spectrum of 0-NBA is dominated by a series of weak nz* absorptions from the NO, and CHO groups. These
weak transitions are followed in energy by a more intense band, peaking at 250 nm and arising from charge
transfer zror* excitations involving mainly benzene and nitro orbitals. Finally, the most intense band centered
at 220 nm has its origin in the overlap of two different absorptions: the first one localized in the NO; substituent
and the second one arising from a charge transfer excitation involving the NO; and the CHO fragments,

respectively.

1. Introduction

More than 100 years ago, Ciamician and Silber reported the
photo-induced transformation of ortho-nitrobenzaldehyde (o-
NBA) into ortho-nitrosobenzoic acid.! Their report is regarded
as the advent of modern organic photochemistry.” However, the
elucidation of the mechanism of the “oldest™ organic photore-
action had to await the emergence of (highly) time-resolved
spectroscopy. In 1980, George and Scaiano® observed solvent-
dependent transients on the nanosecond time scale and below.
Later experiments with higher time resolution led Yip and
Sharma* to the conclusion that the species with the solvent-
dependent lifetime is a ketene. This ketene intermediate would
result from a photo-induced hydrogen transfer from the aldehyde
substituent to the nitro group. It was then postulated to constitute
the first ground-state intermediate in a cascade of reactions
yielding the nitroso product. Recently. by means of femtosecond
IR spectroscopy some of us have proven the existence of the
ketene as an intermediate.® This experiment has also revealed
that the ketene is formed on an ultrashort time scale of ~400
fs and it is formed in the electronic ground state. This short
formation time scale points to an excited singlet state as the
precursor of the ketene and strong non-adiabatic effects mediat-
ing the decay of the excited state.

From the theoretical point of view. nothing is known about
either the assignment of the excited states of o-NBA or the
mechanism of its photoreaction. Simpler systems, like nitroben-
zene and benzaldehyde, have been investigated with multicon-
figurational methods in refs 6 and 7. respectively. These
calculations are a useful reference point for this work. since
they have been carried out at a level of theory comparable to
the one used here.

t Freie Universitit Berlin.

! Friedrich-Schiller-Universitit Jena.

§ Ludwig-Maximilians-Universitit Miinchen.
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In a joint experimental and theoretical effort, we aim at
unravelling the dynamics of the hydrogen transfer reaction in
o-NBA by means of steady-state as well as time-resolved
spectroscopy and quantum mechanical methods. Since hydrogen
transfer is assumed to initiate the transformation of most
photoreactive nitroarenes® our investigation strives for under-
standing the mechanistic patterns of a very general reaction.
As a starting point, we characterize here the adiabatic excited
singlet states of o-NBA. A tentative assignment based on the
experimental absorption spectrum of o-NBA and related com-
pounds is first given. The assignment is then supported by
computing o-NBA with different state of the art quantum
chemical methods. Specifically. we have performed multistate
second-order perturbation theory on complete active space self-
consistent field wavefunctions (MS-CASPT2/CASSCEF). time-
dependent density functional theory (TD-DFT). and second-
order approximate coupled cluster (CC2) calculations.

2. Experimental Methods

UV/vis absorption spectra were recorded using a Lambda 19
spectrometer from Perkin-Elmer. The cyclohexane solvent was
of spectroscopic grade (Sigma-Aldrich, Chromasolv). The
aromatic compounds (0-NBA (Merck, for synthesis). o-nitro-
toluene (Aldrich, 99+%). o-ethylnitrobenzene (Aldrich, 96%).
toluene (Merck, Uvasol), and benzaldehyde (Merck. for syn-
thesis)) were used as received. Sample solutions had concentra-
tions of approximately 1 mM. Fused silica cells with a path
length of 1-10 mm depending on the sample absorbance were
used to record the spectra. The solvent contribution was
corrected for by recording solvent blanks. To obtain the gas-
phase spectrum of o-ethylnitrobenzene, a small drop of the
substance was placed in a 50 mm fused silica sample cell. After
equilibration between liquid and gas phase. the spectrum was
recorded using the empty cell as a blank.

© 2008 American Chemical Society
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Electronic States of o-Nitrobenzaldehyde
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Figure 1. Most relevant geometrical parameters of the experimental
structure of ﬂ-nitrobcnzaldehyde.9 The distances are in angstroms and
the angles in degrees.

3. Computational Methods

The electronic calculations for o-NBA were performed on
the X-ray experimental structure reported by Coppens et al.®
The relevant geometrical parameters are summarized in Figure
1. In this structure of C; symmetry. the NO, and CHO
substituents are non-coplanar with the aromatic skeleton. lying
in planes forming a 30° dihedral angle with respect to the
benzene ring.

The theoretical absorption spectrum was calculated at MS-
CASPT2/CASSCF! level of theory and compared with those
obtained using TD-DFT! and CC2'? methods. The TD-DFT
calculations were performed using the B3LYP functional
combined with the triple zeta quality basis set 6-311G(d,p).
Other functionals, namely. PBE and BLYP, were also tested
and showed negligible differences in their vertical excited
spectra; therefore, results are only reported for the B3LYP
functional. The CC2 Franck-Condon excitation energies were
calculated using the TZVP basis set and the resolution of the
identity (RI) approximation.'?

The MS-CASPT2/CASSCF calculations have been performed
with the atomic natural orbital large basis set. ANO-L,'
designed for the accurate description of the ionization potentials,
electron affinities, and polarizabilities. The following contraction
schemes were used: a set of (14s9p4d3f) was contracted to
[4s3p2d] for C. O, and N and (8s4p3d)y/[3s2p] for H. The initial
wavefunctions of the MS-CASPT2/CASSCF protocol were
obtained through state average SA-CASSCF calculations per-
formed on six roots with equal weights of A; symmetry and
were subsequently used as reference in the MS-CASPT2
calculation.'® which accounts for dynamical correlation effects.
In cases where the active space is not complete, intruder states
usually arise. To remove intruder states. the level-shift tech-
nique'® with a parameter of 0.3 a.u. was considered. This
parameter was chosen after a careful examination of the stability
of the excitation energies and the comparison of the excited
states reference weight with that of the ground state. Moreover.
the reliability of the MS-CASPT?2 calculations has been assessed
on the basis of the off-diagonal elements of the asymmetric.
effective multistate Hamiltonian. These elements should be
small, and complementary H;; and Hj; elements should have
similar values. In the MS-CASPT2/CASSCF(16.12) calculations
of Table 2. the off-diagonal elements are smaller than 5
mHartree, and the largest difference between off-diagonal
element pairs is 2.5 mHartree. In turn, the multistate correction
on the CASPT2 energies is small. less than 1.5 mHartrees for
the six states. Thus. the MS-CASPT2 procedure can be safely
used here.

In the CASSCF method, the selection of the active orbitals
and electrons is the key step to obtain reliable eigenfunctions

J. Phys. Chem. A, Vol. 112, No. 23, 2008 5047

and eigenenergies. Despite the medium size of o-NBA, the
choice of the relevant orbitals/electrons is nontrivial and deserves
some comment. The complete active space in o-NBA should
include 24 electrons in 17 orbitals. which comprises the 3 m.1*
orbital pairs of the benzene ring. 1 7r.77* pair of the CO group.
2 g% pairs in the NO; group plus a nonbonding Pyps orbital,
and the 6 lone pairs (n) on the oxygen atoms of the nitro and
carbonyl groups. Such an active space (24.17) is beyond the
current computer capabilities, and therefore. several restricted
active spaces have been investigated. The tested reduced ac-
tive spaces include (12,11). (16.12). (16.,13), and (18.14}. The
smallest active space (12.11) excludes all lone pairs. while the
biggest active space employed (18.14) includes only one lone
pair per oxygen atom. The intermediate active spaces in-
clude several lone pairs at the expense of some 7% pairs. A
detailed composition of the active spaces can be found in Table
1. As will be shown in the next section. TD-DFT and CC2
calculations predict n* transitions in the low-lying spectral
energy region. confirming the key role of the n orbitals.
Obviously, the active space (12,11). excluding lone pairs. cannot
describe adequately the low-energy part of the o-NBA spectrum.
On the contrary. the (18.14) active space should be the best
affordable choice to describe both r% and na* transitions
simultancously. Because of the enormous computational effort
involved in the calculation of electronic excited states with this
active space, the more practicable (16.12) active space was
chosen to describe the markedly multiconfigurational character
of o-NBA (see also next section). This active space is shown
in Figure 2a and comprises 16 electrons distributed into 2 pairs
of e and 7¥cc orbitals localized on the benzene moiety. the
TTco. Tco orbitals, the lone pair nco from the aldehyde group.
2 nitro lone pair orbitals nygz. and the bonding, antibonding,
and nonbonding o2, T¥Noz. and Pyoz orbitals from the nitro
group. It should be noted. however. that this active space with
a small number of roots (vide infra) fails to describe one of the
low-lying zr7r* excitations, and thus, this missing state has been
calculated with the (12.11) active space that in turn excludes
lone pairs (see Figure 2b).

All the MS-CASPT2/CASSCEF calculations were performed
using the MOLCAS 6.0 quantum chemistry software.'” while
TD-DFT and RI-CC2 calculations were carried out with the
Gaussian03'® and TURBOMOLE (v 5.7)" suite of programs.
respectively.

4. Results and Discussion

4.1. Active Space Dependence. Before assigning the ex-
perimental absorption spectrum of o-NBA with the help of the
theoretical results. we shall shortly comment on the dependence
of the vertical excitation energies and order of the states when
using different active spaces in the MS-CASPT2 methodology.
Also. we will justify the use of different active spaces when
rationalizing the complete low-energy part of the absorption
spectrum. Figure 3 is a summary of the results obtained with
the different active spaces embodied in Table 1. As anticipated.
the vertical spectrum calculated with the (12.11) active space
is exclusively dominated by m7* excitations localized in the
aromatic ring, CT excitations, or a mixture of both. The inclusion
of two (i.e.. (16,13) active space) or more (i.e., (16,12) active
space) lone pairs from the NO; or the carbonyl group orbitals
introduces nar* excitations in the low-energy region of the
spectrum. Note that the active space (16,12} includes three lone
pairs at the expense of removing a 77" pair, with respect to
the (12.11) and (16.13) active spaces: sce Table 1. As can be
seen from Figure 3. the excitation energies for the na# tran-
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TABLE 1: Composition of the CASSCF Active Spaces Emploved in This Work

Mo Moo T Moo Moz Fraz Nmo Nyoa2 Mo Nyo: Nico Nco  Tye: T¥co  Tec T Tee
(12,11} X X X X X X X X X X X
(16.,12) X X X X X X X X X X X X
(16,13 X X X X X X X X X X X X X
(18,14 x X x X X X X X X X X X X X

TABLE 2: CASSCF and MS-CASPT2 Verlical Excited Spectra and Single Compoenents of the Gaussian Decomposition of the
Experimental Spectrum of a.Nitrohenzaldehvde in Cyclohexanes

CASSCF/ANOL

MS-CASPT2/ANO-L exp. abs. spectrum

AE  AE AE  AE abs.band  Gauss.
state configuration Cl coeff (V) (nm) f configuration Cl coeff (eV) (nm) f inm) center (nm) Gauss.f
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S mroz— Tos 061 420 280 00001 nyes— 7o 052 388 210 .0006
Neo + Nyoz — T 0 —0.45 Nee + Ogo: — T¥cc— T 00 042

Sy mecr — T =037 enl i —0.36 250 261 0.078
Teea — e — o 036 Toer — e — T 502 036 445 278 (.0147
Toer — TFoe + T —0.:5 Toey — e + T —0.34

N: Proe = 7%+ 780 —UAR T0T 1TSS 02447 Puos w00 + 0 =052 4ud 51 02260 248 [IRIE Y
Teocr ™ TFoe + TFean 045 Toey — Moo + Ty .54

S Proo = T%v02 054 6359 188 D053 Puor— 7¥mm .53 555 1.0469 2] 125 0250

Sy 204 0420

?All bands are obtained with a (16,12) reference active space, cxeopt Si. which is obtained with a (12,11) active space (scc Table 1 for

details). Corrcsponding orbitals in Figure 2.

sitions provided by the (16,12} and (16.13) active spaces agree
with each other satisfactorily. Because of the prohibitive cost
ol the (1%.14) active space, our calculation is restricted to the
estimation of the CASSCF transition energy for the first singlet
excited state (not includad in Figure 3. It is worth mentioning
that this energy compares reasonably well with that chtained
with CAS (16,12) and CAS (16.13), which are underestimated
by 0.3 and 0.2 eV, respectively. The lack of nqn lone pairs of
the (16.13) active space. however. prevents it from predicting
the existence of a third na* excited state calculated at 3.82 eV
by the (16.12) active space. This state consists of the following
one electron cxeitations: nco + nwo: — THee + 7700 and neo
+ nuox — 7ryoa. In the region from 4 o 6 eV, the smaller
active space, namely, (12.11), predicts the existence of three
e states at 445 494 and 573 eV, Only the first and third
of them arc described in this region with the SA calculations
over 6 and 5 roots performed with the active spaces (16,12)
and (16,13), respectively. The second low lving mwa® state does
nol appear with these active spaces and the chusen number of
roots. This state can only be described when using 10 roots;
however, the inclusion of such a high number ol stales
introduces several double excitations that lead to a worsening
of the SA orbitals and remaining excitation energics. Therefore.
hencetorth we restrict curselves to the results obtained with the
(16.12) active space and 6 roots.

4.2, Absorption Spectrum of 0-NBA. Experimental spectra
were recorded in a nonpolar aprotic sclvent (cyclohexane) to
minimize solute—solvent interactions and allow for a better
comparison with the gas-phase calculations discussed below.
Ta roughly quantify the residual solvent effect. the gas-phase
spectrum of o-Ethylnitrobenzene {o-ENB) was compared to the
onz in solution (Figure 4). 0-ENB was chosen since ils vapor
pressure is appreciable at room temperature. Gas- and solution-
phase spectra resemble each other in shape. Weak absorption
bands at longer wavelengths are followed by stronger ones in
the deeper UV region. In general, the solution-phase spectrum
is shifted towards longer wavelengths. The magnitude of this
shilt depends on the nature ol the considered band, In the case

of ¢-ENB. the maximal shift observed is arcund 15 nm (~0.3
eV) for the band at ~250 nm. Solvent-induced shifts of this
magnitude must be allowed for when comparing condensed-
phase experimental and gas-phase computed spectra.

The experimental absorption spectrum of o-NBA recorded
in cyclohexane (sze Figure Sa) shows several overlapping bands.
Maxima of three distinct bands centered at 220, 250, and 300
nm can be directly discerned. Further bands and exact band
positions were extracted by a Gaussian decomposition. A
Caussian decomposition is justified as follows: Tor a single
vibronic transition. on2 expects a Torentzian line shape for
purely homogencous broadening, a Gaussian onc for purely
inhomogeneous, and a Voigt profile for an intermediate case >
In the present case, broadenings—either homogeneous or
inhomogeneous—completely smear out the vibrational progres-
.i.e.. single vibronic transitions arc not resolved. Under these
circumstances, e line shape function has (0 represent a
vibrational envelope. As an approximation for this (complex)
envelope, Gaussian and Lorentzian trial functivns have been
sugzested (for a recent review, see ref 21} Here, in line with
rel 21, Gaussian [unctions are better suited than Lorentzan ones.
Such a procedure requires at least five Gaussian componznts,

A very good agreement is obtained when using six components
(Figure 6). For each Gaussian component i the oscillator
strength £ was calculated according to”

[=4320007 [ e (7) diF

Ilereby. & is the extinction ceefficient measured in units M~
cm™* as a function of wavenumber ¢ . The center frequencies
and the oscillator strengths are compiled in Figure 6 and Table
2. Information about the origin of these bands can he abrained
fram the comparison of the abscrption spectrum of o-NBA with
that of related compounds, namely, o-nitroicluene (0-NT),
o-ethylnitrobenzene {¢ ENB). benzaldehyde. and toluene (Figure
3). For wavelengths larger than ~230 nm. the spectrum of
o-NBA bears strong similarities to those of o-NT and o-ENB.
Considerable differences are observed when comparing  the
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Figure 2. Molecular orbitals included in the (16,12) (a) and the (12,11)
(b) active spaces of the SA-CASSCF/ANO-L calculations over six (a)
and five (b) roots, respectively.
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Figure 3. Relative MS-CASPT2 excitation energies (in eV) and state
ordering employing different active spaces.

spectrum of o-NBA with that of toluene. Generally. the
extinction coefficients of toluene are much smaller than those
of all other compounds throughout the spectral range covered.
Furthermore, vibrational progressions in toluene are recorded,
whereas they are not resolved in the nitroarenes. From that, one
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Figure 4. Experimental absorption spectrum of o-Ethylnitrobenzene
(ENB) in the gas phase and in cyclohexane solution. For ENB in
solution, the ordinate gives the extinction coefficient € as a function of
the wavelength A. The gas-phase spectrum has been arbitrarily scaled
for an easy comparison.
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Figure 5. Absorption spectra of some nitroarenes (0-NBA, o-NT,
0-ENB, part a) and toluene and benzaldehyde (part b) all dissolved in
cyclohexane. In all spectra, the extinction coefficient € is plotted as a
function of the wavelength A.

can deduce that the benzene ring alone is not responsible for
the absorption properties of o-NBA. Benzaldehyde features an
intense absorption band around 230 nm and a weak absorption
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Figure 6, Experimental absorption spectrum (in black) and its Gaussian
decomposition (single components in blue and their sum in red) of
o-NBA in cyclohexane. The spectrum is represented with a linear
wavelength scale. Gaussian fitting was done employing a linear
frequency (or energy) scale.

that spreads from 275 to 300 nm: see Figure 5b. By allowing
for small shifts. these bands might be related—at least partially—to
the intense band at 220 nm and to the broad band peaking at
300 nm of o-NBA. respectively.

Hence. the low-energy part of the o-NBA spectrum (250-350
nm) could in principle be related to the excited states of
benzaldehyde and nitrobenzene or to excitations that involve
the nitro and carbonyl group chromophores simultaneously.
Other spectral properties of o-NBA should be attributable to
the nitrobenzene moiety. Indeed. the gas-phase spectrum of
nitrobenzene® strongly resembles those of the nitroarenes
investigated here. It shows a couple of weak transitions at long
wavelengths above 270 nm and a rather strong (e = 8500 M™!
cm™!) one at 240 nm. %

To further assign the experimental bands of o-NBA, theoreti-
cal calculations in the gas phase have been performed. The
Frank-Condon excitation energies and their associated oscillator
strengths calculated at MS-CASPT2/CASSCF(16.12), TD-DFT,
and CC2 levels of theory are reported in Tables 2. 3. and 4.
respectively. In Table 2. the experimental Gaussian centered at
248 nm is assigned on the basis of a MS-CASPT2/CAS
SCF(12.11) calculation (see section 4.1).

For an easier comparison among the different methods, the
computed spectral data are summarized as stick spectra in Figure
7. The results of the Gaussian decomposition (cf. Figure 6) of
the experimental spectrum of o-NBA are also included. When
comparing the experimental and computed spectra, two facts
should be kept in mind. First. the Gaussian decomposition relies
on the fact that every absorbing transition leads to a band that
can be approximated by a Gaussian-shaped function. The
overlap of these Gaussians resulls in the experimental absorption
bands. Deviation of the real band shape [rom the Gaussian one
can result in systemaltic errors. Secondly, the experimental
spectrum was obtained in solution, and thus, spectral shifts of
up to 0.3 eV are possible. With these facts in mind, we now
proceed to assign the experimental Gaussian decomposition to
the excited states of o-NBA theoretically calculated.

Comparing the position and oscillator strengths of the six
fitted Gaussians with our more reliable MS-CASPT2/CASSCF
vertical excitation energies and oscillator strengths, we can relate
the Gaussians peaking at 261, 248, and 225 nm to the theoretical

Leyva et al.

TABLE 3: TD-B3LYP/6-311G(d.p) Transition Energies AE
(eV, nm), Main One Electron Excitations, Weights, and
Oscillator Strengths f of the Lower-Lying Electronic States
of o-Nitrobenzaldehyde®

TD-B3LYP/6-311G(d,p)

AE E
state  weight configuration (eV) (nm) i

Sy 0,635 nco ™ ¥oc + N0z 331 374 0.0006

Sg —0.397 llNogz = J’I*cc + ﬂ*Nog 3.77 329 0.01 24
0.465 Jdccl T J’l*cc + J‘T*Nog

Sg 0.346 llNo'),] = JT*(;C + J’[*Nog 4.15 299 0.0044
0.449 Nco = ﬂ*cc + J‘T*co

S4 0.494 JIccz — 7 J’l'kcc + J‘T”‘Nog 428 289 0.0149
0.331 nco — ﬂ*cc + J‘T*CD

Sﬁ 0.49] llNog] L J’I*cc + ﬂ*Nog 446 278 0.01 26
0.307 JIcc2 — 7 J’l*cc + J‘T*Nog

55 0.451 llNogz L JT*(;C + J’[*Nog 4.82 257 0.1021
0400 meer — e + N0z

57 0.531 Tcer ™ e + M¥oo 5.15 241 0.0267

Ss 0.512 Jcc? T JT*CC + J‘T*co 543 229 0.1106

So 0.512 PNDQ = H*cc + R*Nog 5.65 219 00143
0.348 PNog - J'I*cc + R*co

S]Q 0.589 nco — ﬂ*cc = J‘T*Nog 5.75 216 0.0066

S][ 0.446 llNogl - J’I*cc + ﬂ*co 5.78 215 0.0409
0.429 llN022 = J’I*cc + ﬂ*co

S]g 0.438 llNogl - JT*CC + ﬂ*co 5.80 214 0.1110

@ Corresponding orbitals in Figure 8a.

TABLE 4: RI-CC2/TZV(P) Transition Energies AE(eV,
nm), Main One-Electron Excitations, CI Coefficients, And
Oscillator Strengths, f, of the Low-Lying Electronic States of
o-Nitrobenzaldehyde?

RI-CC2ITZV(P)

AE AE
state configuration coeff (eV) (nm) f
SJ UNQQZ - ;‘T*cc + ;‘I*Noz 0.5870 3.62 343 0.0117
o2l ™ TFec + wAFnoa —0.5151

Sa nnogl - JT*(;C + JT*NOE 0.5734 4.09 303
nnogz - :T*cc + H*Noz 0.5182

Sa neo ™ Tree + Ao 0.5545 411 301 0.0038
Nco — J‘T”‘cc + J‘T*CD 0.5379

54 Jacc: JT*CC + JT*NOE 0.7093 4.57 271 0.0072

0.0014

accy 7 ;‘T*cc + ;‘T*co 0.4634

Ss nco ™ T¥ee + Mo —0.6777 4.95 250 0.0145
Nco — J‘T”‘cc + J‘T*CD 0.4940

55 Jacct T JT*CC +$T*N02 0.8428 5.30 234 0.1335

57 Jdccr — T :‘T*cc + J‘T*co 0.6331 5.82 213 0.0872
oc: ™ T¥ec + Ao —0.4863

Sg PN02 - ﬂ*cc + J‘T*Nog 0.6157 6.20 200 0.1421

dccy 77 ee + wfco —0.5575
So oc: ™ T¥ec + Ao —0.5810 6.21 200 0.2038
Pro: — m¥cc + 02 —0.5585
Sm Neo = JT*cc - J‘T*Noz 0.5835 6.31 197 0.0050
SJJ dccz 7 ;‘T*cc + ;‘T*co 03996 6.55 189 0.1556

nno2l = T¥ec + w¥co —0.3719
SJQ nN032 I J‘T"‘cc + J‘T*co 0.6714 6.73 184 0.0233
SJ} nnogl - JT*(;C + Jr*co 0.5237 6.88 180 0.0781

? Corresponding orbitals in Figure 8b.

absorptions at 278, 251, and 223 nm, respectively (see Table 2
and Figure 7). In general, the corresponding states have mr*
character. The transition calculated at 278 nm, which is the
lowest ¥ state. is a mixture of a Tecx — TFce — T¥Nno2
excitation inside the benzene ring and two charge transfer (CT)
excited states, namely. ey — oo and Teep — Toe + Theo
(see Figure 2a). The considerable mixing of the orbitals involved
in the excited states and the marked multiconfigurational
character of the wavefunctions, previously observed in other
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Figure 7. Comparison of the experimental and computed spectra of
o0-NBA. The upper panel shows the experimental spectrum and its
Gaussian decomposition in stick representation (the height of a stick
represents the oscillator strength f). The lower panels show the stick
spectra obtained by the computational methods indicated. (a) Indicates
band calculated with the (12,11) active space. See text for details.

theoretical nitroarene studies.® makes it difficult to assign a
predominant one-electron excitation o these transitions. This
state calculated at 278 nm can also be interpreted as a
combination of the excited states of benzaldehyde and nitroben-
zene. which have their lowest calculated % transitions at 286
and 282 nm. respectively.®” Indeed. the orbitals involved in the
Teey — aFee + e configuration of o-NBA compare with
the ones calculated for the 2'A’ state in benzaldehyde.”

The experimental Gaussian at 248 nm is not described within
the six roots MS-CASFT2/CASSCF(16.12) calculation, but it
is present in the vertical excited spectrum calculated with the
smaller active space (12.11): recall Figure 3. Our calculations
performed with the (12.11) active space predict this state to
appear at 251 nm—in good agreement with the experiment. It
is a mixture of two main s7* transitions, the first localized
within the benzene ring and the second of CT involving the
nitro group and the antibonding orbitals of benzene. The relevant
orbitals for this state are shown in Figure 2b. Accordingly, the
difference dipole moment vector with respect to the ground state
is parallel to the C3—N; axis and amounts to 3.7 Debye. This
transition can be related to the band calculated at 248 nm for
nitrobenzene, which shows a similar change in the dipole
moment.®

Finally. the band calculated at 223 nm involves mainly two
orbitals localized in the nitro group. Its counterpart in nitroben-
zene should be the 2'B; state.® which is calculated at 222 nm;
nevertheless. the different shapes of the orbitals in o-NBA and
nitrobenzene make it difficult to establish a clear-cut cor-
respondence. Note that the highest Gaussian resolved experi-
mentally at 204 nm cannot be predicted by MS-CASPT2 due
to the limitations associated with the calculated number of roots
and the size of the active spaces employed. This peak will be
discussed later with the help of linear response calculations.

According to MS-CASPT2 calculations, the lowest-energy
experimental tail with Gaussians resolved at 292 and 337 nm

n
=
n
—
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TABLE 5: Leading Configurations for the Low-Lying
Excited States of NBA at the TD-B3LYP/6-311G(d,p).
RI-CC2/TZV(P), and MS-CASPT2/ANO-L Levels of Theory,
Respectively

configuration TD-DFT  RI-CC2 MS-CASPT2
nco 7 Toe + o2 Si Ss, Ss S2
llN022 B H*cc + H*Nog Sz, Sﬁ Sl, SE SE
myozl ™ T¥oe + N0z 51, 85 5152 51.8:
nco ™ T¥cc + o Sy 53, S5 52,53
aeer 7 w¥ec + o S, 86 Se 51,55
ey ™ e + o2 S4. S5 Sy S4
oo ™ w¥ec + w¥co Sz S7 S4
Acer ™ A¥ee + Ao Sg Sg Sy =
Pnoz ™ #¥ce + o2 Se Ss, So Ss

can be interpreted as the overlap of three weakly absorbing
transitions of predominant n* character localized either in the
NO; or the CHO moiety. that appear at 372, 324, and 319 nm,
respectively. Similar to the S4 state. the three no* states stem
from the combination of transitions occurring in nitrobenzene
and benzaldehyde. Specifically. these states are mixtures of the
two lowest nar* transitions of nitrobenzene and the TA” state
of benzaldehyde. which have been calculated between 347 and
299 nm.>” However. the loss of planarity of the substituents in
o-NBA induces a significant mixing with a 77z state. especially
in 5; (see the conligurations in Table 2). which results in an
increase of the calculated oscillator strength.

Hereafter, we present the results obtained with the two
response methods CC2 and TD-DFT and their comparison with
the previous MS-CASPT2 results. To facilitate the interpretation
and comparison of CC2 and TD-DFT spectra. the leading
conligurations of the lowest exciled states for the three methods
have been summarized in Table 5. It is worth noting that the
low-lying states predicted by the three methods involve the same
molecular orbitals (compare Figures 2 and 8). From the
examination of Tables 3. 4, and 5. we can learn that for
wavelengths larger than 200 nm the TD-DFT and RI-CC2
spectra are composed of nine states that in turn appear as linear
combinations of nine different configurations: four of n* type
and five showing a mar* character (see first column Table 5).
The four na™ configurations are responsible for the lowest-
absorbing electronic states. Among these configurations, one
exhibits a clear CT character between the two substituents (nco
— ¥ e + ¥ yo2). whereas the other three configurations show
a CT character from one of the lone pairs into a 7%¢c orbital of
the benzene ring. At the RI-CC2 level. these configurations
generate four n* states (S;—S; and Ss), which span from 343
to 250 nm (see Table 4). In the case of TD-DFT, the nz*
configurations mix with several T7T* configurations and therefore
arc present in six electronic states (see Table 3). As already
discussed above, only three low-lying na* states were found at
the MS-CASPT2 level. Inspection of the CASSCF virtual
orbitals (recall Figure 2a) shows that the 7%c¢ + 7* o orbital
is probably not well-described at this level. due to the absence
ol one ol the 7% orbitals of the benzene ring in the active space
(compare the shape ol this orbital from the three methods in
Figures 2a and 8a.b). This would be the reason why CASSCF
and CASPT2 calculations fail to predict the existence of the
fourth low-lying na™ state.

The remaining five configurations are of the 77 type. Four
of them correspond to a partial CT from the benzene ring (e
and ey orbitals) to the nitro (x%cc + T¥yp) and aldehyde
(e + m¥ep) orbitals. The fifth 7% configuration corresponds
approximately to a local excitation within the nitro group. In
all methods employed. the two lowest 7 states (S4 and Ss in
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Figure 8. Relevant TD-B3LYP (a) and CC2 (b) molecular orbitals
for the interpretation of NBA's vertical excited spectrum.
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MS-CASPT2, S4 and Sy in CC2, and Ss and Sg in TD-DFT)
are mainly composed of the two henzene — nitro transitions,
although at the TD-DFI and MS-CASP12 levels, these states
are mixed with other configurations. The next ;T¥ states are
henzene — aldehyde transitions at the RI-CC2 (S5, Sg. and Sq)
and TD-DFT (S7 and 8;) levels of theory with certain mixings.
Specifically, at RI-CC2 the Sg and Se states are mixed with the
Pro: = e + ¥ y0z configuration.

These configurations are poorly represented with MS-
CASPT2. once more. because of the lack of flexibility of the
active space to properly describe the ¥ ¢c + ¥ orbital. This
is why these (wo electronic states have no counterpart in MS-
CASP12 theory, The difficulty in describing the benzene —
aldehyde transitions may also explain the loss of quality of the
wave function when maore roots are included. Finally. the local
nitro group transition (S at MS CASPT2, Sg + S, CC2, and
Sa TD-DFT) is predicted by the three methods to give rise to
states higher in energy than the benzene — nitro and benzene
— aldehyde transitions.

Reyond the Sy excired state, CC2 and TD-DFT merhods
predict a weakly absorbing CT state involving the aldehyde lone
pair and (he benzene molecular orbital a*ce — a*nm al 197
and 216 nm, respectively. More intense is, however, the state
that follows in cnergy, which presents a nyoz — T¥ec + T¥cn

Leyva et al.

character. None of these two states is. however. present in the
MS-CASPT2 spectrum due to, on one hand. the limitation of
the number of roots calculated and. on the other hand, the poor
description ol the s cc + 1% g orbital by this method. In view
of the oscillator strength predicted by CC2 theory tor this
clectronic state peaking at 189 nm (CC2), we assign the
Ganssian hand calenlated at 204 nm from the experimental
gpectrum to a nyez — TFcc + m¥co transition (see Table 4).

From the former analysis, we can conclude that the composi-
tion of the low-lying excited states predicted by the three
methods employed here is based on the same nine configura-
tions, although important differences are found in the way the
different configurations combine to yield the respective elec
tronic states. I is also worth highlighting that the three methods
considered report the same state ordering for the calculated
clectronic states, even if positions and oscillator strengths of
the excited states change in some cases from method to method.
An interpretation of the experimental spectrum of o-NBA has
to take these facts into account. In general. the non-negligible
multireference character of the ground-state wavefunction
imposes the use of CASSCF-based methods, with their inherent
limitation on the size and choice of the active space. The
response methods can complement the information missed by
the MS-CASPT2/CASSCF theory, but caution must be exercised
in the interpretation of TD-DFT. which lacks accuracy, espe-
cially when treating CT states. Still, on the basis of our
complementary findings an assignment seems possible and reads
as follows: The weak experimental absorption band ranging
from 400 to 280 nm stems from the overlap of four different
nrt excitations from the lone pairs of the nitro and aldehyde
groups into benzene 7¥ce, wco, and anoz orbitals. The
experimental absorption lmml centered at 250 nm arises [rom
the joint absorption of two C1" 7 (benzene) — &% (nitro)
transitions. Finally. the intense experimental band at 220 nm is
the result of an overlap of two 7o excitations located in the
same frequency range, one within the NO; moiety and a second
one involving a CT nner — a¥ce + o co ransition. According
to our calculations, contributions from 7 (benzene) —
(aldehyde) to the experimental bands at 250 and 220 nm are
also expected.

5. Conclusions

This paper reports on the analysis of the electronic absorption
spectrum of o-NBA., based on highly cormelated quantum
chemical calculations and the comparison of the experimental
o-NBA spectrum with those of other nitroarenes, toluene, and
benzaldehyde.

In general, the three theoretical methods considered in this
work, namely. MS-CASPT2/CASSCE, CC2, and TD-DI'T. lead
o a consistent assignment of the experimental absorption
spectrum of o-NBA. They predict the lowest lying electronic
excited states as linear combinations of the same nine electronic
configurations. Still, the weight of the configurations inside each
electronic state differs in some cases from one method to the
other, and some discrepancies are found concerning the positions
and oscillator strengths of the absorbing states. Nevertheless,
the state ordering provided by the three methods is maintained.
Taking into account the markedly multiconfigurational character
of the ground-state wavefunction and the importance of the CT
transitions in the low-energy region of the n-NBA specirum,
we propose the following assignment of the experimental
spectrum. The very broad tail in the o-NBA spectrum peaking
at 300 nm is assigned to the absorption of several nr*
cxcitations involving 7 orbitals localized cither in the benzene
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ring or in the NO; and the CHO moicties. In the range between
270 and 240 nm. two CT o (benzene) — % (nitro) absorptions
were caleulated. The experimentally observed intense band
around 220 nm corresponds o the superposition of two intense
states. the first one being a ma* state localized within the NO;
group and the second one being an na™ state involving a CT
excitation from the nitro to the aldehyde group. Finally, our
calculations predict ot (benzenc) — * (aldehyde) contributions
for the two most intense hands of the specirum.

In view ol the ultrafast hydrogen transfer measured [or
o-NBA alter excitation at 260 nm,” one might expect a reactive
state around this wavelength. Relaxation on such a state would
lead to the hydrogen transfer. According 1o our calculations.
such a reactive state could be any of the CT states involving
the benzene and the nitro moieties, As a response 0 neutralize
the generated charges induced by the C1" state, the hydrogen
transfer is the result of a proton which follows the electron. A
possible reactive siate is the 7+ state that appears at 251 nm
in the MS CASPT2 calculation, since it has a significant charge
transfer (o the nitro group. In this state, the virtual orbital that
acts as electron “acceptor”™ has the signature of the bonding
pattern of the primary ketene photoproduct (double bond
between the nitrogen and the adjacent carbon: see orbital 7* ¢
+ @¥no; of Figure 2b). Alternatively. and following Kasha’s
rule and in accordance with the hints provided by, e.g., el 3,
the reaction could take place after an initial rapid internal
conversion relaxation on the lowest excited state surface. This
would lead o population of an na* state located at the nitro
group. Such a state features a hole in a lone pair of this group.
which might attract the hydrogen located at the aldehyde
function of o-NBA, triggering the photoreaction. Calculations
to obtain minimum-energy paths and relaxation pathways in
o-NBA are in progress to elucidate the different proposed
mechanisms.
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Ortho-Nitrobenzaldehyde / Water Complexes / Ilydrogen Bonding Interaction

The intermolecular hydrogen bonding interaction of a water molecule with the caging group
ortho-nitrobenzaldehyde (o-NBA) has been studied by means of quantum mechanical methods.
The o-NBA chromophore presents two functional groups, NO, and CIIO, interconnected by an
intramolecular hydrogen bond. Both groups compete for the interaction with the solvent mole-
cule, leading to eleven possible stable isomers that are very close in energy. The effect of the
binding water on the electronic properties of o-NBA has been analyzed in structural terms as
well as using the atoms-in-molecules theory of Bader. Binding energies for all complexes are
reported, and in general they range from 5 to 13 kJ/mol. Special attention has been paid to the
effect of the water molecule on the vertical excitation energies of o-NBA. Upon water complex-
ation the absorption spectrum of o-NBA shifts to higher energies and it is characterized by
three bands of comparable intensities as those recently measured tor o-NBA in gas phase.

1. Introduction

Cagce compounds arc molecules whose biological activity can be controlled by
light, switching from an inactive (“closed cage™) to an active (“open cage”) form.
The inactive form of the cage compound is obtained by functionalizing the active
moiety with a suitable photoremovable protecting group or caging group [1,2].
2-Nitrobenzyl substituents are the most prevalent groups present in caged com-
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pounds, due to their compatibility with a wide variety of functional groups, their
easy synthesis and their reasonable light sensitivity [1]. The utility of these sys-
tems relies on their ability of undergoing an internal redox reaction upon irradia-
tion which leads to the 2-nitrosobenzaldehyde related by-product and the active
biomolecule, sce Scheme |. An interesting caging group is the ortho-nitrobenzal-
dehyde (o-NBA). Its transformation to give o-nitrosobenzoic acid (see Scheme 2)
has been experimentally investigated by a number of authors since the early
limes of photochemistry [3—6]. This photo-conversion was [irst proposed (0 pro-
ceed via the hydrolysis of an enol molecule obtained from an intermediate triplet
diradical [4]. Later pump-probe [6] and femtosecond vibrational [5] experiments,
however, suggest that the primary step in this reaction, an intermolecular hydro-
gen transfer, takes place through a ketene closed-shell intermediate.

As a first step towards understanding the photolysis mechanism of o-NBA
leading o o-nilrosobenzoic acid we have recently characlerized its experimental
absorption spectrum and assigned it with the help of response and multiconfigu-
rational methods [7]. In particular, we have used and compared the performance
of second order approximated Coupled-Cluster (CC2) |8]| and complete active
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space self consistent field, CASSCF, corrected with second order perturbation
theory in its multistate version, MS-CASPT2 method [9]. In that paper we show
that both methods predict the same ordering of the states. Additionally, CC2 is
able to describe a number of states which due to the restrictions on the active
space and the number of roots the CASSCF method cannot take into account. In
Ref. 7 we concluded that, when comparing it with MS-CASPT2/CASSCF, CC2
performs reasonably well in the low energy region of o-NBA absorption spec-
trum, although CC2 excitation energies are non-negligibly blue-shifted and the
intensities of the bands are different.

Since the photoinduced hydrogen transfer reaction in the o-NBA has been
always investigated in condensed media [3—6], we find interesting to explore the
explicit effects of a solvent molecule in the system. Specifically, we have ana-
lyzed the changes in the vertical excitation energies and oscillator strengths upon
the explicit inclusion of solvent-solute interactions using CC2 response theory.
Within the accuracy of the employed method, we expect that the results reported
here can show the main trends which should be observed experimentally. In
particular, we have considered the 1:1 complex between the o-NBA and one
water molecule. o-NBA presents two active sites for water solvation. Hence, o-
NBA in aqueous solution can act simultaneously as a H donor through the CHO
group and the benzene moieties or as a H acceptor through the O atoms of
the NO» and CHO groups. The first part of this paper concentrates on i) the
characterization of the most stable geometrical arrangements between the water
molecule and the chromophore, paying attention to the influence of the polar
solvent molecule on the intramolecular hydrogen bond of o-NBA. and ii) the
analysis of the stability ordering of the resulting complexes. In the second part
of this work, the electronic absorption spectrum in the gas phase is compared
with that of two of the most stable solvated complexes. In the two selected
complexes the water attaches the NO, and the CHO functional groups, respec-
tively.

2. Computational details

The o-NBA water complexes have been optimized using the B3LYP functional
and the Dunning double zeta core-correlation polarized valence basis set aug-
mented with diffuse functions, aug-cc-pVDZ [10,11]. The B3LYP functional
includes the Becke’s three parameter nonlocal hybrid exchange potential [12]
and the non-local correlation functional of Lee, Yang and Parr [13]. This basis
set is flexible enough to properly describe hydrogen bonds formed between the
o-NBA and the water molecule and combined with the hybrid functional B3LYP
provides reliable geometrical structures and binding energies [14—18]. The nature
of the optimized stationary points is confirmed by the calculation of the vibra-
tional frequencies at the same level of theory. Zero point vibrational energy
(ZPVE) corrections are also considered at this level of theory.
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Relative energies (AE() of the different isomers are obtained using the refined
B3LYP/aug—cc—pVTZ energies and ZPVE corrections. Binding energies, with
(Dg) and without (D) ZPVE corrections are calculated as

De, = ENBA—waler - (ENBA + Ewaler) » (1)

+ZPVE

waler ) *

Dy = Expa water T ZPVENBA water = (Enpa +ZPVENga + Eyyer

(2)
where Enpa-waers EPnpa and Egger are the ZPVE uncorrected B3LYP/aug—cc—
pVTZ energies of the complex, o-NBA and waler, respectively, in their most
stable conformations. The binding energies can also be corrected with the basis
set superposition error (BSSE), which is evaluated using the counterpoise method
of Boys and Bernardi [19]. Within this method the energies of the o-NBA and
waler fragments are calculated separately using the basis functions of the whole
complex and their own basis functions in the geomeltry of the supermolecular

complex. Then the BSSE is calculated as
BSSE = (Expp + Efuer) — (Expa + Eyger) » (3)

waler
where Enga and E ... are the energies of the respective fragments using their
own basis functions, and E'nga and E'yge are the energies of the species using
the basis functions of the whole complex. As defined in Eq. (3) the BSSE is a

positive quantity. Accordingly, the corrected binding energy 1§ is obtained as

Dj =D, — BSSE . (4)
All optimizations and single point calculations have been performed using the
GAUSSIANO3 suite of programs [20].

The nature of the bonding properties of the different complexes has been
further investligated using the quantum theory of atoms-in-molecules (QTAIM)
proposed by Bader [21], based on the topological analysis of the charge density.
The charge density at the bond critical points (bcp) and ring critical points (rcp)
provides information on the relative strength of intra- and intermolecular hydro-
gen bonds. The value of the charge density at the critical points was evaluated
at B3ALYP/6-311+G(d.p) level of theory.

The vertical electronic excited states of the two most stable o-NBA-water
complexes, with walter sitting on the NO, and CHO substituents, have been
calculated using the second order approximated Coupled-Cluster method [8]
(CC2) and the resolution of the identity approximation [22], RI, which (rans-
forms four-center-two-electron integrals into three-center ones, leading to impor-
tant computational savings. The RI-CC2 method is combined with the TZVP
basis set [23].

3. Results

3.1 Ground state properties of the 1:1 o-NBA-water complexes

The gas-phase optimized o-NBA molecule presents C; symmetry with the NO;
and CHO substituents forming ca. 30° dihedral angle with respect to the benzene
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Fig. 1. BALYP/aug-cc-pVDZ optimized geometries of o-NBA and 1:1 water complexes. Bond
lengths in A and dihedral angles in degrees.

ring [7]. This non-coplanar arrangement minimizes on one hand the steric con-
straint between NO, and CHO and on the other favours the formation of an
intramolecular H-bond bridging the H of the aldehyde and one of the O from
the nitro. When adding a single water molecule, eleven ground state 1:1 com-
plexes have been found, in which the water is peripherically H-bonded to the o-
NBA. Complexes with the H;O molecule facing the m-system of the benzene
ring have not been considered as they are less stable in energy [24-26]. The o-
NBA and the optimized water complexes (structures 1-11) with their most im-
portant geometrical parameters are collected in Fig. 1. The charge density at the
bep of the intra- and intermolecular H-bonds formed between the o-NBA and
the water are summarized in Table 1.

The optimized eleven complexes can be divided in three different groups,
one where the water acts as a proton donor (2,4, 6, 7,9 and 11). another where
it is a proton acceptor (8 and 10) and a third one where water interacts as a
proton donor-acceptor simultaneously (1, 3 and 5).
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Table 1. Charge density (eau>) at the bond critical points at the inter- and intramolecular H-
bonds of the o-NBA and 1:1 water complexes calculated with B3LYP/6-311+G(d.p)//
BBLYP/aug—ccfpVDZ. The numbering of the atoms is provided in Fig. 1.

Structure Electron density
(eau™)
o-NBA O;---Hy, 0.0163
1 Og---Hj; 0.0101
O2---Hyy 0.0228
O;---Hy, 0.0169
2 Oy5---Hyy 0.0243
O,5---Hyy 0.0163
3 O,---Hypy 0.0147
Og---Hyg 0.0110
O5+++Hy,y 0.0159
4 Oy+--Hyy 0.0169
O,4---Hy, 0.0162
5 O3---Hypy 0.0149
Oj;+--Hjs 0.0151
O5--+Hyy 0.0077
6 O5+--Hy5 0.0168
O;---Hy, 0.0162
7 Os---Hj5 0.0162
O5---Hy, 0.0161
8 Ojg+++His 0.0107
Os---Hp 0.0159
9 O,---Hy; 0.0162
O5---Hy, 0.0161
10 Oug---Hyy 0.0106
O5--+Hy, 0.0163
11 O,+++Hyy 0.0078
Oy ++Hio 0.0122

In the case where the water is a proton donor, four complexes have been
found with the water molecule attached to the nitro group (4, 6, 7, 9). one where
the waler interacts with the aldehyde group (2), and one where the water mole-
cule is attached to both the nitro and the aldehyde groups (11).

In general, the N—O bond participating in the intermolecular H-bond with
water in complexes 4, 6, 7 and 9 is weakened in a small extent (ca. 0.005 A)
while the counter N—O is reinforced in a similar amount. The changes in the
distances of the NO, group are less noticeable in structures 4 and 6 compared to
complexes 9 and 7. respectively. This is due to the weak electrostatic interaction
between the Hig and the O; not involved in the intermolecular H-bond, which
counteracts the electronic effects derived from the intermolecular H-bond. Ac-
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cordingly, the intermolecular H-bond in the complexes 4 and 6 is shorter than
that of complexes 9 and 7, respectively. The strength of the intermolecular H-
bond is also correlated with the binding energies (vide infra) and charge density
at this bond. Indeed, the electron density at the bcp between O1H;7 and O;H 5
at complexes 4 and 6 is slightly bigger than at 9 and 7, respectively (see Table 1).
The rest of the geometrical parameters are hardly unaffected by the complex
formation, including the intramolecular H-bond.

In complex 2, the water is attached to the aldehyde group forming a very
strong H-bond. This is reflected in the H-bond distance and the charge density
at this bond (0.0243 cau™). Except for bonds surrounding the intermolecular H-
bond, the geometry of o-NBA remains undistorted upon water complexation. In
complex 11 the water molecule can only act as a donor towards both nitro and
aldehyde groups since the aldehyde group is rotated in a ¢is conformation with
respect to the NO» group. which in turn lies perpendicular to the benzene ring
plane. These deformations result in a very planar benzaldehyde moiety, compare
the dihedral angle 1401011 in 11 and the rest of the complexes. As a consequence
of the gained planarity, the m conjugation of the benzene ring with the CHO
group is enhanced, leading to strong changes in the structure, especially in the
C-CHO bond that is reinforced by ca. 0.02 A and in the aromatic scaffolding.
The two intermolecular H-bonds with the NO, and CHO groups strongly differ
in their strength, as indicated by the O-H bond distances (see Fig. 1) and charge
densities at the bep's (see Table 1).

The H-bond formed by the water molecule acting as an acceptor is similar
in complexes 8 and 10. In both complexes the water molecule was found to be
oriented perpendicularly to the benzene plane in order to minimize the interaction
with the benzene st cloud. It is noticeable that these intermolecular H-bonds
are much longer and thus weaker, than those found in the other o-NBA-water
structures.

In structures 1. 3 and 5, the water is forming ring-like structures with differ-
ent parts of o-NBA. Similarly to structure 11, in complex § water bridges the
nitro and aldehyde groups. Contrary to complex 11, in the case of § water acts
at the same time as donor and acceptor and forms a four-membered ring which
shares as a side the intramolecular H-bond with the six member structure present
in o-NBA. Accordingly, two rcp’s are found. Small changes can be appreciated
in the geometries of the nitro and aldehyde groups, while the rest of the molecule
remains unperturbed. Notice that the intramolecular H-bond in 5 increases by
0.07 A, and the charge density at the bep decreases concomitantly (0.0077 eau
against 0.0163 eau™ in o-NBA). The weakening of this bond can be understood
in terms of the perturbations that the two new intermolecular H-bonds cause to
both atoms involved in the intramolecular H-bond, namely the O of the nitro
group and the H of the aldehyde group. Structures 1 and 3 also form two H-
bonds, but this time involving one H from the benzene and either the nitro (3)
or the aldehyde group (1). As it will be discussed later, structure 1 was found to
be the most stable among all studied complexes. It presents two very strong
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Table 2. B3LYP/aug-cc-pVTZ/ /B3LYP /aug-cc-pVDZ total (Hartrees), zero point vibrational
correction (ZPVE, Hartrees), relative energies without and with ZPVE (kJ /mol), basis set super-
position errors (BSSE, kJ/mol). binding energies without and with BSSE (kJ/mol) and perma-
nent dipole moments (Debye) of o-NBA, water and the corresponding 1:1 complexes.

Total Energy ZPVE AFE, AE, BSSE 12, Dy w Total
(Hartrees) (Hartrees) (kJ/ (kl/ (kJ/ (kl/ (kJ/ (Debye)
mol) mol) mol) mol) mol)

o-NBA -550.27268 0.1117 — - — — — —

H-»O —76.46618 0.0212 - - - - - -

1 —626.74689  0.1358 0.0 0.0 0.4 —-13.7 —13.3 3.4
2 —626.74555  0.1356 3.5 3.0 0.3 —10.7 —10.4 8.8
3 —626.74469  0.1350 5.8 3.8 0.4 -9.9 -0.5 3.6
- —626.74378  0.1350 8.2 6.3 0.6 -1.5 —6.8 8.1
5 —626.74361 0.1350 8.6 6.7 0.8 -7.0 —-6.3 3.2
6 —626.74356  0.1350 8.8 6.8 0.3 —6.9 —6.6 7.4
7 —626.74310 0.1348 9.9 7.5 0.9 —6.2 -53 5.5
8 —626.74234  0.1342 12.0 7.8 0.6 -5.9 53 .

9 —626.74300 0.1349 10.2 7.9 0.6 -5.8 5.2 8.5
10 —0626.74222  0.1342 12.3 8.2 0.7 -3.5 —4.8 8.7
11 —626.74007  0.1349 17.9 15.7 0.3 2.0 1.6 9.5

intermolecular H-bonds and the sum of their charge densities is larger than that
observed for the strong intermolecular H-bond in complex 2 (see Table 1). In
both complexes, the N— O or C— O bond is weakened, while the C—N or C—C
distances connecting the functional group to the benzene are reinforced. As with
the rest of the complexes, the benzene scaffolding is not much affected.

Total, relative and binding energies of all complexes together with their cor-
responding dipole moments are collected in Table 2.

As mentioned above, the most stable o-NBA-water complex is the one la-
beled as 1 and showing two H-bonds besides the one present in o-NBA alone.
It should be noted though, that energy differences between all studied complexes
are very small so that experimentally other complexes beyond 1 should be
present. Taking into account the error of the employed method (more than 2
kcal/mol). it is difficult to establish a preferential order of stability; however,
we believe that the present level of accuracy allows us to establish which are the
most favored complexes. In general, compounds forming several intermolecular
H-bonds are more stable than those with a single one. Exceptionally, structure
11 is disfavored despite the multiple intermolecular interactions. due to the con-
strained cis disposition of the two electron rich groups which generate strong
repulsion between the nitro and aldehyde electron clouds. Also the geometrical
constraints arising from the three H-bonds in which Hy; and O3 participate, jus-
tify the relative low stability of complex 5 with respect to the other complexes.
Complexes 2 and 3 are almost degenerated and their energy difference lies within
3 kJ/mol with respect to the most stable complex 1. From structure 4 to 10 the
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energy difference increases to ca. 8 kJ/mol. The stability order is maintained
upon inclusion of ZPVE corrections except in the case of the complexes 8 and 9
which are exchanged due to the different value of ZPVE correction. The differ-
ence between AE, and AE, (relative energies without and with considering ZPVE
corrections) amounts to ca. 2 kJ/mol, see Table 2. It is interesting to note that
complexes 8 and 10 have slightly smaller ZPVESs than the rest of complexes due
to their weaker intermolecular interaction with water. The small ZPVE of com-
plex 8 is responsible of its destabilization with respect to complex 9.

The binding energies Dg of all complexes are tabulated in Table 2. In the
most stable complex, Dg amounts to —13 kJ/mol. The binding energies of the
rest of complexes decrease according to their reverse stability order. In the case
of the complex 11, the binding energy is positive because it has been calculated
using the energy of o-NBA with the nitro and aldehyde groups in frans position
while in complex 11 both groups lie in a cis conformation.

As observed in other studies [27,28], the BSSE at the here employed level of
theory amounts to less than 1 kJ/mol and thus they do not lead to any drastic
effect in the binding energies.

3.2 Electronic excited states of most stable 1:1 o-NBA-water complexes

The gas phase experimental absorption spectrum of NBA is characterized by
three main bands [7]. The lowest energy part of the spectrum corresponds to a
tail which has been assigned to weak nm* absorptions starting from the lone
pairs of the NO, and the CHO group. At higher energy. this weak shoulder is
followed by a more intense band that peaks at 250 nm and arises from aromatic
it excitations localized inside the benzene ring as well as from some charge
transfer (CT) excited states. Finally, the most intense band is centred on 220 nm
and it involves the overlap of two different absorptions involving the NO, and
the CHO fragments, respectively [7].

To study the influence of water complexation in the absorption spectrum of
o-NBA, the vertical excited states of two different o-NBA-water isomers have
been calculated. We have chosen the structure 1, which is the most stable 1:1
complex at the BBLYP/aug-cc-pVTZ level of theory, where the water molecule
interacts with the aldehyde group, and the complex 3, the most stable complex
with the water molecule sitting on the nitro group. Vertical excitation energies
with their main configurations and corresponding oscillator strengths are com-
piled in Table 3. For the sake of comparison, gas phase excitation energies of o-
NBA are also included. A correlation of the excitation energies for the three
species is presented in Fig. 2. The orbitals involved in the transitions are shown
in Fig. 3 and their energies are correlated in Fig. 4.

As it can be seen in Table 3, the first two excited states of o-NBA in gas
phase correspond to nmt* excitations from the lone pairs of the NO, group to the
virtual orbital w¥cc+m¥No2. Mainly localized in the benzene ring and the NO,
group, see Fig. 3. The third and fitth excited states, also of nzt* character, corre-
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‘ee structures the main configurations composing the wavefunction with the

TZVP excitation energies for o-NBA, and 1:1 water complexes 1 and 3 (cf.

/s
corresponding coefficients and the oscillator strengths are tabulated.

1). For the t

Table 3. RI-CC2
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Fig. 2. Correlation diagram showing the excitation energies of complex 1 and 3 (see Fig. 1)
relative to the o-NBA. Energies in eV calculated with RI-CC2/TZVP.

spond (o electronic excitations from the lone pair of the CHO group into the
TT* o+t * N2 and the ¥ oo+ orbitals, both being positive linear combination
of w*-c from the benzene and the t*No> and ¥ orbitals, respectively, (sece
Fig. 3). Upon coordination of a single water molecule to the CHO, complex 1,

or to the NO> group, complex 3, the three nmt* excited states with big contribu-
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Fig. 3. RI-CC2 optimized orbitals participating in the electronic excited states of o-NBA and
1:1 water complexes.

tions of excitations into the w¥*cc+m¥ oo orbital (S, S; and Ss) shift to higher
energies, while the excited state with the large contribution of the nco
— ¥ cc+TTF e transition (S3) stabilizes, see Table 3 and Figure 2. This stabiliza-
tion is likely due to the fact that the m*cc+m*co orbital is stabilized when going
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Fig. 4. Correlation diagram showing the orbital energies of o-NBA and complexes 1 and 3.
Energies in Hartrees.

from the isolated o-NBA to complex 1 or complex 3 (see Fig. 4). The simultane-
ous red-shift of the nco — ¥ cc+m¥co excited state and the blue-shift of the
other n — ¥+ N0y transition leads to the inversion of the excitations contrib-
uting to the weak broad tail of the experimental absorption spectrum in the gas
phase. Thus, the nco — T cc+m¥ o transition becomes the first excited state in
complex 3 and the second in complex 1. The magnitude of the oscillator
strengths of these nm* states (cf. Table 3) is similar to the one calculated for the
system in gas phase. Therefore, no changes concerning this weak band should
be expected in the experimental spectrum.

The effect of water on the m(benzene) — m#*(nitro) excitations (S, and Sg),
which contribute to the first intense absorption band at 250 nm in gas phase are
less significant than those found in the nm* excitations. Water complexation
leads to the stabilization of the mee; and meep orbitals of the benzene moiety,
see Fig. 4. This, together with the destabilization of the m*cc+m*no2 orbital,
accounts for a blue-shift associated to the oo — T coc+m*No2 transition and the
ez — WFec+T Nop excited states. Moreover, the large stabilization observed in
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the ngg orbital in complex 1 justifies the inversion among the ncg —
¥ cc+tyoo and the wecy — ¥+t noo excitations. Even if the addition of a
water molecule does not affect the ordering of the states contributing to this
band, important changes occur in the calculated oscillator strengths. While the
intense Moo — MFcc+TFNge excitation in the o-NBA keeps its strength in the
two complexes, the meey — t¥ e+t Nop transition trebles its intensity in the o-
NBA-water clusters.

From the comparison of the energies collected in Table 3 and the examina-
tion of Fig. 2, it is possible to conclude that excitations from the benzene moiety
into the aldehyde group, contributing to the first and second intense bands peak-
ing at 250 and 220 nm in gas phase, remain almost unaffected upon water com-
plexation (see S; and Sg excited states in Table 3). In this case, both pairs of
orbitals involved in the excitations, namely the ey, Tees and T e+t 0o, stabi-
lize in the water complexes, hence leading to excitation energies very similar to
the ones calculated for isolated o-NBA.

Finally, let us discuss the changes in the calculated transitions contributing
to the experimental band at 220 nm. The Pyop — T pe+m¥no2 excitation (Sg) is
shifted to higher energies in the complexes 1 and 3 while the S;; excited state,
Nno2 — TFco+m*co, is red-shifted in complex 1 but blue-shifted in 3. As a
consequence, the Pyox — ¥ cc+m¥no2 and nygy — t¥cc+m¥co transitions are
swapped in complex 1 with respect to the gas phase. The large stabilization of
the nno21 — T¥cc+m¥co state can also be explained in terms of the changes
experienced by the orbital energies upon complexation. The nygo1 orbital in
complex 1 lies higher in energy with respect to o-NBA; as mentioned above, the
virtual orbital w#cc+m¥ o is stabilized. The net effect is then a decrease in the
excitation energy of the state S;; in the complex 1. In what the intensity is
concerned, this band should not show dramatic changes with respect to the one
in gas phase. As it can be seen in Table 3. the increase of oscillator strength of
the state Sg is compensated by the decrease in Sy;.

4. Conclusion

In the present study the effect of a waler molecule on the electronic properties
of a nitrobenzyl-based caging group has been investigated. All possible configu-
rations of the 1:1 o-NBA-water complex, except the one with water interacting
with the electronic 7 system have been optimized. All the isomers lie within few
kJ/mol above the most stable one: thus, all of them are expected to be experi-
mentally accessible. The structural changes and effects on the intramolecular H-
Bond of o-NBA have been carefully analyzed, also by means of the topological
analysis of the charge density. In general, the strength of this intramolecular H-
Bond is not much affected except for the complex where the water molecule is
simultaneously interacting with the H of the CHO and the O of the NO» group.
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The influence of a water molecule in the UV absorption spectrum of o-NBA
has been examined by comparing the vertical excitation energies and oscillator
strengths of the system in gas phase with that of two of the most stable isomers
in which water is attached to the aldehyde and nitro group, respectively. The
absorption spectrum of the two complexes considered is very similar and shifted
to the blue with respect to the spectrum in gas phase. The spectrum of o-NBA
is gas phase consists of three bands [7]. which can also be distinguished in the
1:1 water complexes. The major changes on going from gas to condensed phase
refer to the order in which the excited states appear within each band but not to
the band composition. Experimentally, besides the blue-shift, a change in the
intensities of the three bands should be observed. According to the CC2 calcula-
tions, the first and third bands should maintain their respective intensities with
respect to the gas phase spectrum, while the central one should be much more
intense in water solution.
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In a joint experimental and theoretical study, the UV/Vis absorption spectra of the three isomers
(ortho, meta, para) of nitrobenzaldehyde (NBA) were analyzed. Absorption spectra are reported
for NBA vapors, cyclohexane and acetonitrile solutions. All spectra are poor in vibronic structure
and hardly affected in shape by the surroundings (vapor or solution). Moderate solvatochromic
shifts of ~—0.2 eV are measured. For all isomers vertical transition energies, oscillator strengths,
and excited state dipole moments were computed using the MS-CASPT2/CASSCF and CC2
methods. Based on these calculations the experimental transitions were assigned. The spectra of
all isomers are characterized by weak (eqq & 100 M™! em™") transitions around 350 nm (3.6 eV),
arising from nr* absorptions starting from the lone pairs of the nitro and aldehyde moieties. The next
band of intermediate intensity peaking around 300 nm (4.2 eV, &0, & 1000 M~" em™") is dominated
by mr* excitations within the arene function, Finally, strong absorptions (e = 10000 M ™' em ™)
were observed around 250 nm (5.0 eV) which we ascribe to nn* excitations invelving the nitro and

benzene groups.

1. Introduction

The substitution pattern of nitrobenzenes strongly aflects their
photoreactivity. While meta(m)- and para(p)-substituted nitro-
benzenes are usually photochemically inert, the ortho(o)-
derivatives commonly photoreact with high quantum yields
provided that the substituent contains hydrogen atom(s)." The
obvious rationale for this observation is that photoexcitation
triggers a transfer of a hydrogen atom from the ortho-
substituent to the nitro group. The transfer is ensued by
further reactions which eventually result in the formation of
the photoproduct. For o-nitrobenzaldehyde (o-NBA) femto-
second spectroscopy showed that this transfer involves excited
singlet and triplet states.”” The transfer via the singlet channel
is dominant and occurs on the time scale of some 100 fs.* In a
comparative study® on all three isomers of nitrobenzaldehyde
it has been shown that the reactive isomer (o-NBA) does not
differ substantially from the non-reactive isomers in terms of

“ Institut fiir Physikalische Chemie, Friedrich-Sehiller-Universitdt
Jena, Helmholtzweg 4, 07743 Jena, Germany

bDe’parfmrre'nru de Quimica C-9, Universidad Autonoma de Madrid,
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¢ Fakultdat fir Physik, Ludwig-Maximilians-Universitdit Minchen,
Qettingensir. 67, 80538 Munchen, Germany
Institut fur Physikalische Chemie, Heinrich-Heine-Universitat
Diisseldorf, Universitdtssir. 1, 40225 Diisseldorf, Germany

+ Electronic supplementary information (EST) available: Full assignment

(including molecular orbitals) of the MS-CASPT2/CASSCF and CC2

vertical spectra. See DOL: 10.1039/c0cp01372b

fluorescence decay patterns. For all isomers photoexcitation to
an upper singlet state results in an ultrafast (< 100 fs) decay of
the fluorescence emission. A slower component ( ~0.5-1 ps) of
the decay carries only a very small amplitude (0.01 of the
initial signal). The tentative interpretation of this observation
has been that an initially excited (bright) nx" state decays via
internal conversion and populates a “darker” nr’ state’
Hydrogen transfer (0-NBA) and/or intersystem crossing
(0.m.,p-NBA) in turn depopulate this state.

We are presently working on a firmer interpretation based
on high-level quantum chemistry and quantum dynamics. As a
part of this effort, we here present a joint experimental and
theoretical study on the vertical excitation energies and oscillator
strengths of nitrobenzaldehydes. This work is an extension of
an earlier investigation® focusing on o-NBA only. For the sake
of completeness these results will be briefly reviewed below.
The paper is organized as follows. Absorption spectra of the
three isomers as vapors and in cyclohexane and acetonitrile
solutions will be presented. These environments were chosen
for two reasons. Vapor spectra were recorded to facilitate the
comparison with the quantum chemical computations which
were conducted for vacuum conditions. Further measured
solvatochromic shifts should show trends on the changes of
dipole moments upon excitation. Then the electronic ground
state of the three isomers will be characterized in terms
of equilibrium geometries by means of quantum chemical
computations. Thereby, also the issue of conformational
variety and aromaticity will be addressed. Based on the computed
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geomelries, vertical excitation energies, oscillator strengths, and
permanent dipole moments in the excited state will be evaluated.
These computational resulis will then be compared with the
experimental spectra to arrive at a consistent assignment of the
transitions responsible for the UV/Vis spectra.

2. Experimental methods

All experimental spectra presented were measured with a
commercial dual beam spectrograph (Perkin Elmer. Lambda
19). Cyclohexane (Merck, Uvasol) and acetonitrile (Sigma
Aldrich, spectrophotometric grade, = 99.5 %) were used as
solvents. o-Nitrobenzaldehyde was purchased from Merck,
m- and p-NBA from Sigma-Aldrich. All of them were used
as received. For the solution spectra the samples were held in
I mm fused silica cells. Typical concentrations were in the
range of 0.3-1 mM. To obtain gas phase spectra a heatable
home-built cell was used. This cell was of cylindrical shape and
featured a path length of 104 ¢cm. Front and back of the
cylinder consisted of a double layer of optical windows (fused
silica) with a spacing of ~ | mm in between. The cylindrical
hody of the cell was encireled by @ brazen pipe. Walter with a
temperature of 90 °C was flown through the pipe to heat up
the nitrobenzaldehyde sample and generate a vapor pressure
sufficient to obtain spectra. The hot water also flowed through
the spacing of the front and hack windows. Therehy crysial-
lization of the sample on the windows was prevented. Typical
optical densities at absorption maxima were of the order
of 0.1-0.5.

3. Computational details

Ground state structures for the isomers were optimized before
computing the UV spectra. The optimization in the electronic
ground state relied on density functional calculations using the
B3LYP functional and the 6-311G(d.p) basis set. This level of
theory demonstrated for o-NBA® a good agreement with the
available X-ray geometry.” The B3LYP approach includes
Becke's three parameter hybrid cxchange potential® and the
Lee Yang Parr correlation functional.” The optimizations
were performed with GAUSSIAN-03 suite programs.'?

Anenergy decomposition analysis (EDA) has been performed
to estimate the effect of the substituents on the aromaticity of the
system in the ground state. A detailed description of this method
can he foind eg in rel. 11-14. EDA can provide useful
information on the x conjugation and the nature of the bonds'
or even cxplain the way the position of the substitucnts can
influence a reaction site through resonance and field inductive
effects.'® EDA caleulations have been performed at the BP&6/
TZ2P level of theory' ™" and the ADF code'**"! fragmenting
the system into three parts: the benzene ring, the aldehyde and
the nitro group.

The vertical TJV ahsorption spectra have heen calenlated on
the optimized geometries by means of the second order
coupled cluster (CC2) method® and the multi-state sccond
order perturbation theory23 on complete active space sell
consistent field wave [unctions™ (MS-CASPT2/CASSCF).
MS-CASPT2/CASSCI™ prescription has been shown to be
one of the most accurate ones to calculate excitation energies,

with errors ranging from (.1 to 0.3 eV.% Errors in the
calculation of the oscillator strengths are much more difficult
to quantify. Guided hy the resulis obtained in our earlier study
on o-NBA® the CAS reference wave functions have been built
with two dilferent active spaces, namely 16 electrons in 12
orbitals (16,12) and 12 electrons in 11 orbitals (12,11). The
(16,12) aclive space aims (o describe the no* (ransitions
starting from the lone pairs of the nitro and aldchyde groups.
Therefore, it includes three lone pairs, two Irom the nifro
group and one from the aldehyde group, and additionally two
pairs of ee/n*ce orbitals from the benzene ring, one pair of
Teo/T¥ o from the aldehyde group, onc pair of o/ T* N0
and a non-bonding m orbital Pyg: from the nitro group (see
Fig. 81 and 82, ESIT). Since it is not possible o inclnde the
whole n system and the lone pairs in the same active space. we
designed the smaller (12,11) active space to account for the
high energy nn* transitions at the expense of excluding the
lone pairs. Specifically, this active space includes three
nee/t*ee pais from the aromatic moiety, one pair of
neo/Ten™ from the aldehyde group, the pair of ninor/m* N0,
and the non-bonding n orbital Pyg from the nitro group. The
caleulations for the p- and m-NBA isomers are done within ¢
symunetry, while the earlier calculation for o-NBA was performed
without symmetry.® Accordingly, the (16,12) active space
calculations were performed as one root for the ground state
of A’ symmerry and as state-average (SA) over three roots for
the electronic excited states of A” symmetry (nr* excitations).
The (12,11) calculations were done with state averaging over
4 roots of A" symmetry, which includes the ground state and
three mo* exciled states. The weight is the same for all the
states considered.

The dynamical correlation has been introduced by means of
the second order perturbation theory on the SA-CASSCF
wave functions. To remedy the appearance of intruder states.
the level-shift technique® with a parameter of 0.3 a.u. has been
used. Oscillator strengths have been obtained with the RAS
state interaction method [RASSI]17 using  MS-CASPT2
energies and perturbation modified CAS (PM-CAS) (ransition
dipole moments. The large atomic natural orbital basis sct
ANO-L* contracted as C,0,N[4s3p2d|/H|3s2p}, has been
emploved in all the multiconfigurational calculations
MS-CASPT2/CASSCF and CC2 vertical excited spectra have
been computed using MOLCAS 6.0 software” and the
Turbomole package.’® respectively.

4. FExperimental resnlis

The spectra of the three isomers exhibit many commonalities
so their properties will be deseribed jointly: differences among
them are mentioned on the way. The nitrobenzaldehydes start
absorbing at wavelengths smaller than 400 nm (3.1 eV), see
Fig. |. In the spectral range of 200400 nm (6.20-3.10 ¢V) four
hands are directly discernible (by the band shape analysis
described below more bands will be resolved). Their peak
cxtinction incrcascs with decrcasing wavelength. The bands
of lowest transition energy are centered at ~350 nm (3.6 eV).
Their extinction coeflicients al the peak are of the order of
100 M~ em ™", These lowest energy bands do not exhibit any
vibronic structure. The bands second lowest in energy peak
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UV/Vis absorption spectra of the three isomers of nitrobenzaldehyde in different surroundings. The extinction coefficients in M ™" em™ are

plotted versus a linear wavelength axis (lower x-axis). Anenergy scale is given by the upper x-axis. In the spectra on the left the extinction axis is

linear, on Che right it is logari thmic 1 highlight weaker (ransition. For the sake of comparison all spectra were normalized (o the peak value of
NBA dissolved in cyclohexane (black dashed line). The necessary scaling factor for NBA in acetonitrile (red dotted line) is given in the graph. For
the NBA vaponr (hlue solid Tine) the scaling factor in terms of extinction coefficient conld not he evaluated

around 300 nm (4.2 eV) and exhibit extinction coeflicients of
around 1000 M~" em™" For the mera- and para-isomers a
vibronic progression is observed in non-polar surroundings.
Around 250 nm (5.0 V) bands with extinction coeflicients of
~10000 M~" em ™" are located. These bands lack a vibronic
structure. The bands highest in energy in the spectral range
covered are centered at ~ 225 nm (5.6 eV)—except for the
para-isomer, for which it is located at wavelengths smaller
than 200 nm (6.2 eV). The extincion coeflicients exceed
10000 M~" cm™" and the bands are structureless. Gas phase
and solution spectra are very similar in shape. The same
observation has been made for nitrobenzene® and o-ethyhitro
benzene.® This suggests that intramolecular mechanisms mostly
hold responsible for broad spectral features. With increasing

polarity (gas phase, cyclohexane, and acetonitrile} all bands
move 1o longer wavelengths, e the hands exhibit positive
solvatochromisi.

[or a more quantitative assessment of band positions,
solvent shifts, and oscillator strengths, the cxperimental
spectra were subjected to a fitting procedure using a sum of
Gaussians as trial functions (for the justification of this
approach see rel. 6). It has to be stressed that a Gaussian is
only an approximation for the true vibronic envelope of an
electronic transition. It may well be that more than one
Gaussian is required for the description of the envelope or
that two transitions are described by one Gaussian. Thus, the
statement ““one Gaussian stands for one transition” must not
be made. Fitting of the spectra required 7-8 Gaussians. In our
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Fig. 2 Gaussian decomposition of the TIV/Vis ahsorption spectra
(black lines) of the three NBA isomers as vapours. The extinction
coefficients were ohtained hy scaling the measured ahsorption spectra
s0 that the highest vapour extinction equals the highest value in
cyclohexane solution (¢f Fig. 1), The Gaussian componenls are
represented by blue lines, their sum by the red lines. Note that the
J-axis 1s logarithmic.

lable 1

previous analysis® on o-NBA in solution (acetonitrile) 6
Gaussians sufficed to describe the spectrum. or the present
vapor spectrum, which exhibits more structure, a better
description is obtained using 7 Gaussians. The quality of the
fits for vapor data can be assessed from Fig. 2 and the
numerical results for all cnvironments arc compiled in
Table 1. The oscillator strength f; for each Gaussian is based
on the following cquatiun:w

fi=4.32 % 107 [ei)dv ()

Hereby, &;1s the extinction coefficient of the Gaussian component
measured in units M~" em ™" as a function of the wavenumber
#in cm ™", The values refer to one Gaussian, i.e. not necessarily
to one electronic transition. Since for the NBA vapors
concentrarions were not determined, extinction coefficients
and thereby oscillator strengths f; could not be calculated.
The oscillator strengths /, given in Table 1 were determined for
cyclohexane solutions

For all three isomers one determines Gaussians centered
around 3.8 ¢V (vapour valuc) featuring oscillator strengths of
~0.01. A second Gaussian with a comparable strength is
located at 4.3 eV. The third Gaussian al ~4.8 €V exceeds
these strengths by roughly one order of magnitude. Whereas
for the first three Gaussians all isomers resemble each other,
stronger differences are ohserved for those located at higher
energies. The fourth Gaussians of o-NBA and m-NBA are
centered on 3.3 eV, the o-NBA Gaussian being by a factor of
three higher in oscillator strength. For p-NBA the fourth
Gaussian is lower in energy (5.00 €V) and carries substantial
oscillator strength. Differences are more pronounced for the
fifth Gaussian being located at 5.73 eV (f5 = 0.098, o-NBA),
3.59 eV (0,009, m-NBA), and 5.29 eV (0,100, p-NBA). The
sixth Gaussian represents a rather strong transition (f & 0.15)
and peaks around ~5.9 eV. Values tor the seventh Gaussian
are subject to a substantial error for o-NBA and p-NBA since
their maxima are located outside the spectral range covered.
For m- NBA a Gaussian with a larger oscillator strength of
0.420 peaks at 5.86 eV.

The positions of all Gaussians ex perience solvatochromic
shifts. Except for the first Gaussians and the Gaussians at the
high energy edge of the spectrum the following trend is
observed. Going from gas phase Lo cyclohexane solution
causes a peak shift of ~—-02¢eV (ie. to lower energies). Going
to the more polar solvent, acetonitrile, mduces an additional

Compilation of the results from the Gaussian decomposition of the spectra of the three 1somers depicted tn Fig. 1. The centres of the

Gaussians are given in eV. The respective oscillator strengths for the NBA isomers dissolved in cyclohexane were computed using eqn (1)

ortho melta

para

Vapour Cyelohexane Oscillator Acetonitrile Vapour Cyelohexane Oscillator Acetomtrile Vapour Cyclohexane Oscllator Acetonitrile

No. (eV) (eV) strength  (eV) (eV) (eV) strength (V) (eV) (eV) strength  (eV)
1 373 374 0.011 3.6l 37 388 0.008 367 3.76 3.63 0.006 3.6l
48 4.21 0022 4.21 4.42 4.1 0011 426 4.34 4.17 0028 4.11
3 4%2 4.76 0.083 4.0 4,99 4.86 0.1 4.6% 4.85 4.61 0.090 4.55
4 522 5.03 0.047 496 534 5.06 0.016 5.06 506 484 0.190 4.79
5 5M 548 0.008 548 5.50 5.31 0.009 528 5.29 5.4 0.100 5.08
6 593 5.65 0.170 5.66 574 5.42 0.230 542 6.08 5.84 0.110 6.03
7 614 0.28 6.09 5.860 5.61 0.420 574 048 6.40 0.31
8 0.21 0.91 632
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shift of  0.05 eV. The observation that a larger shift is caused
for the change of gas phase o unpolar solvent as compared 1o
the change of unpolar to polar solution is in line with predictions
of a Lipperi—-Mataga treatment ** Tn principle such a trearment
can afford dipole moments of excited states. Yet, to deduce
dipole moments from the experimental data they need o he
parallel for ground and cxcited states—otherwise the problem
is under-determined. For none of the isomers symmetry fixes
the dircetion of the dipole moment and therefore the moments
of different states do not need to be parallel. Indeed, the
quantum chemical calculations deseribed below show that
the directions of the dipole moments differ. A treatment based
on the assumption that the dipole moments are parallel predicts
dipole moments of the excited states which are by 2-3 D larger
than that of the ground state.

5. Computational results
5.1 Ground state equilibrium structures

Transition energies were computed on the ground state
geometries obtained at the BILYP/6-311G(d.p) level of theory.
The optimized structures will be compared with diflfraction
data when available. X-ray structures have been reported lfor
the ortho-" and para-** isomers. To our knowledge, there
are no diffraction data on m-NBA. A detailed description of

- 20
Ta1e56= 30
Tgy32m 30°

2.5

0.40

m-NBA1)

the o-NBA structure can be found in ref. 6. Briefly, DFT
calculations and diffraction data’* agree that the hvdrogen
atom of the aldchyde substitucnt points to the nitro group (sce
Fig. 3). 0-NBA adopis a non-planar siructure. The angle
which the nitro group and the benzene plane span amounts
10 307 and the angle hetween the aldehyde function and the
ring cquals 30°, This distortion is the result of a balance
hetween minimizing the steric hindrance of rhe NO, and
CHO groups while forming a hydrogen bond between both
fragments. Note that although the existence of this hydrogen
bond has been questioned in the literature,™* a topographic
analysis of the charge density in o-NBA reveals a clear
interaction between the O atom of the nitro group and the
aldehyde hydrogen in the gas phase structure.’” Also as a
consequence of these two effects, the C4~Cs bond distance in
0-NBA stretches by almost 0.02 A as compared to the other
isomers.

For the meta-isomer one expects two conformers which
differ in the orientation of the aldehvde group. The two
conformers, labelled m-NBA(1) and m-NBA(2), are inter-
connected through the rotation of the C3—C5 single bond,
passing via a transition state, m-NBA(TS), at an intermediate
angle. Both conformers are planar. In line with an earlier
invesngation” the two conformers are energetically almost
degenerate (see Fig. 3). m-NBA(2) being just 0.02 eV less
stable than m-NBA(1). Assuming a negligible difference in

m-NBA(2)

T 12,1056 0

G asg= 0°
Al ¥ g73% 180°

Ter3=0°

Oev 0.02
p-NBA
3
1222 1.485 3 T g73= 180°
(1.236) (1.248)
1.380{1.376) 1.386{1.389)
1398
(1.412

0.02

Fig. 3 Ground state equilibrium geometry and relative energies in ¢V of the three isomers of nitrobenzaldehyde and that of the transition state
connecting the two meta-conformers as ohtained from B3LYP/6-311G(d p) optimisations. Vales in parentheses correspond to experimental
values when available.”* Bond distances are in angstroms and bond angles in degrees.
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cntropy this indicates that at room temperature both conformers
co-exist. Consequently, both will contribute to the same ex tent
10 the UV absorption spectrum. The height of the energy
barrier associated with the TS (170 cm™ ") amounts to 0.40 eV
with respect to the most stable conformer, m-NBA(1). The
interconversion between the two conformers should thus be
slow on spectroscopic time seales. The slightly higher stahility
of the m-NBA(1) isomer compared to m-NBA(2) could be
cxplained in terms of the clectrostatic interactions between the
oxygen atoms of the NO, or carbonyl groups and their
adjacent hydrogens. The m-NBA(1) and m-NBA(?) are
structurally very similar. The out-of-plane distortion of the
aldchyde fragment in the TS leads to a slightly stretched C3-C5
distance by 0.022 A compared to the planar molecules.

As in the two meta-isomers, the nitro and aldehyde groups
of the para-isomer are coplanar with the plane of the arene
ring, in agreement with the X ray structure.™ The para-isomer
lies at ca. 0.02 eV above the most stable m-NBA(1) isomer. Its
geomelry is very similar 1o that of the m-NBA isomers.
In comparison to the ortho-isomer. the most significant
differences are found in the C—C bond that conncets the
aldehyde group with the arene ring. This bond is shorter in
p- and m-NBA, and therefore stronger, due to the lack of the
hydrogen bond present in o-NBA*

Quite interesting is the comparison of the structure of the
aldehyde group for all the isomers. While one would expect the
ortho-isomer 10 have the largest Co—Hy distance, since it
participates in the hydrogen bond with the NO, group,
m-NBA(1), m-NBA(2) and p-NBA cxhibit C—H bonds longer
by 0.015 A with respect to o-NBA. Once more, itis the balance
between the sirength ol the intramolecular hydrogen hond and
the steric constraints between the two substituents that
conditions the geometry of the aldehyde group.

After discussing the relative energies and geometrical
differences of the three isomers, it is useful w0 compare them
i terms of aromaticity. Below we summarize the results of the
EDA on the ortho-, meta, and para-substituted NBA, see
Table 2. The total interaction energy Ak, corresponds to the
sum of the elecrrostatic, Pauli repulsion and orhiral terms,
Aot AEpaui and AE.p. The AE.e energy can be
partitioned into the o and © bonding contributions, AE, and
AE,. Since o-NBA is not planar, the partition of AE,, into its

Table 2 Energy decomposition analysis for o-, m- and p-NRA at the
BPE6/1£2P/[BALYP/6-311CH(d,p) level of theory. Energies are in eV

o-NBA m-NBA(I) m-NBA(2) p-NBA
ARy eV 677 755 750 £.04
AEpaifeV 3130 3218 3199 3431
AE 0" eV 13.63 11.45 11.38 15.54
% 358 36.4 36.4 367
AE, eV 2443 25.28 2512 20.81
o 64.2 63.6 63.6 63.3
/\F:."t‘.\' 2375 2368 25.31
Yo v Q4.0 V44
AEjeV 1.53 1.50 1.50
% 6.1 6.0 5.6

“The percenlages give Lhe contribution Lo the otal altractive AE g —
AE,. " The percentages give the contribution to the orbital
interactions AL 4.

- and g-components was not possible for this isomer. From
the examination of the obtained energies it appears that
o contributions are much larger than n, indicating that the
o-bonding is stronger than w-bonding in all isomers.
Moreover, we observe that the AE, energies for the para
and meta-isomers are very similar. Therefore, no significant
differences due 1o conjugation effects are expecied in the
spectra of the three isomers (vide infra).

5.2 Computed vertical transition energies and spectral
assignment

In order to assign the cxperimental bands, gas phasc vertical
excitation energies with their corresponding oscillator
strengths have been computed at the CC2 and MS-CASPT2
levels of theory. The results from the Gaussian decomposition
of the experimental speetra for the three NBA isomers arc
compiled in Table I. Tables 3, 4 and 5 collect the results
obrained with CC2 and MS-CASPT?2 theories. The involved
orbitals of the mete- and pura-isomers are shown in Fig. §1
and 82, ESL{

For completeness, we briefly review here the absorption
spectrum  of o-NBA" see Table 3. Although the wvalues
obtained with CC2 and MS-CASPT? are not identical, general
statements regarding the interpretation of the spectrum of the
three isomers can be made. The lowest part of the spectrum is
characterized by nm* ahsorprions from the NOs and CHO
groups, appearing at energies below ca. 4.2 ¢V. (Lnergies
referring to theoretical valuces are denoted as ¢V, experimental
values eV,..) In the following experimental values are vapour
phase (ransition energies and oscillators sirengths based on
fitting the cyclohexane spectra (¢f. Table 1). Both types of
computations assign the weak and broad low encrgy band to
the 5,-S, transitions. The S and S5 are nn® excitations at the
MS-CASPT2 level of theory, responsible for the band at
4906 V.. CC2 intercalates one additional state, which allows
to associate one-to-one the three experimental Gaussians at
437, 482 and 5.22 eV, with S, S5 and S¢ The most intense
hand is centred at 593 eV, and i1 is characterized hy an
excitation within the NO; group and calculated at 5.55 eV,
by MS-CASPT2 and at 6.20 ¢V, by CC2.

Similar to 0-NBA, the lowest energy region of the spectra of
m-NBA and p-NBA is composed of one weak band peakingin
the experiment at 3.72 €V, and 3.70 €V, which we ascribe to
nr* transitions (see Tables 4 and 5). These bands are assigned
to the 8y, S,, and S states of the two conformers, m-NBA(1)
and m-NBA(2), as well as 10 the same states for p-NBA. In
m-and p-NBA. our calculations, at both levels of theory, yield
transitions of nn character whereby n orbitals, located at the
nitro as well as the carbonyl function, are involved. The
electron accepling " orhilals are situated at the nitro and
carbonyl functions as well as at the benzene ring (¢f. Tables S1
and S2 and Fig. S§1 and S2 in thc ESIY). Since vibronic
couplings are not incorporated in the theoretical calculations,
negligible oscillator strengths for the nm* states of the planar
meta- and para-isomers are obtained.

We assign the band at 4.42 eV, to the sum of the 8, states of
the two conformers of m-NBA, which are theoretically predicted
1o ahsorh around 4.30 eV, or 483 eV, a1 MS-CASPT?2 and
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lable 3 MS-CASPT2/CASSCF and CC2 excitation energies AE (in eV and nm), oscillator strengths f; and results of the Gaussian decomposition

of the experimental spectrum of 0-NBA

0-NBA

MS-CASPT2/CASSCF RI-CC2 Experiment

States  AE (eV, nm) f States  AE (eV, nm) / Assignment Grauss center (eV, nm) f

S 333 n 000 5 362 343 0012 n-n* 373 332 0.011

Sa 382 324 000 8, 4.09 303 0.001 n - ¥

S3 388 319 000 8 411 301 0004 n - x*

S4 445 278 0.01 Sy 457 271 0007w - n* 437 284 0.022
S5 495 250 0015 n-n* 4.82 257 0.083

Ss 494 251 023 S 5.30 234 0134 7 - n* 238 0.047
5 582 213 0087 7 - n* 216 0.098

Se 5.55 223 005 & 6.20 200 0142 Pygy = n¥n = 593 209 0.170
Sy 6.21 200 0204 Pygy = n¥n = n* 614 202

Table 4 MS-CASPT2/CASSCF and CC2 excitation energies AE (in eV and nm). oscillator strengths f; and results of the Gaussian decomposition

of the experimental spectrum of m-NBA

m-NBA(1) m-NBA(2) m-NBA
MS-CASPT2/CASSCF RI-CC2 MS-CASPT2/CASSCF RI-CC2 Experiment
AE AE AE AE Gauss center
States” (eV, nm) f States (eV, nm) [ Assignment States” (¢V, nm) [ States (¢V, nm) f Assignment (eV, nm) f
5 3.63 341 0.000 5, 3.92 316 0.000 n - =* Sy 3.60 344 0.000 § 393 315 0000 n - m* 372 334 0.008
S, 3.74 331 0.000 8, 4.00 310 0.000 n — w* S, 3.69 336 0.000 S, 4.00 310 0.000 n — =*
S3 4.16 298 0.000 S; 4.58 271 0.000 n — «* S3 4.13 300 0.000 85 4.57 271 0.000 n — n*
Sy 4.29 289 0.002 S, 4.83 7 0.010 © = n* Sy 4.30 288 0.001 Sy 4.83 256 0003 © — n* 442 281 0011
Ss 5.58 222 0.000 n - w* Ss 5.54 224 0.000 n - * 499 249 0.110
S5 5.02 247 0.159 54 5.63 220 0.106 7 — «* S5 543 229 0.051 S¢ 579 214 0081 m — m* 534 232 0016
S, 6.12 203 0.436 7 — «* S, 6.09 204 0591 n — * 559 222 0.009
Sg 6.33 196 0.000 n — «* Sg 6.19 200 0.000 n — x* 574 216 0.230
Sg 574 216 0.031 S 635 195 0.285 Pygy — 7%/ Sg 579 214 0.013 Sy 6.22 199 0.050 Pygy — 7%/ 5.86 212 0420
n - ¥ T — ¥

“ The first three excited states (S;-S3) are computed with the active space CAS(16,12) and states S4-Sg are caleulated with CAS(12,11).

T'able 5
of the experimental spectrum of p-NBA

MS-CASPT2/CASSCF and CC2 excitation energies AE (in eV and nm), oscillator strengths f; and results of the Gaussian decomposition

p-NBA
ME-CASPT2/CASSCF RI-CC2 Experiment
States” AE (eV, nm) I States AE (eV, nm) I Assignment Gauss center (eV, nm) 12
Sy 353 352 0.000 Sy 383 24 0.000 n - ¥ 376 330 0.006
S, 3.60 344 0.000 S, 394 315 0.000 n - ¥
S3 4.04 307 0.000 S3 451 275 0.000 n - ¥
Ss 4.19 296 0.008 S4 474 262 0.018 T - n* 4.34 286 0.028
Ss 4.85 256 0.373 Ss 547 227 0.454 T - * 4.85 256 0.090
Se 6.24 199 0.000 n - ¥ 5.06 245 0.190
5.29 234 0.100
Se 5.57 223 0.024 Ss 6.29 197 0.023 Pno2 — 7* 6.08 204 0.110
Sg 6.45 192 0.000 n - ¥ 6.48 1913
Se 6.76 183 0.149 T - ¥
Sio 6.89 180 0.063 T - ¥

“ The first three excited states (S,-S;) are computed with the active space CAS(16,12) and states S;-Sg are caleulated with CAS(12,11).

CC2, respectively (see Table 4). For p-NBA the experimental
value is 4.34 eV, and the calculations deliver an energy of
4.19 eV, (MS-CASPT2) or 4.74 eV, (CC2). This transition
exhibits a (weak) vibronic progression. For all isomers the
transitions involve promotions of electrons from benzene
centred 7 orbitals to 1" orbitals located at the benzene ring
and the nitro group.

Going to higher energies the absorption spectra of the
1somers are substantially different, requiring separated discussions
of the isomers. For m-NBA, the two experimental Gaussians
that decompose the band at ca. 5.3 eV, are due to the S5 states
of both meta-conformers, at 5.02 and 5.43 eV, (MS-CASPT2),
or due to the S; states at 5.63 and 5.79 eV, (CC2). Note that
the CC2 method intercalates one dark nn* state, which does
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not contribute to the spectrum. The energies of the Ss state of
the two mera-conformers differ by about 0.4 eV (MS-CASPT2)
or 0.2eV (CC2). This energy gap is much larger than for any
other transition (Table 4); this is due to the fact that the
orbitals involved in these transitions are not of the same
nature for both isomers. The most intense band centred at
ca. 5.7 eV, 1s decomposed in terms of three Gaussians, which
can be assigned with the help of CC2 to the S+(1), S5(2), Sy(1)
and Sg(2) (Sg is a dark nn* state), while with MS-CASPT2 only
provides one transition with the number of states calculated.
These are all nn* transitions with the participation of the nitro
and carbonyl groups.

In the experimental p-NBA spectrum a very intense and
broad absorption peaking around 4.96 eV, is recorded. The
best experimental description of this band is done with three

Energy [eV]

Gaussians centred at 4.85, 5.06, and 5.29 eV,. However, in this
spectral range the computations predict only the S state at
4.85 eV, (MS-CASPT2) or the combination of the S5 state at
547 eV, and a weak nn* absorption at 6.24 eV, (CC2), see
Table 5. The bright states correspond to mr* transitions that
partially involve charge transfer from the benzene ring to the
nitro group. The next absorbing states contribute to the band
highest in energy, which is also characterized by aromatic
transitions including the Py, non-bonding orbital.

In general, we observe that the excitation energies obtained
with CC2 are blue-shifted with respect to MS-CASPT2 values
by ca. 0.3 eV and 0.6 eV for the nn* and nn* excitations,
respectively. Not surprisingly, the energy values obtained
multiconfigurationally for the main peaks are in better agreement
with the experiment, while the CC2 values are in many cases

Energy [eV]

5.5 4.5 4 35

10000

Extinction [a.u.]

5 4.5 4 35

Oscillator strength

Oscillator strength

250 300 350
Wavelength [nm]

0.1

Oscillator strength

s,
|

0.001

250 "300 350
Wavelength [nm]

Fig. 4 Comparison of computed (CC2) spectra of the three isomers of NBA with experimental vapour spectra. In the right panels transition
energies and oscillator strengths are represented by coloured bars. Since for the m- and p-NBA the caleulations cannot reproduce the experimental
intensity of the nx transitions that is due to vibronic effects, the strengths of corresponding transitions (represented by open bars) have arbitrarily
been set to 0.01. The mera(l)-conformer of the meta-isomer is distinguished from the meta(2)-conformer by the solid black lines surrounding the
bars. For the sake of comparison with the experimental data, smooth ortho-, meta- and para-spectra were generated by convoluting each transition

with a Gaussian of 12, 5.5 and 14 nm full width at half maximum (FWHM), respectively. For the mera-isomer spectra of the two conformers were

averaged.
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overestimated. However, the single reference CC2 method,
which can deseribe a much large number of states in a single
calculation, is better suited to assign individual Gaussians, as
deconvoluted from the experimental spectrum. Interestingly,
the oscillator strengths predicted by CC2 are in better agreement
with the intensity of the experimental bands than those
calculated by MS-CASPT?2. Fig. 4 (right) shows the simulated
ab initio spectrum using CC2 excitations and oscillator
strengths, Disregarding the encrgetic shifts, the agreement of
the CC2 spectra with the experimental ones 1s reasonable, in
particular for intense bands located at high energies. As stated
above, the computations cannot reproduce the experimental
intensity of the band associated with nn” transitions of m- and
p-NBA. Therefore. only the transition energies of the lowest
cnergy band of these two isomers can be compared with the
experiments. For the non-planar o-NBA the computations
vield (relative) transition strengths for these states in reasonable
agreement with the experiment

Finally, we discuss the solvatochromic shifls and the dipole
moments of the excited states. The discussion will be restricted
to the ortho- and parg-isomers. The two conformers of the
meta-1somer difler already substantially (by ~3 D) m their
ground state dipole moments.™ Thus, the two conformers are
expected to exhibit different solvatochromic effects. In the
experiment only a “superposition” of these effects is measured.
The MS-CASPT2/CASSCF compulation vields a dipole
moment of 4.22 D for the ground state of o-NBA (see
Table 6) close to the experimental value ol 4.6 D.* Except
for the §4 and 85 states the computed excited state dipole
moments are slightly smaller than that of the §;, state. The
dipole moments of the exciled stales span angles in belween
~27and 407 with the moment of the ground state. An analysis
based on a Lippert-Mataga treatment™ (data not shown)
incorporating the veector character of the dipole moments
shows that for all except the 54 and S5 states shifis to higher
frequencies with increasing polarity should occur. This
predication is not in line with the experiment.

Similarly, for p-NBA one compules a S dipole moment of
278 D comparable to the experimental value of 2,39 D.W
Lxcept for the Sy and S5 states all moments are smaller than
that of the ground state. The angles spanned by the moments
cover a broader range (2°-90°) than the angles for o-NBA. A
“vector” Lippert-Mataga treatment only predicts shifts to
lower frequencies for the 8; and S5 states. In the experimen
all transitions shift to lower frequencies. At present we cannot

Table 6 Dipole moments (in 1) for o- and p-NBA of ground and
excited states computed at the MS-CASPT2/CASSCF level of theory.
Modulus of the moments as well as the angles (in degrees) spanned
between ground and excited state moments are given

I b G [clegrees n;/ /N @/ degrees
o-NBA p-NBA

S 4223 2784

5 3320 215 4714 333

5, 2939 L.770 55.9

35 2751 1.9 1.793 49.3

Sy 5034 56 2695 1.9

S5 X184 11.3 5.027 20.0

S 2670 ELD 2428 90.2

state whether this discrepancy is due to flaws in the Lippert—
Mataga trcatment or to crrors connceted to the calculated
dipole moments. In any casc, onc cannot rely on the solvato-
chromic shifts to corroborate the band assignment provided
by the theoretical calculations

6. Conclusions

‘The electronic absorption spectra of the three isomers o,
-, and p-NBA have been analyzed, both experimentally and
with the help of multiconfigurational MS-CASPT2/CASSCF
and CC2 caleulations. Their spectra are all characterized hy
weak transitions (emaxe = 100 M™' em™) centered around
3.5 ¢V. These transitions could be attributed to the promotions
ol electrons from n-orbitals, located at the mtro- as well as the
carbonyl-function, to © orbitals. Stronger  transitions
(B = 1000 M "em™") at ~4 eV involve n- and 7 -orbitals
of the henzene ring. For n- and p-NBA a faint vibronic siricrure
is observed. At higher energies the spectra of o- and m-NBA are
very similar exhibiting shoulders at ~5.3 ¢V and a peak at
~5.8 ¢V. Shoulders and peaks could be attributed to mr'
transitions with a strong charge transfer (CT)-character. The
paradsomer features a strong band at about 5 eV enclosing
presumably two electronic transitions of CT-character,

The spectra of all isomers experience solvatochromic shifts
of ~—0.20 ¢V (gas phase — cyclohexane) and ~—025 ¢V
(zas phasc — acctonitrile). The differences of the shifts
induced by the various solvents are not very pronounced.
Photoreactivity and stability do not show up in the UV/Vis
spectra. The spectrum of the photoreactive ortho-isomer
resembles that of the photostable meta-isomer. The two spectia
in turn differ from the spectium of the photostable para-isomer.
In line with that, ultrafast fluorescence decays were recorded for
all isomers.” In these experiments the excitation was tuned to
260 nm (4.77 eV) addressing nr' states with CT character for all
isomers. These states decay within < 100 % resulting in a strong
(two orders of magnitude) reduction of the Muorescence signal.
This reduction is in line with the population of nn” states
which—as this study shows—arc onc to two orders of magnitude
weaker mn oscillator strength.
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Ultrafast irreversible phototautomerization of o-nitrobenzaldehyde®
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Inés Corral,® Leticia Gonzalez” and Lluis Blancafort**
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o-Nitrobenzaldehyde is photolabile because of an irreversible
phototautomerization, whereas comparable aromatic compounds

function as photoprotectors because the  tautomerization is
reversible. In this experimental and theoretical study we track
down the cause of this diflerence to the electronic changes that
oceur during the tautomerization.

Excited state hydrogen transfer (ESHT) plays an essential role in
the functionality of chemical and biological systems.' It is also
one of the tastest chemical reactions, with time scales as short as
50 fs? In o-nitrobenzaldehyde (0-NBA), one of the oldest
photochemical - compounds, ™ the  intramolecular - ESHT
occurs within 400 5 after excitation.”® The tautomerization is
irreversible and yields a  ketene/acid-nitro tautomer (Ket)
(Scheme 1), which further reacts to o-nitroso benzoic acid. This
fransformation is on the basis of using o-NBA in pH jump
experiments.” Related nitroarenes also undergo irreversible
phototautomerization and arc used as photolabile protecting
groups.'® This functionality is different from that found in other
aromatic compounds, such s e-hydroxybenzaldehyde'' or
v-hydroxyphenyltriazole,'> where ultrafast intramolecular ESHT
is reversible, allowing their use as photoprotectors. Thus, the
applications of ESHT depend crucially on the reversible or
irreversible character of the phototautomerization. In the present
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study we combine femtosecond UV /vis transient absorption
spectroscopy with high-level ab initio calculations (see ESIY for
experimental and computational details). For the first time,
we have cstablished the mechanism of the irreversible photo-
tautomerization of o-NBA and clanfied the difference with
respect to the photostable compounds.

Recent spectroscopic studies on o-NBA detecled (he Ket
intermediate within the first 400 fs after excitation at 258 nm
or 268 nm.*® The Ket tautomer is identilied by charactenstic
absorptions at 450 nm (UV/Vis) and 2100 cm ™' (IR).>® Here
we use femtosecond UV/Vis transient absorption (o monitor
the Ket formation at low excitation energies (388 nm) and
compare with high excitation energies. The UV/Vis transient
spectra after 388 nm and 258 nm excitation are plotted in
Fig. 1. Ar 388 nm (hlack solid line), where a low lying (n,m*)
state is populated, the ketene transient appears within a few
hundreds of femtoseconds. In addition, the transient time
trace after 258 nm excifation (red dashed line) exhibits a
pronounced peak around time zero thar decays within the
first 100 f5 and is assigned to the (m.n*) state. Dor either
cxcitation wavelength the transient absorption decays in
approximately | ns due to the transformation of the ketene
10 the final nitroso product. The quantum yield of this producer
is around 0.5 for both wavelengths" suggesting that the
same mechanism underlics ESHT at both wavclengths. The
femtosecond time scale mdicates that one or more conical
intersections (CIs) enable the fast access to the ground state

The key mechanistic feature of the tautomerization in
0-NDBA is the relocation of two electrons from the in-plane
to the out of plane conjugated orbital system (coded 1n red and

40
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Fig. 1 Femtosecond UV /Vis absorption spectra of o-NBA at 450 nm
detection wavelength (ketene absorption peaki*® after 388 nm and
258 nm excitation. The time axis is linear until I ps and logarithmic
therealler.
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slale  correlation  diagram  for  o-NBA

green in Scheme 1, respectively). This determines the correlation
diagram for the tautomerization (Fig. 2). Thus, the reactant
and product configurations ditfer in the occupations of an n
and a n* orbital of the reactant. Orbital n is the oxygen lone
pair orbital of the aldehyde., which evolves to an anti-bonding
orbital of the ketene (see [lig. 2). In the aldehvde ground
state configuration, n 15 doubly occupied and n* is empty
(configuration n’r*), while the ketene ground state has the
opposile configuration (n"1*’). Consequently, the aldehyde
ground state correlates with a high-lying excited state of the
ketene, and the ketene ground state with a high-lying aldehyde
excited state. There is a third relevant state with an intermediate
n'm* con figuration, which correlates with an (n,m*) state of
the aldehyde and a low lying excited state of the ketene. The
remaining cxcited states arc displayed with dotted lines. The
diagram corresponds to a photochemically allowed, thermally
forbidden reaction, and this determines the irreversibility of
the phototautomerization. Moreover., it contains several crossings
which translate into Cls on the potential encrgy surface. These
Cls are associated with two product formation paths: one
along the lower side of the triangle formed by the crossings a, b
and ¢, and one along (he cascade formed by d. ¢ and b (paths 1
and 2 in [ig. 2).

‘The computational results are obtained with the MS CASPT2//
CASSCF approach (MS-CASPT2 energies on the CASSCF
optimized structuires and minimum energy parhs). According
to our calculations, the state populated after excitation at

PE
lev]

12 @2
FC
5,(3.6)

Cd
\
T
18 1§

i 0

(5a/Salxr
1

388 nm is the (nne,.¥) state, which is S at FC (calculated
vertical excitation 340 nm, oscillator strength 0.02). This state
relaxes through an 8,/8; crossing to a planar minimum on the
Sy surface, (00" )ngin. The barrier for hydrogen (ransfer from
this minimum is smaller than 0.1 ¢V. During the transfer, the
path reaches (S;/Sy)x.pr. Which corresponds to crossing a of
Fig. 2. At this structure, the singly occupied n orbital is
delocalized belween (he aldehyde and nitro moieties (see
Tig. 3). After passage through (51/Sp)x.ur. the reaction path
leads to the ground state biradical Bir species, with (n'c*?)
configuration (resonance structure in Fig. 3). The Bir
transient, which has a bent ketene moiety, is separated from
the final product by a barrier of less than 0.1 eV. Along the
path, which involves a concerted OCC bend and OH bond
rotation, the configuration changes from biradical (n'n*') to
ketene (nﬂn“). This completes the electronic relocation from
the in-plane to the out-of-plane orbital system. The change of
configuration takes place in the vicinity of a CI between these
two states that corresponds to b in Fig. 2 ((5;/Sg)x-ker 10
Fig. 5). The product is the more stable anti-Ket tautomer. The
preference for this conformer contributes Lo the irreversibility
of the tautomerization because the newly formed OII bond
points away from the ketene, and the barrier for the reverse
hydrogen transfer is 0.8 eV. Mixed classical quantum
dynamics calenlations consistently show that the formation
of anti-Ket along path 1 takes place on the femtosecond
scale. ™

The state populated by excitation at 258 nm is a (m,n*) state
(calculated vertical excitation 4.5 eV, ie. 279 nm, oscillator
strength 0.05). This state relaxes from Ss at FC to a planar
minimum on S3, (r.a* ) (Fig. 4), which corresponds to the
transient peak observed in the first 100 [5 alter excitation at
258 nm (Fig. 1).° The fast decay of this peak implies that
(.0 g comlinues Lo decay very quickly from S;, and we
have considered two possibilities: internal conversion to the S;
minimum, (n,e*)yy, followed by hydrogen transter along path
1, and access to path 2. The internal conversion must involve a
series of crossings of the (m,m*) state with other srates such as
the 5s/5; and §4/5; crossings shown in I'ig. 4, The complete

n—20:

7 out-of-plane €
9 in-plane ¢

1
o

e

o

0g7
unti-Kel

1.0
% SD
5(0.0) [
(1) planarization (2) hydrogen transfer + bond (3) OH bond rotation + OCC bend
+bund rearrangement redrrangement
Fig. 3 Energy profiles along the ESHT coordinate on the (n.c*) state (path 1, lower side of the CI triangle), and plots of the singly occupied n

orbital.
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Fig. 4 Energy profiles for decay of the (n,7%) state (blue line) after
258 nm excitation. Inset: orbitals involved in the excitation.
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Fig. 5 Energy profiles along the CI cascade on the ketene state (red
line, path 2) and access [rom the bright () state (blue lineg).

decay path has not been optimized because of the high density
of states (see ESIT), but internal conversion to S, 1s consistent
with the detection ol a weakly Quorescent (n.n*) state after the
decay of the (mm*) state.® The hydrogen transfer from
(0,1 )ygiy prohably competes with population of the triplet
manifold from this minimum.”

For the direct tautomerization mechanism along the CI
cascade (path 2. see Fig. 5) we have optimized three Cls
corresponding te pomts d, ¢, and b. They are crossings of
the kerene state with a higher lying reactant state ((Sa/S2)x),
the aldehyde state ((S,/S;)x), and the intermediate (n,m*) state
((S1/S0)x-ke). They lie along the hydrogen transfer coordinate,
where the energy of the ketene state decreases steeply. This
path goes through the syn-Ket conformer and continues to
anti-Ket after rotation of the newly formed OH hond. The
barricr to access the cascade from (r,m* )y, has been estimated
by locating the crossing between the (m,n*) and ketene states
with a linear interpolation (e in Fig. 5). The resulting value of
0.8 eV 1s an upper limit to the actual value (see ESI}), but it
suggests that internal conversion 1o S and stepwise ESHT
along path 1 will bc dominant after cxcitation at 258 nm.
Tunneling could contribute to path 2 because (mn%)yy;, is
prearranged for the hydrogen transfer, but the cascade will
be more relevant for higher excitation energies.

To conclude. the global mechanistic picture for the ultralast,
irreversible phototautomerization of o-NBA consists of a
stepwise path involving the (n,n*) state and a direct path with
carly access to the ketene state, The relocation of two electrons

from the in-planc to the out-of-planc orbitals cxplains the
differences between the intramolecular ESHT of photolabile
and photoprotecting compounds. For o-NBA, the photo-
tautomerization is photochemically allowed and thermally
forbidden, similar (o the [2+2] cycloaddition (textbook
cxample. The back hydrogen transfer is prevented by a barrier,
and the new tautomer reacts further to yield the final product.’®
The electronic relocation also makes the reverse tautomerization
of omitrotoluene slow'® and the phototautomerization of
p-acylbenzaldehyde irreversible."” In contrast, in the aromatic
photoprotectors the number of in-plane and out-of plane
electrons remains constant during the tautomerization. As a
consequence, the back hydrogen transfer is barrierless and
exothermic, laying the ground for the photostability.

We thank MICINN (Spain) for grants CTQ2008-00696 and
HA2006-0096 (LB) and a Juan-de-la-Cierva contract (IC);
AGATIR (Spain) for doctoral (FF) and B.-de-Pinds (AM)
fellowships: CNCT (Mexico) for a doctoral fellowship (VL);
COST Action CUSPFEL; Deutsche Forschungsgemeinschaft
(Germany) for grant GI 349/1-2 (PQG).

Notes and relerences

1 M. Rini, B. Z. Magnes, E. Pines and E. T. J. Nibbering, Seience,
2003, 301, 349; C. Tanner, C. Manca and 8. Leutwyler, Seience,
2003, 302, 1736; T. Schultz, L. Samoylova, W. Radloff,
. V. Hertel, A. L. Sobolewski and W. Domcke, Seience, 2004,
306, 1765,

A. Douhal, F. Lahmani and A. I1. Zewail, Chem. Phys., 1996, 207,

477.

G. Ciamician and P. Silber, Ber. Desch. Chemn. Ges., 1901, 34, 2040;

R.W.Yipand D. K. Sharma, Res. Chem. Intermed., 1989, 11, 109,

4 M. V. George and J. C. Scaiano, J. Phys. Chen., 1930, 84, 492;

S. Kuberski and J. Gebicki, J. Mol. Struct., 1992, 275, 105,

S. Laimgruber, W. J. Scheeier, T. Schrader, F. Koller, W. Zinth

and P. Gilch, Angew. Chern., Ini. Ed., 2005, 44, 7901.

B. Heing, T. Schmierer, 8. Laimgruber and P. Gilch, J. Photochem.

Photobiof., A. 2008, 199, 274.

S. Laimgruber. T. Schmicrer, P. Gikh, K. Kiewisch and

I. Neugebauer, Phys. Chem. Chem. Phys.. 2008, 10, 3872,

V. Leyva, 1. Corral, T. Schmierer, B, Heinz, F. Feixas. A. Migani,

L. Blancafort, P. Gilch and L. Gonzilez, J. Phys. Chem. A, 2008,

112, 5046; T. Schmierer, W. J. Schreier, F. 0. Koller,

T. E. Schrader and P. Giilch, Phys. Chem. Chem. Phys., 2009, 11,

11596,

T. P. Cansgrove and R. B Dver, Chem. Fhys., 2006, 323, 2

10 P. Klan, A. P Pelliccioli, T. Pospisil and 1. Wirz, Phatoehem.

Phatobiol. Sei, 2002, 1, Y20,

S, Lochbrunner, ‘1. Schultz, M. Schmatt, J. P, Shaffer,

M. £ Zgierski and A. Stolow, J. Chem. Phys., 2001, 114, 2519,

J. D. Coe and T. J. Martinez, Mol Phys., 2008, 106, 537,

A. Migani, L. Blancafort, M. A. Robb and A. D. DeBellis,

J.Am. Chem. Soe., 2008, 130, 6932,

12 M. Wiechmann, H. Port, F. Laermer, W. Frey and T. Elsaesser,
Chem. Phys. Lett., 1990, 165, 28: M. 1. Paterson, M. A. Robb,
L. Blancafort and A. D. DeBellis, J. Am. Chem. Soe., 2004, 126,
2012; A. L. Sobolewski, W. Domeke and C. Hattig, J. Phys. Chene. A,
2006, 110, 6301.

13 H. J. Kuhn, 8. E Braslavsky and R. Schmidt, Pure Appl. Chem.,
2004, 76, 2105,

14 V. Leyva, 1. Corral, F. Feixas, A. Migani, L. Blancafort,
J. Gonzalez-Vazquez and L. Gonzalez, manuscript under revision.

15 M. L. Donten, I. Ilamm and J. VandeVondele, J. Phys. Chem. B,
2011, 115, 10731083,

16 T. Schmicrer, S. Laimgruber, K. llaiser, K. Kiewisch,
J. Neugebauver and P. Gilch, Phys. Chem. Chern. Phys., 2010, 12,
15053,

17 1. C. Netto-Ferreira and 1. C. Scaiano, Can. J. Chem., 1993, 71,
1209.

3]

L2

n

=3

~

=

=l

This journal is @ The Royal Society of Chemistry 2011

Chem. Commun., 2011, 47, 6383-6385 | 6385

114



Article 3.4.5. A non-adiabatic quantum-classical dynamical study of
the intramolecular excited state hydrogen transfer in ortho-
Nitrobenzaldehyde

Verdnica Leyva, Inés Corral, Ferran Feixas, Annapaola Migani, Lluis Blancafort, Jesus Gonzalez-
Vazquezya and Leticia Gonzalez

Original can be found at http://pubs.rsc.org 10.1039/c1cp20620f. It is accepted and in press.

Reproduced by permission of the PCCP Owner Societies.

115



[
L

30

-

40

PCCP

Cite this: DOl 10,1039/ 1cp20620f

WWWY.ISC.Oorg/peep

Dynamic Article Links °

PAPER

A non-adiabatic quantum-classical dynamics study of the intramolecular
excited state hydrogen transfer in ortho-nitrobenzaldehyde’

Veronica Leyva.” Inés Corral,i* Ferran Feixas.,” Annapaola Migani,”
Lluis Blancafort,” Jesis Gonzalez-Vazquezs® and Leticia Gonzalez“

Received 4th March 2011, Accepted 13th June 2011
DOT: 10,1039 /e 1ep20620f

Ab initio surface-hopping dynamics calculations have been performed to simulate the
intramolecular excited state hydrogen transter dynamics of ortho-nitrobenzaldehyde (o-NBA) in
Lhe gas phase [rom the electronic S; excited state. Upon UV excitation. the hydrogen is
transferred from the aldehyde substituent to the nitro group, generating o-nitrosobenzoic acid
through a ketene intermediate. The semiclassical propagations show that the deactivation from
the Sy is ultrafast. in agreement with the experimental measurements, which detect the ketene in

less than 400 f5, The trajectorics show that the deactivation mechanism involves two different
conical intersections. The first one, a planar configuration with the hydrogen partially transferred,
is responsible for the branching between the formation of a biradical intermediate and the
regeneration of the starting material. The conversion of the biradical to the ketene corresponds to
the passage through a second intersection region in which the ketene group is formed.

1. Introduction

The exchange of a proton or a hydrogen atom (if proton
transler is coupled (o electron (ransfer) between an acidic and
a basic group lying at the same or diflerent molecules in the
electronic ground stale might be regarded as one of the most
elementary reactions in chemistry and biochemistry, governing
primal processes such as acid-hase equilibria,' water auto-
ionization,” or enzyme catalytic reactions.”

Upon UV /vis irradiation, aromatic systems can experience
an increasc of the acidity and/or basicity of the H-donor and/
or acceplor moieties,” allowing the transfer of the proton
(hydrogen) to occur in the electronic excited state and resulting
in what is known as excited state hydrogen transfer (ESHT)—or
excited state intramolecular hydrogen transfer if the acidic and
basic groups are located within the same molecule. This particular
property. inherent to certain dyes, has been exploited for the
design of e.g. (i) molecular laser materials able to efliciently
invert the population between the Sy of the inilial molecule
and the S, of its tautomer,’ (i) photostabilizers with
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Jena, Helmholizweg 4, 7743 Jena, (Germany
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an enhanced rate of intersystem crossing'™! or internal

conversion' >’ from the lowest excited states to the
ground srate, or (iii) molecular information storage devices 14
Photoinduced hydrogen transfer has also been claimed to be
partially responsible for DNA’s robustness with respect to UV
photolesions. '

Regardless of inter- or intra-melecular, ESHT reactions
take place in ultrafast timescales (Kespr = 102 571,17 and
therefore, femtosecond (fs) spectroscopy s the ideal tool to
monitor their dynamics. pointing o the existence of very
elficient decay tunnels governed by conical intersections (CI)
that lead (o the corresponding product.

Compared to the vast amount of quantum mechanical
calculations providing a static deseription of the ESHT
mechanisms at a molecular level, papers devoted to dynamics
aspects of ESHT mechanisms are less common. Wavepacket
propagations and mixed quantum-classical dynamics (MQCD)
are certainly among the most suitable methods to investigate
non-radiative ultrafast decay processes, such as LSIIT. in
molecules of medium size. Good examples are the quantum
studies on models of reduced dimensionality investigating the
photochemical dynamics of proton (hydrogen) transfer in
Watson and Crick base pairs in DNA or similar, see the case
of pyrrole pyridine complex'® or cytosine guanine base
pairs"q A similar approach is employed (o study the ESHT
in cationic and neutral water dimers: four™ or (2 1)*!
suhsets of coordinartes, respectively, were nsed to consiruct
EOM-IP-CCSD and MP2/CC2 potential cnergy surfaces
(PES) on which wavepacket propagations are performed. A
similar framework, but in combination with time-dependent
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density functional theory (DFT), is used Lo study exciled state
ultrafast proton dynamics of classic intramolecular hydrogen
bonded systems, such as salicylidene derivatives,* 1-hydroxy-
2-acctonaphthonc® or 10-hydroxybenzoquinoline.®

Full-dimensional surface hopping appmacheszj'z" represent
a very convenient alternative to investigate ESHT dynamics
when a large number of nuclear coordinates are decisive in
the deactivation mechanism and nuclear quantum effects such
as tunnelling can be neglected. In the MQCD approach a
wavepacket is simulated by running a swarm of classical
trajectories and the passage through the CI region is treated
with a trajectory surface hopping algorithm that decides on
which surface the trajectory is propagated. One of the main
advantages of this approach is that electronic structure calcula-
tions can be implemented on-the-fly, i.e. the PESs do not have
to be constructed in advance. Instead, the gradients, and
eventually the Hessian, are calculated al every step ol the
propagation. This approach allows including all degrees of
freedom in the dynamics, but it is only practical if combined
with quantum chemical methods where the gradients and
nenadiabatic couplings are available analytically. Ideally,
one would use a multi-reference method that accounts for
dynamic electronic correlation, such as complete active space
second order perturbation (CASPT2). multistate CASPT2
(MS-CASPT2), or multi-reference configuration interaction.
However, analytic gradients are generally not available for
these methods and the ab initio molecular dynamics caleulations
are often carried out at the complete active space self-consistent
field (CASSCF) lewel of theory, which can treat the regions of
energy degeneracy but does not account for dynamic electronic
correlation. Therefore, to assess the dynamics and identify
possible artefacts due to the level of theory used for the
Trajeciories, it is mandatory 1o prospect in advance the possible
critical points which will be explored in the dynamics and
compare the reaction paths at the level of theory used for the
trajectories and at a higher level of theory. The intrinsic
validity of the MQCD approach has been already assessed
in the literature by comparing with exact quantum dynamics
simulations in simple models, see for example ref. 26 and 27.
In particular, reliability of the computed rates depends very
much on the amount of trajectories. As stated by Barbatti
el al. in the case of ab initio dynamics, the simulation of a
photochemical process with ca. 100 trajectories is expected to
be statistically representative.”‘ In cases where the on-the-fly
calculations (which are the bottleneck of the MQCD approach)
are too computationally demanding statistics might serve only
lor qualitative purposes.

The trajectory surface hopping protocol has been used,
for instance, 1o investigate the HT from the carboxyl 1o the
amino group in the biologically relevant tryptophan cation®
or intramolecular ESHT in the two H-chelating compounds
2-[2'—11}'&11(m_‘.fph«:n_‘.fl)bcn.wt11121;:01«:24‘jU and 10-hydroxybenzo-
qu.molme.24 Additionally, the ab mitio multiple spawning (AIMS)
method of Martinez and co-workers,*'*? which expands the
wavepacket on the basis of a time-dependent set of frozen
Gaussian functions and considers at the same time all molecular
degrees of freedom explicitly, can be used. Exemplary AIMS
simulations have been performed on malonaldehyde "
o-hydroxybenzaldehyde™ or methyl salicylate™ systems.

i
'iq'

o .
N
" N

0
H
C
|~ J —(J
N - /
o-NBA
Scheme 1

The goal of (his paper is to simulate the intramolecular
ESHT dynamics of ortho-nitrobenzaldehyde (o-NBA), where a
hydrogen is transferred [rom the aldehyde substituent to the
nitro group upon UV cxeitation, generating o-nitrosobenzoic
acid through a ketene intermediate®” "' (see Scheme 1). This
reaction is the key process responsible for the wide applicability
of o-NBA as a caging or photoremovable protecting group in
organic synthesis*” or in the production of oligonucleotides
microarrays used in DNA chips™ Time resolved experi
ments™ ' where the kelene (ransient was characlerized by
femtosecond stimulated Raman™ UV and IR spectroscopy®’
have revealed that the formation of the ketene takes place
through two predominant channels: a rapid pathway on the
singlet excited state, which leads to the ketene in several
hundreds of femtoseconds, and a slower channel of approxi-
mately 220 ps, presumably on the triplet manifold. These
experiments have been carried out exciting both in the low
(388 nm)** and high (258 nm)*” energy regions of the spectrum.
According 1o our previons MS-CASPT? calenlations ¥ these
regions are dominated by states of nn* and nn* character,
respectively. However, the experimental and theoretical results
suggest that the same mechanism dominates at both excitation
wave lengths, and therefore we focus on deactivation after
excilation of the nr* band. This band is composed of three
weakly absorbing states, but for the sake of simplicity we have
started the molecular dynamics simulations on §;.

A schematic representation of the deactivation mechanism
from the S; state, obtained in a recent MS-CASPT? study of
the PES,* is shown in Fig. 1. Aftcr excitation at the red edge
of the spectrum, there 15 a direct, almost barrierless path from
the minimum of the nu* state, (00* i, 10 a 51/50 CI where
the hydrogen is being transferred from the aldehyde to the

Fig. 1 Potential energy profile of the ground (Sy) state and first
clectronic excited state (S;) along the reaction coordinate which
promotes ESHT based on MS-CASPT2//CASSCFE calculations.*®
The arrows and percentages show the amount of products as obtained
from MQCD simulations starting from the TS of the §; potential.
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nitro group, labeled (S;/8g)e.pr. The ground state pathway
from the (51/8¢)x g crossing point (o the kelene corresponds
to a very flat potential and goes through a biradical minimum
(Bir) and a saddle point (spa-Ker). Tt leads 1o the more stable
ketene product (anti-Ket), which has the hydroxy group
rotated with respect to the syn-Ket isomer. The passage
through the (8,/Sy)yyr crossing cxplains the formation of
the product in the ground state on the femtosecond scale, in
agreement with the experiment. In contrast to this, recent DI'T
based calculations by Cheng et al® propose that the hydrogen
transfer takes place only on the §; surface and leads to the
excifed-state ketene. The latter mechanism was obtained by
optimizing the hydrogen transfer coordinate in the ground
state and calculating the excited-state energy profile with single
point calculations on the ground state structures. Instead, (he
mechanism presented in Fig. 1 has been obtained using a much
more teliable approach. where (he exciled stale reaction
coordinate is optimized dircctly. The comparison of the two
mechanisms shows that the ground-state hased approach gives
the wrong mechanistic picture.

The reaction path displayed in Fig. 1 involves several
degrees of freedom, and the PLS is too complex 1o be described
with a reduced number of dimensions. Therefore, to simulate
the dynamics, we have carried out CASSCF on-the-fly surface
hopping calculations involving all degrees of freedom. One of
our main points of interest is Lo simulale the conseculive
passage through the two regions of Cls, going beyond the
slalic picture given by our recent PES sludy:dﬁ in the first
region of intersection, we center on the competition between
ESHT and the recovery of the initial molecule in the ground
state, and in the second region we focus on the efficiency of
the transformation of the hiradical transient o the ketene and the
role of non-adiabatic cffects. As we discuss in detail below, the
harrier 10 access (S;/Sphepr from (MT* )y, 18 overestimated at
the CASSCI level used for the dynamics, and the main part of
our trajectories are started from the TS on the CASSCF surface
to sample the intersection regions efliciently. Moreover, since
the starting energy exceeds the height of the barrier for
hydrogen transfer, quantum nuclear effects. such as tunnelling,
are not expected to be important in this case.

2. Computational details

MQCD simulations at the CASSCF level of theory were
employed ro simulate the electronic deactivation of o-NBA from
the first clectronic excited state, S;. The MQCD methodology
treats the nuclei classically with trajectories that follow the
Newton cquations while the clectrons are followed quantum
mechanically with the time-dependent Schrodinger equation.
For the nuclear motion, the Velocity Verlet™ ! algorithm was
employed with a time step of 0.5 fs. The energy gradients
required in the classical motion were performed in the electronic
part.”® ™ In this methodology, the electronic wavefunction is
expanded as a linear combination of the time-independent
Schrodinger equation eigenfunctions for the particular nuclear
configuration, in the [rame of the Bom—Oppenheimer approxi-
mation. The coeflicients of this expansion are followed using
the Sth order Ruicher a]gnrirhm.sa As these coefMicients are
followed in a single trajectory there is an cxcess of cohcrenee

between the dilferent electronic states, therefore time-dependent
populations were correcled as suggested by Granued and
Persico’” with a decoherence parameter of x — 0.1 hartree,
As demonstrated hy Zhu er ai % dynamics resulrs are insensirive
to this parameter.

Two different initial conditions were generated, depending
on whether the trajectorics arc started from the clectronic
ground state equilibrinm geometry and projected vertically
onto the S, (results discussed in the LSIT) or started from the
transition state (1S) of the S,. In the former case, the imtial
geometries and velocities were generated with a Wigner
distribution of 179 geometries, where each nuclear coordinate
is treated with a harmonic oscillator in the ground state. This
distribution accounts for the quantum wibrational ground
stale probability of the electronic ground stale potential and
was obtained using harmonic frequencies for the optimized
geomelry al the BILYP/TZVP level of lheuryw'm calculated
with the TURBOMOLE®"*% package. In the casc of starting at
the TS, an uncorrelated Wigner distriburion for the vibrational
ground state is also employed, but it is spawned for all the
normal modes at the CASSCEF level of theory (vide infra) except
the imagmary one. In this imaginary mode, the trajectories
were generated with no momentum and at the TS equilibrium
position. The anharmonicity of the systen, not considered in the
Wigner distribution, is enough to escape very fast from the TS
geomelry. A (otal of 200 (rajectories were generated in this way.

Dwe to the presence of non-adiabatic couphngs between the
ground and the first excited state,"** the surface hopping
method according to the Tully’s fewest switches algorithm® is
used. After a hop, the total energy is conserved by adjusting
the velocity with the potential energy difference between the S,
and S; states. This excess of potential energy is put in the
direction of the velocity vector (f.e. in the kinetic encrgy of the
nuclei), avoiding frustrated hops, asin ref. 6. The deactivation
from the TS is ultrafast and therefore the dynamics simulations
were run for about 60 fs with the NEWTON-X package. > In
this time. all the trajectories show deactivation to the ground
state for a time long enough as to consider them complete.

The on-the-fly CASSCF calculations and the initial conditions
at the TS were carried out with the COLUMBUS program
syslcmm and the 6-31G(d) basis sel.” Two stales were averaged
with equal weights. The active space comprises ten electrons
in eight orbitals (see Fig. 2). The orbitals are obtained nsing
the BILYP/TZVP equilibrium geometry of o-NBA with a two

Moz * Neo
")
& & P - -8
I O G
i I J
* * « * *
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Tig. 2 Active space of CASSCI(10,8) calculations.
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state calculation. They correspond to two lone pairs located in
the nitro and carbonyl groups, the nen., ten® pair located in the
carbonyl group, the non-bonding Py and an antibonding
nne~* orbital located in the nitro group, and the most important
Moo Mee™ orbital pair located in the benzene ring. As seen in
Fig. 2, some of these orbilals form linear combinations belween
them. With this active space, the wavetunction of the electronic
ground state can be mainly described by the electronic config-
uration: (mec) (no: ncolnvoz + o) (nea)(Proa)”
(m*ce) o — Tl (mor + o).

3. Results

Because of the general difficulty of using analytical gradients

> at the CASPT2 or MS-CASPT2 level of theory combined with

the trajectory surlace hopping algorithm, our MQCD (rajec-
tories are carried out at the CASSCF level of theory, which 1s
capable of treating the passage through the CI although it
lacks dynamic correlation. To estimate the reliability of the
CASSCF trajectories, in Table 1 we compare the energies of
the critical points optimized at the CASSCF(10.8)/6-31G*
level of theory nsed for our dynamics with the MS-CASPT?2
cnergics obtained in ref. 46. The main difference between the
energy profiles at the two levels of theory is found in the initial
part of the path. MS-CASPT2 predicts an almost barrierless
hydrogen transfer, but at the CASSCF level there is a TS
between the nn* minimum and the (5,/So)epr Cl. with an
associated barrier of 1.4 eV (see Fig. ). Along the rest of
the path there is good agreement between the CASSCI™ and
MS-CASPT?2 results; however, due to the artificial barrier,
CASSCF-based dynamics simulations launched at the Franck
Condon (FC) geometry remain trapped in the (nn*) mmimum
for a long time (see ESIT). To avoid the artificial bottleneck of
population trapped in the (nm*)yy, due to the lack of dynamical
correlation, we have adopled a protocol followed in comparable
problems:""™ the formation of the ketene intermediate is
investigated starting the trajectories from the TS—similar 10
running fleeting trajectories in transition path sampling.”*
These calculations should better describe the formation of
the ketene along the reaction path sketched in Fig, 1. Fig. 3
shows the obtained distribution of C4—Hg and O,—H g distances
involved in the CSIIIT of o-NBA at the end of propagation.
About 35% of the trajectories hop to the ground state (circles),
of trajectories do not reach the CI
and evolve to the (nn*)yy, (crosses). Similarly to the results of

Table 1 Relative energies of relevant critical points at the
CASSCE(10.8)/6-31G* and MS-CASPT2(16,13) ANO-L levels of
theory

Structure Ericasser/eV Erapscasera’/eV
rc 4.22 340

(1% Iytin 2.98 3.00

TS 442 b

(S1/S0 b 406 1.69

Bir 2.56 1.70

syi-Ket 2.23 1.70

anti-Ket 1.39 0,92

7 From ref. 46. * No MS-CASPT2 barrier found along the CASSCF
minimum energy path.

5 25 3 35 4 45
CH

T 15

Fig. 3 Oy Hg and CgHg bond distances at the final time of the
simulation for the set of trajectories propagated from the TS in the §;
state. The crosses and circles indicate trajectories ending in the §; and
So. respectively. The inset shows a superposition of the corresponding
geometries at the end of the propagation, indicating the average bond
distances.

the simulations launched from the FC equilibrium geometry
(see discussion in the ESIT). the molecules trapped in the §;
potential show Cy—Hjy distances around 1.1 A. The Oy—Hy
distances show a large variation (from 1.2 A 1034 A) because
of the larger amount of gained kinetic energy corresponding to
the TS. The average geometry of the Irajectories (inser of
Fig. 3) staying in the §, state does not surprisingly resem
hle the one found for the trajectories starting from the FC
cquilibrium geometry and the (nn#* )y, optimized structure at
the CASSCF(14,12) level of theory

The molecules that pass through the (5/Sy).pr CI are
branched into two different minima of the ground state—
consistent with the back and forward reactions. The back
reaction corresponds to the recovery of o-NBA at the FC
geometry and the forward reaction to the formation of the
ketene (recall Fig. 1). Fig. 4 shows the time evolution of
the relevan( bond distances and angles of all the (rajectories in
the 8y and 5, states. As we see in Fig. 4a, there are two different
sets of trajectories that show a different behavior in the ground
state. On the one side, those trajectories evolving to the ketene
intermediate transfer the hydrogen Lo the nitro group, converging
to a short Oy—Hy distance (ea. 1.0 A), characteristic of Bir or
Ket structures. On the other side, the molecules reacting hack
to the o-NBA cquilibrium gecometry result in Oy - -Hy distances
between 2.5 and 3.5 A. The Cs—Hg distances (Fig. 4b) show the
opposite behavior: they oscillate weakly around 1.1 Ain the 51
(at the (nm*)yg5,), a bit more in the S, (FC), and strongly after
the ESIIT has taken place. [ig. 4b also illustrates the completely
different behavior in the Cy—Hjy distances between trajectories
ending in the reactant or in the product. While trajectories
coming back to the reactant are vibrating around 1.0 A, there
is not a unique value of this vibration on the product side. In
order to evaluate the torsion movement ol the aldehyde group
wilh respect o Lhe benzene ring and the appearance of Lhe
ketene group, the 0—~C4C5 angle is resolved in time for all the
lrajectories (panel 4¢) as well as [or those with Cg—Hg distances
larger than 2.0 A the latter corresponding to the exclusive
formation of the hiradical and kerene species (panel 4d).
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Initially, at the TS geometry, the O—C4—Cs value is ca. 130,
In less than 50 {5 the system evolves in the 8, to smaller values
(~120%), characteristic of the (nm* )y, (4c). The molecules
hopping to the ground state show large oscillations of the
05—C4sCs bending vibration, indicating a high vibrational
excitation, as detected experimentally.* Bent structures can
be assigned to the biradical intermediate, while angles of
ca. 180" correspond to the final formation of the ketene (4d).

In order to characterize the geometry of the (S, /Sy)x.ur CL,
the geometries at the time of the hop are averaged for all
trajectories. The geometrical parameters more relevant to the
ESHT are displayed in Fig. 5. As one can see bond distances
and angles are in reasonable agreement with the values given
in parentheses, which correspond to the (S,/Sglx.pur CI
geometry optimized at the CAS(14,12) level of theory.*

Fig. 5 also displays the deviation with respect to the CI
geomelry in our swarm of trajectories, which amounts to
10%. A considerable planarization of the aldehyde and nitro
groups can be observed. Even if both geometries are similar, it
is worth to note that the crossing does not necessarily take
place at the minimum energy CI geometry—a circumstance
that has been already found in other theoretical studies.” 7

Three trajectories starting from the TS will be discussed in
more detail in order to better understand the deactivation of
0-NBA in the 8 state and the progress of the reaction on Sy.
One trajectory exemplifies the back reaction to the FC geometry
(Fig. 6a); the other two evolve to the species where the H atom
has been transferred from the aldehyde to the nitro group
forming the ketene (Fig. 6b and 6¢). In all cases, the relaxation
to the ground state occurs extremely fast (in less than 5 fs)
because the TS lies very close to the (S;/Sg)xpr CI and the
passage through the CI is very eflicient.

In the trajectory corresponding to the back reaction, the
geomelry snapshots only point to minor distortions of the ring
and stretching motion of the C-H bond located at the
aldehyde group (Fig. 6a). As we can see, the back transfer is
complete and the equilibrium structure is recovered in about
50 fs. Regarding the trajectories evolving to the ketene inter-
mediate, most of them behave as in the exemplary case depicted
in Fig. 6b. Also here the decay to the ground state is very fast
because the H atom is very close to the nitro group. After
decay. the energy excess is employed in the rotation of the H
atom around the N+-Og bond and the linearization of the
CsCs0O; moiety, so that the system visits the biradical
species, the syn-Ket, and finally the anti-Ket structure in ca.
40 fs. The corresponding change in the electronic configuration is
confirmed by an examination of the configuration interaction
coeflicients and associated orbitals. We note that this particular
trajectory is very eflective: others remain (rapped in the biradical
structure for a longer time so that at the end of the propagation
time (60 {5) the ketene is not formed vet. The trajectory of
Fig. 6¢ shows that the transformation of the biradical to the
ketene can also be subject to non-adiabatic effects. In this
trajectory the hydrogen is transferred only after 1 fs and then a
hop to S, takes place. However, after 8 fs (r = 9 fs) the
molecule jumps back to ;. and after another 11 fs (r = 20f5)a
further crossing to the ground state takes place. Interestingly,
these recrossings do not involve the back transfer of the
hydrogen, i.e., they do not take place at the (5;/Sy)x.pr region
of intersection, but in the region of (5;/Sg)x.ker. In the time scale
of our simulation, the hydrogen atom continues rotating
around the N;-Og bond, which corresponds to an oscillation
between the sin- and anti-Ket isomers. As in the previous
example, the building of the ketene is complete in less than 50 fs.

4. Discussion

The results of the singlet relaxation mechanism of o-NBA at
low excitation energy are summarized in Fig. 1. About 65% of
the trajectories started at the hydrogen transfer TS relax back
to (n,m*)agn. while only the remaining 35% evolve to the
(S1/So)x.ur CIL. At this CL. the substituents are planarized with
respect to the FC geometry, and the hydrogen is partially
transferred. From the amount of trajectories which pass through
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the (8;/So)wnr Cl. 69% returns back to the starting material,
while 31% completes the hydrogen transfer. This is different
from other aromatic compounds undergoing intramolecular
ESHT, where the hydrogen transfer takes place before the decay
to the ground state.’* %75 On the contrary, in o-NBA a CI for
the decay to the ground state is found during the transfer, and

5 part of the trajectories are reverted to the reactant before the

transfer is complete, as in ref. 86. This mechanism corresponds
to a partially aborted hydrogen transfer.¥” Moreover, because
there is no back hydrogen transfer observed for the trajectories
that reach Bir on Sy, the branching ratio at the CI gives an upper
limit to the quantum yield of ketene formation. However, the
estimated branching ratio at (S,/Sp),yr 15 not consistent with the
experimental vield of approximately 50% that has been recorded
in various solvents.* The discrepancy is presumably due to two
facts. On the one side, our calculations are in the gas phase and
not in solution. On the other side, we underestimate the kinetic
energy gained by the system when arriving at the (Sy/Sg)enr CI
from the FC geometry because we start our trajectories [rom the
TS: the TS is very close to the (S,/Sy).yr Cl and many molecules
do not possess enough energy to keep the momentum towards
the ketene. In most of the cases, the ketene formation takes
place via a biradical structure that is formed in about 10 to 20 fs.
The conversion of the biradical to the ketene corresponds to the
passage through a second intersection region centered on the
(S1/So)xker CL. In most trajectories this conversion is purely
adiabatic and avoids the intersection. except for two (rajectories
where we observe a recrossing (recall Fig. 6¢). Finally, we note
that the complete conversion from the biradical to the ketene is
observed for about one third of our simulations (see Fig. 4),
which are limited to 60 s because of the computational effort.
For the remaining trajectories we can assume that the conversion
to the ketene will take place in a slightly longer time, up to
several hundreds ol femioseconds. Overall, the process is ultra-
fast, in agreement with experimental measurements which detect
the ketene within 400 [

5. Conclusions

Non-adiabatic quantum-classical simulations using on-the-fly
state-average CASSCF electronic structure calculations have

* Distances in A and angles in degrees. Atom numbering corresponds to the molecule depicted in Fig. 3.

been performed in 0-NBA (o investigate the S| — S relaxation
mechanism. Trajectories within two scenarios were considered.
First, trajectories were propagated starting from the o-NBA
equilibrium geometry. These simulations strongly underestimate
the quantum yield of the ketene formation due to fact that
CASSCF predicts a barrier which is refuted by MS-CASPT2.
To avoid this problem. a second batch of trajectories was
launched from the TS close to the CI responsible for the
hydrogen transfer, (S;/Sp).pr- Without addition of momentum
in any specific direction, only one third of the trajectories
undergo internal conversion: the rest reverl to a minimum
located in the nn* state. In agreement with the CI (S,/Sg)x.pr
optimized with CASSCF, and also confirmed with high
quality MS-CASPT2 calculations,* the geometry found at
the time of the S; — Sy hopping is characterized by partial
ESHT promoted by the planarity of the substituents of
o0-NBA. The hydrogen transfer leads to a biradical transient
which is converted to the ketene after passing a second region
ol §1/Sy intersection. Once the hydrogen transfer is initiated,
the tautomerization is completed on the femtosecond scale. in
agreement with the experimental results which show that the
phototautomerization is ultrafast after excitation at 388
and 260 nm.**** 4 The semiclassical propagations from the
TS predict a quantum yield for the formation of the ketene
of ca. 30%. The discrepancy with the 50% observed experi-
mentally* is due to the initial conditions and the absence of
solvent. Yet, the qualitative agreement confirms the assumption
that the complete vield of the reaction is determined in its earliest
step, with a CI governing the competition between the creation
of the ketene and the regeneration of the starting material.
Thus, the hydrogen transfer is irreversible for the trajectories
that reach the biradical transient, i.e., no back hydrogen transfer
is observed at the biradical or ketene stage, as we proposed
on the basis of our PES study.% The molecules that deactivate
towards the ketene intermediate proceed vig the formation
of a biradical. which is vibrationally excited in the O-C-C
group and the O-H bond. Recent transient pump-probe IR
spectroscopy combined with Car-Parrinello ab initio (DFT)
molecular dynamics show strong evidence that the ketene trans-
forms directly into the nitroso acid, without the formation of
intermediates.*
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In summary, the present simulations show that the
deactivation from the S, state. which can be populated experi-
mentally with excitation at 388 nm, is a very eflicient channel
for the ESHT reaction in o-NBA. Deactivation in o-NBA
is also possible upon irradiation with 258 nm. In this case, a
nrn* state higher in energy is populated. The deactivation
mechanism from this state is currently under investigation.
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3.5 Appendix A

Active spaces used in this thesis for the Kasha and non-Kasha mechanisms at the QC calculations:

SRR T I AT BB A A S B A B

Nnoz Nno2 nco Tico Pnoz Tinoz e Tiee Tiee O m*co *No2 e e e o*en

Vertical Spectrum
0-NBA (16,12) in X X X X X X X X X X X X

gas phase

Vertical Spectrum
0-NBA (12,11) in X X X X X X X X X X X
gas phase

Vertical Spectrum
m-NBA (16,12) in X X X X X X X X X X X X
gas phase

Vertical Spectrum
m-NBA (12,11) in X X X X X X X X X X X
gas phase

Vertical Spectrum
p-NBA (16,12) in X X X X X X X X X X X X
gas phase

Vertical Spectrum
p-NBA (12,11) in X X X X X X X X X X X
gas phase

non-Kasha IRC
and opt of X X X X X X X X X X X X

stationary points

non-Kasha opt FC
minimum (12,11)

non-Kasha energy
profiles (16,13)

Kasha path IRC
from S5 (10,10)

Kasha path Ss/Sa
Clopt. (10,10)

Kasha path IRC
from Ss/Ss Cl X X X X X X X X X X
(1210

Kasha path S4/S3
Clopt. (12,10)

Kasha path IRC
from S4/S3 Cl X X X X X X X X X X
(1210

Kasha path
minimum S; opt. X X X X X X X X X X
(12,10

Kasha path LIIC to
finde S3/S2 CI X X X X X X X X X X X X
(14.12)

Kasha path S3/S2
Clopt. (14,12)

Kasha path IRC
from S3/S, Cl X X X X X X X X X X X X
(14.12)

Kasha path S»/S1
Clopt. (14,12)

Kasha path IRC
from S,/S1Cl X X X X X X X X X X X X
(14.12)

Kasha energy
profiles (16,13)

mQcp
Trajectories from X X X X X X X X
the S, (10,8]
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Conclusions and Outlook

This thesis is a theoretical study on the H-transfer reaction of o-NBA. With the help of the highly
accurate MS-CASPT2/CASSCF method for the description of the electronic excited states, the
experimental UV-spectrum of o-NBA has been assigned.'®® The absorption spectrum of o-NBA
consists of three experimental bands, peaking at 220, 250 and 300 nm. The weak tail at 300 nm
arises from a series of weak nn* absorptions from the NO, and CHO groups. The strongest band in
the energy region at 220 nm with its shoulder and 250 nm are, however, dominated by local or
charge transfer mm* excitations, occurring mainly in the benzene and the nitro group. The
experimental wavelength 260 nm used to initiate the H-transfer photoreaction has been assigned
to populate the spectroscopic state the Ss, which presents local mn* transitions within the nitro
group. The influence of solute-solvent interactions in the UV-spectrum of o-NBA and the relative
position of the two functional groups CHO and NO, has also been analyzed considering the
complex formed by 1:1 o-NBA-H,0 and the two positional isomers m-NBA and p-NBA. The shape
of this spectrum is very similar to that obtained for 0-NBA in the gas phase, although solvation was
found to induce a shift to the blue of the spectrum.

Once the UV-spectrum has been characterized, the deactivation mechanism of o-NBA at molecular
level has been deciphered by means of high level quantum chemical calculations. Particularly, two
photodeactivation mechanisms connecting the spectroscopic state Ss with the main intermediate
ketene have been unravelled. The first path, a non-Kasha pathway, relaxes from the Ss state
through a cascade of conical intersections (Cls) along which a H-atom from the aldehyde is
progressively transferred to the nitro group. This non-Kasha relaxation pathway involves three
phases: planarization, H-transfer, and rotation of the newly formed enol. The second path, a Kasha
path, directly relaxes by means of internal conversion from the Ss to the S;, state in which the H-
transfer occurs. Along the H-transfer process, the system first reaches an intermediate syn-ketene
structure which rotates the H atom around the N-O bond to finally yield the most stable anti-
ketene tautomer. Both paths have in common that they require the planarization of the molecule
so that the hydrogen can be transferred. In order to discern which of the two photoreaction
mechanisms is preferred, molecular dynamics simulations using the surface hopping approach
have been performed. These calculations have pursued to model the deactivation from two
different experimental excitations, i.e. 260 and 388 nm. Molecular dynamics simulations from the
high-lying Ss spectroscopic state, simulating the 260 nm excitation, were performed at TD-DFT
level of theory. None of the trajectories launched from the Ss shows the transfer of the aldehyde
hydrogen to the NO, group along the deactivation, confirming that the Kasha path is the operative
one in the deactivation of 0o-NBA from the Ss. Nevertheless, the nature of the TD-DFT method
prevents the description of the S; - S, deactivation. For this reason, deactivation to the ground
state from the S;, describing photoreactions induced by 388 nm irradiation and the last stage of
the Kasha path, has been simulated via molecular dynamics simulations at CASSCF level of theory.
Semiclassical dynamics simulations from the S; predict that the complete yield of the reaction is
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determined in its earliest step, with a Cl governing the competition between the creation of the
ketene (with 31% of quantum yield) and the regeneration of the starting o-NBA material (with 69%
of quantum yield), both at the ground state. Moreover, the tautomerization is completed in the

femtosecond time scale, which is in agreement with the experimental results.>*?>3¢

Furthermore,
and in contrast with other aromatic intramolecularly H-bonded systems, H-transfer is irreversible

once the system reaches the biradical transient, i.e. the hydrogen does not go back to the CHO
group.

Further aspects also interesting to be explored concern on how the solute-solvent interactions
affect the photodeactivation of the 0o-NBA. This could be analyzed with molecular dynamics where
the solvent effects are considered explicitly by means of one molecule of water, for example the
guantum mechanical/molecular mechanics (QM/MM) proceedure. The resulting simulation in
particular the quantum vyield, should better explain the experimental results.

Additionally, the description at molecular level of the final transformation of the ketene transient
into the final o-nitrobenzoic acid photoproduct would be interesting, since some authors believe is
taking place via a lactone second intermediate.® Recently, VandeVondele et al. have obtained
preliminary results'® by transient pump probe IR experiments combined with Car-Parrinelllo DFT
dynamics simulations. They have stated that the ketene transforms directly into the nitroso acid,
without the formation of intermediates. Therefore, more accurate level of theory could be
employed to discern the existence of a second intermediate.

A final outlook, worth to be investigated is the deactivation mechanisms of the non-reactive
isomers: m-NBA and p-NBA, since although they show experimentally similar transient times and
theoretically similar UV/Vis spectra on the o-NBA, they cannot undergo a H-transfer like the o-
NBA.
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